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Foreword

The tremendous research and development effort that went into the development of radar and related techniques during World War II resulted not only in hundreds of radar sets for military (and some for possible peacetime) use but also in a great body of information and new techniques in the electronics and high-frequency fields. Because this basic material may be of great value to science and engineering, it seemed most important to publish it as soon as security permitted.

The Radiation Laboratory of MIT, which operated under the supervision of the National Defense Research Committee, undertook the great task of preparing these volumes. The work described herein, however, is the collective result of work done at many laboratories, Army, Navy, university, and industrial, both in this country and in England, Canada, and other Dominions.

The Radiation Laboratory, once its proposals were approved and finances provided by the Office of Scientific Research and Development, chose Louis N. Ridenour as Editor-in-Chief to lead and direct the entire project. An editorial staff was then selected of those best qualified for this type of task. Finally the authors for the various volumes or chapters or sections were chosen from among those experts who were intimately familiar with the various fields, and who were able and willing to write the summaries of them. This entire staff agreed to remain at work at MIT for six months or more after the work of the Radiation Laboratory was complete. These volumes stand as a monument to this group.

These volumes serve as a memorial to the unnamed hundreds and thousands of other scientists, engineers, and others who actually carried on the research, development, and engineering work the results of which are herein described. There were so many involved in this work and they worked so closely together even though often in widely separated laboratories that it is impossible to name or even to know those who contributed to a particular idea or development. Only certain ones who wrote reports or articles have even been mentioned. But to all those who contributed in any way to this great cooperative development enterprise, both in this country and in England, these volumes are dedicated.

L. A. DuBridge.
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CHAPTER 1

SERVO SYSTEMS

BY I. A. GETTING

1.1. Introduction.—It is nearly as hard for practitioners in the servo art to agree on the definition of a servo as it is for a group of theologians to agree on sin. It has become generally accepted, however, that a servo system involves the control of power by some means or other involving a comparison of the output of the controlled power and the actuating device. This comparison is sometimes referred to as feedback. There is a large variety of devices satisfying this description; before attempting a more formal definition of a servo, it will be helpful to consider an example of feedback.

One of the most common feedback systems is the automatic temperature control of homes. In this system, the fuel used in the furnace is the source of power. This power must be controlled if a reasonably even temperature is to be maintained in the house. The simplest way of controlling this source of power would be to turn the furnace on, say, for one hour each morning, afternoon, and evening on autumn and spring days and twice as long during the winter. This would not be a particularly satisfactory system. A tremendous improvement can be had by providing a thermostat feedback that turns the furnace on when the temperature drops below, say, 68° and turns the furnace off when the temperature rises above 72°. This improvement lies in the fact that the output of the power source has been compared with the input (a standard temperature set in the thermostat), and the difference between the two made to control the source of power—the furnace.

A more colloquial name applied to such a system is “a follow-up system.” In this example, the operator sets a temperature, and the temperature of the house, in due course, follows the setting.

The term “follow-up system” grew out of the use of servo systems for the amplification of mechanical power. Sometimes the part of the system doing the “following” was remote from the controlling point; such systems were then called “remote control.” Remote control can involve tremendous amplification of power; in certain cases remote control may be required by physical conditions, although adequate power is locally available. Let us resort to examples again. On a large naval ship it is necessary to train and elevate 16-in. guns. It is necessary to do this
continuously to compensate for the pitch, the roll, and the yaw of the ship. Such a gun and turret may weigh 200 tons. It is obviously impossible to manipulate such a gun manually; power amplification is required. The operator turns a handwheel, and the gun mount is made to rotate so that its position agrees with the position of the handwheel. This is a follow-up system—the gun mount follows the handwheel. In practice, it is possible to place the handwheel either directly on the gun mount or at a remote point, say in the gunnery plotting room below deck. In the latter case the system becomes one of remote control characterized by tremendous amplification. On the other hand, in the same ship a target may be tracked by positioning a telescope attached to the director. There is adequate power available in the director, but the position of the director may need to be repeated in the computer below deck. It is very inconvenient to carry rotating shafts over long distances or through watertight bulkheads; therefore resort is had to a remotely controlled follow-up. The computer input shaft is made to follow the director; but whereas the director had available many horsepower, the input servo in the computer may be only a few watts. Temperature regulators, remote-control units, and power drives are all examples of servo systems.

Definition.—A servo system is a combination of elements for the control of a source of power in which the output of the system or some function of the output is fed back for comparison with the input and the difference between these quantities is used in controlling the power.

1.2. Types of Servo Systems.—Servo systems involving mechanical motion were first used in the control of underwater torpedoes and in the automatic steering of ships. In both cases a gyroscope was used to determine a direction. Power was furnished for propelling the torpedo or the ship. A portion of this power was also available for steering the ship or torpedo through the action of the rudders. Reaction on the rudders required power amplification between the gyroscope element and the rudder. Neither of these systems is simple, because in them two sources of power need to be controlled: (1) power for actuating the rudders and (2) power for actually turning the ship. In systems as complicated as these, the problem of stability is very important. In fact, the most common consideration in the design of any servo system is that of stability.

Consider a ship with rudder hard to port (left). Such a ship will turn to port. If the rudder is kept in this position till the ship arrives at the correct heading and is then restored to straight-ahead position, the ship will continue to turn left because of its angular momentum about its vertical axis. In due course the damping action of the water will stop this rotation, but only after the ship has overshot the correct
direction. If the remainder of the servomechanism operates properly, the gyrocompass will immediately indicate an error to the left. If the power amplifier then forces the rudder hard to starboard, the restoring torque of the starboard rudder will limit the overshoot but under the conditions described will also produce a second overshoot, this time to starboard. It is entirely possible that these oscillations from left to right increase with each successive swing and the steering of the ship becomes wild. It is important to note that this instability is closely related to the time lags in the system. The probability of getting into an unstable situation becomes materially reduced as the reaction time of the rudder to small errors in heading becomes extremely short. The stability can also be increased and errors reduced if the rudder displacement is made proportional to the heading error (proportional control). The behavior of the system can be improved even further by anticipation control. Anticipation in this application implies that in the setting of the rudder, use is made of the fact that the gyrocompass error is decreasing or increasing; it may go as far as to take into account the actual rate at which the error is increasing or decreasing. Then, as the ship is approaching the correct heading, anticipation would indicate the necessity of turning the rudder to starboard, even though the error is still to port, in order to overcome the angular momentum of the ship. This deflection of the rudder should be gradually reduced to zero as the correct heading is reached.

The examples given above seem to imply that mechanical servo systems are a product of this century. Actually, human physical motor behavior is largely controlled as a servo system. A person reaches for a saltcellar. He judges the distance between his hand and the saltcellar. This distance is the "error" in the position of his hands. Through his nervous system and subconscious mind this error is used to control muscular motion, the power being derived from the muscular system. As the distance decreases, derivative control (anticipation) is brought into play through subconscious habit, and overshooting of the hand is prevented. A more illustrative example is the process of driving a car. A person who is just learning to drive generally keeps the car on a road by fixing his attention on the edge of the road and comparing the location of this edge of the road with some object on the car, such as the hood cap. If this distance is too small, the learner reacts by turning the steering wheel to the left; if it gets too large, he reacts by turning the steering wheel to the right. It is characteristic of the learner that his driving consists of a continuous series of oscillations about the desired position. The more carefully he drives, that is, the greater his concentration, the higher will be the frequencies of his oscillations and the smaller the amplitude of his errors. As the driver improves, he introduces anticipation, or deriva-
tive control. In this condition a driver takes into consideration the rate at which he is approaching his correct distance from the edge of the road, or, what is equivalent, he notices the angle between the direction of car travel and the direction of the road. His control on the steering wheel is then a combination of displacement control and derivative control. His oscillations become long or nonexistent, and his errors smaller.

So long as the road is straight, a driver of this type, acting as a servomechanism, performs tolerably well. However, additional factors come into play as he approaches a bend in the road. Chief among these is the displacement error resulting from the tendency of the operator to go straight. The error due to continuous uniform curvature of the road can be taken out by essentially establishing a new zero position for the steering wheel. A driver performing in this manner exhibits "integral control." Actually, a human being is not a simple mechanism, and he has available in this instance information of other types. His driving is a complicated combination of proportional, derivative, and integral control, mixed with nonlinear elements and knowledge of the direction in which the road is going to turn. This foreknowledge is sometimes referred to as anticipation and is sometimes confused with derivative control. The example serves nevertheless to illustrate the basis of servomechanisms in general. The power to be controlled in this case was derived from the engine of the car. The input to the system was the actual path of the road; the output was the position of the car; and the error mechanism in which the output and input were compared was the human operator.

The human operator is a very common element in many servo systems. Human elements are used in tracking targets for fire control (see Chap. 8) in controlling steam engines, in controlling settings on all sorts of machinery. The human operator is sometimes referred to as a biomechanical link; much can be learned of his response by the application of servo theory.

The term servo system is not commonly used when the system involves a human operator. It is sometimes restricted further to include control only of systems that involve mechanical motion. For example, the automatic volume control of a home radio receiver is a feedback system, in which the output level of the receiver is compared with the desired level (usually a bias voltage) and a difference, or a combination of the differences, sets the gain of the receiver. This closed loop meets all the requirements of a servo system, but it does not involve mechanical motion. We shall apply the term servo system to such devices but shall restrict the term "servomechanism" to servo systems involving mechanical motion. It is, in general, true that the theory of servomechanisms is identical with that of feedback amplifiers as developed in the com-
munications field. There are certain practical differences which at times make this similarity not quite apparent. Servomechanisms may involve the control of power through the use of the electronic amplifier, in which the power is furnished as plate supply for the vacuum tubes; this is very similar to a feedback amplifier. On the other hand, a servomechanism may include only hydraulic devices, a pump furnishing oil at a high pressure being the source of power. The control of this oil flow may be accomplished by hydraulic valves. Mathematically the electronic amplifier and the hydraulic system may be very similar; but in the physical aspects and in the frequencies and power levels involved the two may be (but are not necessarily so) quite different. A hydraulic system may be able to respond to frequencies up to 20 cps; a feedback amplifier may be built to operate up to frequencies as high as thousands of megacycles. Hydraulic systems have been made in power levels up to 200 hp; feedback amplifiers are generally used in ranges of power of a few watts to milliwatts.

In previous examples, reference was made to the use of servo systems as power amplifiers and as a means of remote control. Servo systems perform two other major functions: (1) as transformers of information or data from one type of power to another and (2) as null instruments in computing mechanisms.

It is sometimes desired to change electrical voltage to mechanical motion without introducing errors arising from variations of load or power supply. Such a problem can be solved by the use of a servomechanism. For example, an electric motor is made to rotate a shaft on which is mounted a potentiometer. The voltage on this potentiometer can then be made to vary as any arbitrary function of shaft position. This output voltage is compared with the original electrical voltage, and a difference or some function of it made to control the electric motor. This is a servomechanism.

It should have been clear that in all the preceding examples a comparison was made between output and input and that the source of power was so controlled as to reduce the difference between the output and input to zero. In other words, all servo systems are null devices, sometimes called error-sensitive devices. The advantages of such a system from a standpoint of component design will be indicated in the next section.

A null device can be made to solve mathematical equations such as are involved in the fire-control problem. Figure 1.1 is a schematic for the mechanization of the fire-control problem in one dimension. The future range $R$ depends on the present range $r$, on the speed of the target in range $dr/dt$, and on the time $T$ required for a bullet to travel from the gun to the target. The time of flight $T$ of the bullet is some function of the future range $R$—a function that is generally not available as a simple
analytic relation, but only from ballistic tables. The relations between these quantities may be expressed thus:

\[ R = r + T \frac{dr}{dt}, \quad (1) \]
\[ T = f(R), \quad (2) \]

It is obvious that future range cannot be obtained without knowledge of the time of flight and that time of flight cannot be known without knowing future range. It is necessary to solve these equations simultaneously.

In Fig. 1-1, range is introduced at the lower left-hand corner. The derivative of range is taken and multiplied by an arbitrary value of time of flight \( T \). The product is added to the observed range, to give a hypothetical future range \( R' \). This hypothetical future range actuates the cam giving the time of flight \( T' \) corresponding to this hypothetical future range. If \( T' \) were equal to \( T \), the initial assumption of the time of flight would have been correct; this, of course, would be accidental. In general, the assumed value \( T \) will differ from \( T' \). The difference \( \epsilon = T - T' \) can be fed into an amplifier supplied from an independent source of power, and this amplifier used to drive the motor attached to the \( T \) shaft. If now \( T' \) is greater than \( T \), the amplifier will apply a voltage to the motor that will drive \( T \) to smaller values, tending thus to reduce the difference \( T - T' \). When this difference will have reached zero, the future range \( R \) and the time of flight \( T \) will correspond to the observed range and range rate.

This computation could be done without a servo by having a direct mechanical connection between the output of the cam at \( T' \) and the input to the multiplier at \( T \). A little thought will show, however, that practical considerations would limit the usefulness of this arrangement to simple functions and to devices in which the accuracy would not be destroyed by the loads imposed. In the above example, the servo has two important functions: (1) It introduces a flexible link between the cam and the
multiplier, and (2) it prevents the feeding of data in a direction opposite to that shown by the arrows.

Equations (1) and (2) can be written in the more general form

\[ g(R, T) = 0, \]
\[ h(R, T) = 0. \]

In theory, it is always possible to solve such a set of simultaneous equations by eliminating one variable. If, however, \( g \) and \( h \) are complicated functions or implicitly depend on another independent variable (say time), the solution by analytic methods may become difficult. It is always possible to have recourse to a servo computer of the type illustrated in Fig. 1-1.

Servomechanisms can be classified in a variety of ways. They can be classified (1) as to use, (2) by their motive characteristics, and (3) by their control characteristics. For example, when classified according to use, they can be divided into the following: (1) remote control, (2) power amplification, (3) indicating instruments, (4) converters, (5) computers. Servomechanisms can be classified by their motive characteristics as follows: (1) hydraulic servos, (2) thyatron servos, (3) Ward-Leonard controls, (4) amplidyne controls, (5) two-phase a-c servos, (6) mechanical torque amplifiers, (7) pneumatic servos, and so on. In general, all these systems are mathematically similar. Considerations as to choice of the type of motive power depend on local circumstances and on the particular characteristics of the equipment under consideration. For instance, amplidyne controls are useful in a range above approximately \( \frac{1}{2} \) hp. Below the \( \frac{1}{2} \)-hp range the equipment becomes more bulky than thyatron or two-phase a-c control units. On the other hand, drag-cup two-phase motors are extremely good in the range of a few mechanical watts because of their low inertia but become excessively hot as the horsepower is increased above the \( \frac{1}{2} \)-hp range. Pneumatic servos are extremely useful in aircraft controls and especially in missile devices of short life where storage batteries are heavy compared with compressed-air tanks. Pneumatic servos are also used in a large number of industrial process control applications.

For the purposes of this book, the most important classification of servomechanisms is that according to their control characteristics. Hazen\(^1\) has classified servos into (1) relay-type servomechanisms, (2) definite-correction servomechanisms, and (3) continuous-control servomechanisms. The relay type of servomechanism is one in which the full power of the motor is applied as soon as the error is large enough to operate a relay. The definite-correction servomechanism is one in which the

power on the motor is controlled in finite steps at definite time intervals. The continuous-control servomechanism is one in which the power of the motor is controlled continuously by some function of the error. This book concerns itself with the continuous type of control mechanism. All three types have been used extensively. The relay type is generally the most economical to construct and is useful in applications where crude follow-up is required. It has, however, been successfully applied with high performance output, even for such applications as instruments and power drives for directors. Relays can be made to act very quickly, that is, in times short compared with the time constants of the motor. Under these conditions the relay type of servo can be made to approach continuous control so closely that no sharp line can be drawn. In Chap. 5, an analysis is made of the limitation on continuous-control servomechanisms arising from the use of intermittent data. The second type of servomechanism, the finite step correction, is used principally in instruments.

The continuous-control systems themselves can be further classified according to the manner in which the error signal is used to control the motor: proportional control, integral control, derivative control, anti-hunt feedback (subsidiary loops), proportional plus derivative control, and so on. The study of these different methods of control is one of the major tasks of this book.

Before continuing the discussion on servomechanisms it is worth while to consider the terminology as it has developed over the past few years. The definition given in the first section requires that a servo system have the following properties: (1) A source of power is controlled and (2) feedback is provided. This definition applies equally well to four fields of applied engineering, which have developed more or less concurrently: (1) feedback amplifiers, (2) automatic controls and regulators, (3) recording instruments, and (4) remote-control and power servomechanisms. As implied by the first sentence of this book, it is difficult to find unique definitions segregating these four fields. It is generally agreed that a servomechanism involves mechanical motion somewhere in the system; there is agreement that the power drives on a gun turret constitute a servomechanism. Temperature regulators are often excluded from the class of servomechanisms and classified as automatic regulators or control instruments, even though such mechanical elements as relays and motors may be used. If there is any rule that seems to apply, then perhaps it is that in a servomechanism the element of greatest time lag should be mechanical and, in general, that the output of the system should be mechanical. For the purposes of this book, the term servo system will include all types of feedback devices and the term servomechanism will be reserved for servo systems involving mechanical output.
1.3. Analysis of Simple Servo Systems.—The purpose of this section is to present simple analyses showing various methods of approach to the mathematical description of servo systems; in subsequent chapters a formal and reasonably complete analysis is given. The mathematical tools used in this first treatment have been derived from the general field of operational calculus and are, therefore, limited to the consideration of linear systems, that is, systems described by linear differential equations with constant coefficients. This limitation restricts only a little the usefulness of the analysis, inasmuch as most practical servomechanisms either are linear or can be approximated sufficiently closely by a linear representation.

The advantages of a servo system in contrast to an open-cycle system are illustrated by even the simplest type of servo system. Figure 1.2 schematically shows an open-cycle control system. If the handwheel $H$ is turned through an angle $\theta_f$, the source of external power is so controlled through the amplifier that the motor rotates the load shaft $L$ through an angle $\theta_o$. In a perfect system, $\theta_o$ would at all times be equal to $\theta_f$. This would require, of course, that all the derivatives of $\theta_o$ were instantaneously equal to the derivatives of $\theta_f$. Were these conditions to be satisfied, the characteristics of the power supply, the amplifier, and the motor would have to be held constant at all times, or compensation devices would have to be incorporated. The amplifier must be insensitive to power fluctuations; the torque characteristics of the motor must be independent of temperature; the system must be insensitive to load variations; and so on. In general, these requirements cannot be met. The most effective example of the open-cycle system is a vacuum-tube amplifier. It is possible to make a vacuum-tube amplifier in which the output is always proportional to the input within limits of load and power-line fluctuation. This is, however, almost a unique example; it is nearly

impossible to find a power-control mechanism in which the cycle is not closed mechanically, electrically, or through a human link.

In Fig. 1.3 is shown a schematic of a simple closed-cycle control system. It differs from the open-cycle control system in that the output angle $\theta_o$ is subtracted from the input angle $\theta_i$ to obtain the error signal $\epsilon$. It is this error signal which is used to control the amplifier. Figure 1.3 represents inverse feedback, or, as it is sometimes called, negative feedback. Let $K_1$ be the gain of the amplifier. Then the output of the amplifier $V$ is given by

$$V = K_1 \epsilon. \quad (5)$$

Assume that the motor has no time lag and a speed at all times proportional to $V$;

$$\frac{d\theta_o}{dt} = + K_m V. \quad (6)$$

For simple proportional control,

$$\epsilon = \theta_i - \theta_o \quad (7)$$

is used directly as input to the amplifier. Combining Eqs. (5) and (6), we get

$$\frac{V}{K_1} = \theta_i - \theta_o = + \frac{1}{K_1 K_m} \frac{d\theta_o}{dt}, \quad (8)$$

or

$$\frac{1}{K} \frac{d\theta_o}{dt} + \theta_o = \theta_i, \quad (9)$$

where $K = K_1 K_m$. If we now consider a sinusoidal input $\theta_i$ equal to $\theta_{10} \sin \omega t$, we get

$$\frac{d\theta_o}{dt} + K \theta_o = K \theta_{10} \sin \omega t. \quad (10)$$

This equation will be recognized as similar to the equation of an RC-circuit driven by an alternating generator, which is, on writing $q$ for the charge,

$$R \frac{dq}{dt} + \frac{q}{C} = V_0 \sin \omega t. \quad (11)$$

The steady-state solution for the $RC$-circuit can be written

$$q = q_0 \sin (\omega t - \phi); \quad (12)$$

where,

$$q_0 = \frac{V_0}{\sqrt{\omega^2 R^2 + \frac{1}{C^2}}}, \quad \tan \phi = + \omega RC \quad (13)$$

and $\phi$ is the angle by which the charge lags the voltage. Similarly,
the solution of Eq. (10) is
\[ \theta_0 = \theta_{oo} \sin (\omega t - \phi); \]  
where
\[ \theta_{oo} = \frac{\theta_{io}}{\sqrt{\frac{\omega^2}{K^2} + 1}}; \quad \tan \phi = \frac{\omega}{K}. \]  
(14b)

If \( K \) is large compared with \( \omega \), this may be expanded by the binomial theorem as
\[ \theta_{oo} = \theta_{io} \left( 1 - \frac{1}{2} \frac{\omega^2}{K^2} \right). \]  
(15)

We see immediately that provided only \( K \) is much larger than \( \omega \), the output \( \theta_0 \) will be essentially equal to the input \( \theta_i \) in magnitude and phase; the accuracy of the follow-up requires only making sufficiently high the velocity constant \( K_m \) of the motor and the gain \( K_1 \) of the amplifier. In contrast to the open-cycle system, it is not necessary to use a compensated amplifier or a motor insensitive to load in such a system. These are the chief and fundamental advantages of inverse feedback.

Equation (15) implies certain limitations on the system shown in Fig. 1.3. In any real amplifier the gain will be high until saturation sets in or up to a definite frequency. Likewise, the motor speed constant will drop off if the speed is increased or torque exceeded. In general, therefore, there will be an upper value to \( \omega \) beyond which the system will not function. Actually, all motors have time constants, that is, exhibit inertial effects, and it is necessary to consider this time constant in the analysis.

The preceding analysis described the steady state of the servo illustrated in Fig. 1.3 when the input is a sine wave. Let us now consider the transient behavior of the same proportional-control system for transient solution; instead of a sine-wave input let us assume that the input \( \theta_i \) is zero for all times up to \( t_0 \) and then suffers a discontinuous change to a new constant \( A \) for all times greater than \( t_0 \). In short, a step function is applied as the input to the servo. The differential equation is
\[ \frac{d\theta_0}{dt} + K\theta_0 = K\theta_i, \]  
(16)
and it is to be solved for
\[ \begin{align*}
  \theta_i &= 0, \quad t < t_0, \\
  \theta_i &= A, \quad t > t_0; \end{align*} \]  
(17)
the solution is
\[ \theta_0 = A[1 - e^{-K(t-t_0)}], \quad t \geq t_0, \]  
(18)
as can be shown by substituting in Eq. (16). The step function is shown
in Fig. 1-4 as a dotted line, and the response is shown as a full line. It is clear that the output approaches the input as the time beyond $t_0$ increases without limit. The larger the value of $K$, that is, the larger the gain of the amplifier and the larger the velocity constant of the motor, the more quickly will the output approach the input. The error at any time $t$ is the difference between the dotted line and the full line. It falls to $1/e$ of its initial value $A$ in a period $1/K$.

It is evident that the transient analysis and the steady-state analysis display the same general features of the system. For example, we see immediately from the transient solution that if the input were a sine wave of frequency $f$, the output would follow it closely only if the period of the sinusoid were greater than $1/K$, that is, $f$ smaller than $K$.

The solution of Eq. (16) for an arbitrary input can be written in terms of a "weighting function." If $\theta_i$ is any input beginning at a finite-time, the output will be

$$\theta_o(t) = K \int_0^\infty \theta_i(t - \tau)e^{-K\tau}d\tau,$$

as can be verified by substituting into Eq. (16). In the case of the input described by Eq. (17), the output can be computed as

$$\theta_o(t) = \int_0^{t - t_0} AK e^{-K\tau}d\tau,$$

$$= A\left[1 - e^{-K(t - t_0)}\right],$$

as found before. The function

$$W(\tau) = Ke^{-K\tau}$$

is called the weighting function. Physically Eq. (19) means that at any time $t$ the output is equal to a sum of contributions from the input at all past times. Each element of the input appears in the output multiplied by a factor $W(\tau)$ dependent on the time interval $\tau$ between the present time $t$ and the time of the input under consideration. $W(\tau)$ thus
specifies the weight with which the input at any past moment contributes to the present output. It will be noted that in this example the weighting function is an exponential. When the time interval between input and output is greater than $1/K$, the contributions to the output will be small; the remote past input will have been essentially forgotten.

To summarize, the simple system including proportional control, a linear amplifier, and a motor with no time lag connected as a servo system with negative feedback has been analyzed (1) as a steady-state problem, (2) as a transient problem, and (3) as a problem involving the weighing of the past history of the input. All of these analyses give essentially the same result that the output is equal to the input for frequencies below a critical value equal approximately to $K$. One should expect that there would be mathematical procedures for going from one type of analysis to another, and such is indeed the case.

Another interesting type of transient input often used in servo analysis is the discontinuous change in the speed of $\theta_i$. Such an input is shown in Fig. 1.5 by the dotted line. The differential equation now takes the form

$$
\frac{1}{K} \frac{d\theta_o}{dt} + \theta_o = B(t - t_o) \quad \text{for } t > t_o;
$$

$$
= 0 \quad \text{for } t < t_o.
$$

The output after time $t_o$ is

$$
\theta_o = B \left\{ (t - t_o) - \frac{1}{K} \left[ 1 - e^{-K(t-t_o)} \right] \right\}.
$$

This is shown as a full line in Fig. 1.5. It is obvious that as time increases, the velocity of the output will eventually equal the velocity of the input; there will, however, be an angular displacement or velocity error between them. The ratio of the velocity to the error approaches the limit $K$ as $t \to \infty$; this is readily seen from the equation

$$
\frac{d\theta_t}{dt} = \frac{BK}{\epsilon} = \frac{K}{B[1 - e^{-K(t-t_o)}]} = \frac{K}{1 - e^{-K(t-t_o)}}.
$$

This coefficient $K$, a product of the gain of the amplifier $K_1$ and the velocity constant of the motor $K_m$, is called the velocity-error constant.
and will hereafter be written $K_\varepsilon$. If the loop were opened, it would be the ratio of velocity to displacement at the two open ends. It is obvious that the velocity error in this simple system could be reduced by increasing $K$. In Chap. 4 we shall see that this error can be made equal to zero by introducing integral control.

As indicated previously, any motor and its load will exhibit inertial effects, and Eq. (6) must be modified by adding a term. The simplest physical motor can be described by a differential equation of the form

$$J \frac{d^2\theta_o}{dt^2} + f_m \frac{d\theta_o}{dt} = K_i V,$$

where $J$ is the inertia of the motor (including that of the load referred to the speed of the motor shaft); $f_m$ is the internal-damping coefficient resulting from viscous friction, electrical loss, and back emf; and $K_i$ is the torque constant of the motor. If there is no acceleration, the motor will go at a speed such that the losses are just compensated by the input $V$. This value of $d\theta_o/dt$ is determined by the relation

$$f_m \frac{d\theta_o}{dt} = +K_i V.$$

Substituting from Eq. (6), we see that the internal-damping coefficient $f_m$ can be written as

$$f_m = \frac{K_i}{K_m}. \quad (27)$$

Thus the internal-damping coefficient of a motor can be computed by dividing $K_i$, the stalled-torque constant (say, foot-pounds per volt), by $K_m$, the velocity constant of the motor (say, radians per second per volt). Equation (25) can be rewritten in the form

$$T_m \frac{d^2\theta_o}{dt^2} + \frac{d\theta_o}{dt} = +K_m V = T_m \frac{d^2\theta_o}{dt^2} + \frac{d\theta_o}{dt}, \quad (28)$$

where

$$T_m = J \frac{K_m}{K_i}. \quad (29)$$

the motor inertia appears only in the time constant $T_m$. In short, the characteristics of the motor can be specified by stating its internal-damping coefficient and its time constant; these can be determined by experimentally measuring stalled torque as a function of voltage, running speed as a function of voltage, and inertia.

If we now use Eq. (28) instead of Eq. (6) as the differential equation representing the behavior of the motor, we can find the output due to an arbitrary input by solving the differential equation

$$\theta_i - \theta_o = \epsilon = \frac{V}{K_i} = \frac{1}{K_i K_m} \left( T_m \frac{d^2\theta_o}{dt^2} + \frac{d\theta_o}{dt} \right). \quad (30)$$
in simpler form this is
\[ T_m \frac{d^2 \theta_o}{dt^2} + \frac{d \theta_o}{dt} + K_v \theta_o = K_s \theta_t, \]
where \( K_v \) equals \( K_1 K_m \). This equation is similar in form to the differential equation of an \( LRC \) series circuit driven by an external alternating generator.

Just as in the case of Eq. (6), we can write the specific solution of this equation. It will perhaps suffice to get the general solution of the equation that holds when \( \theta_t = 0 \):
\[ T_m \frac{d^2 \theta_o}{dt^2} + \frac{d \theta_o}{dt} + K_v \theta_o = 0. \]

Letting
\[ p_1 = \alpha + j \omega_0 \quad \text{and} \quad p_2 = \alpha - j \omega_0, \]
the solution can be written in the form
\[ \theta_o = ae^{p_1 t} + be^{p_2 t}, \]
where the \( p \)'s must satisfy
\[ p^2 + \frac{p}{T_m} + \frac{K_v}{T_m} = 0. \]

The solution of this is
\[ p = \frac{-1}{2T_m} \pm \frac{1}{2} \sqrt{\frac{1}{T_m^2} - \frac{4K_v}{T_m}}. \]

The nature of the solution depends on whether \( 4K_1 K_m T_m \) is less than, equal to, or greater than 1. In the first case the radical is real and the solution consists of overdamped motion (that is, \( \alpha < 1/2T_m \)). In the second case the output is critically damped, and in the last case the output rings with a \( Q \) equal to \( \sqrt{K_1 K_m T_m} \) (\( Q \) as defined in communication practice). The system is always stable, and the output approaches the value of a constant input as \( t \to \infty \).

It is characteristic of a second-order linear differential equation of this type that the solutions are always stable; \( \theta_o \) is always bounded if \( \theta_t \) is bounded. It is, however, unfortunately true that physical systems are seldom described by equations of lower than the fourth order, especially if the amplifier is frequency sensitive and the feedback involves conversion from one form of signal to another. For example, feedback may be by a synchronous generator with a 60-cycle carrier (see Chap. 4) which will have to be rectified before being added to the input. This rectifier will be essentially a filter described by a differential equation of an order higher than one. The question of stability therefore always plays an important role in discussions of the design of servo systems.

1.4. History of Design Techniques.—Automatic control devices of one kind or another have been used by man for hundreds of years, and
descriptions of early servolike devices can be found in literature at least as far back as the time of Leonardo da Vinci. The accumulated knowledge and experience that comprise the present-day science of servo design, however, received a great initial impulse from the work and publications of Nicholas Minorsky\textsuperscript{1} in 1922 and H. L. Hazen\textsuperscript{1} in 1934. Minorsky's work on the automatic steering of ships and Hazen's on shaft-positioning types of servomechanisms both contained mathematical analyses based on a direct study of the solutions of differential equations similar to those of Sec. 1.3. This approach to the design problem was the only one available for many years, and it was exploited with significant success by intelligent and industrious designers of servomechanisms.

In 1932 Nyquist\textsuperscript{2} published a procedure for studying the stability of feedback amplifiers by the use of steady-state techniques. His powerful theorem for studying the stability of feedback amplifiers became known as the Nyquist stability criterion. In Nyquist's analysis the behavior of the servo system with the feedback loop broken is considered. The ratio of a (complex) amplitude of the servo output to the (complex) error amplitude is plotted in the complex plane, with frequency as a variable parameter. If the resulting curve does not encircle the critical point \((-1,0)\), the system is stable; in fact, the further the locus can be kept away from the critical point the greater is the stability of the system. The theory and application of this criterion are discussed in Chaps. 2 and 4. From the designer's viewpoint, the best advantage of this method is that even in complicated systems time can be saved in analysis and a great insight can be obtained into the detailed physical phenomena involved in the servo loop. Some of the earliest work in this field was done by J. Taplin at Massachusetts Institute of Technology in 1937, and the work was carried further by H. Harris\textsuperscript{3} also of Massachusetts Institute of Technology, who introduced the concept of transfer functions into servo theory. The war created a great demand for high-performance servomechanisms and greatly stimulated the whole subject of servo design. The supposed demands of military security, however, confined the results of this stimulation within fairly small academic and industrial circles, certainly to the over-all detriment of the war effort, and prevented, for example, the early publishing of the fundamental work of G. S. Brown and A. C. Hall\textsuperscript{4}. The restricted, but nevertheless fairly

\begin{enumerate}
\end{enumerate}
widely circulated, publication in 1943 of *The Analysis and Synthesis of Linear Servomechanisms*, by A. C. Hall, gave a comprehensive treatment of one approach to the steady-state analysis of servomechanisms and popularized the name “transfer-locus” method for this approach. Some of the important concepts introduced by steady-state analysis are those of “transmission around a loop” and the use of an over-all system operator.

In 1933 Y. W. Lee published the results of work done by himself and Norbert Wiener, describing certain fundamental relationships between the real and imaginary parts of the transfer functions representative of a large class of physical systems. These basic relationships have been applied in great detail and with great advantage by H. W. Bode to the design of electrical networks and feedback amplifiers. Several groups, working more or less independently, applied and extended Bode’s techniques to the servomechanism design problem, and the results have been very fruitful. The resulting techniques of analysis are so rapid, convenient, and illuminating that even for very complicated systems the designer is justified in making a complete analysis of his problem. As is shown in Chap. 4, the complete analysis of a system can be carried through much more rapidly than the usual transfer-locus methods permit, and the analysis of multiple-feedback loop systems is particularly facilitated.

1.5. Performance Specifications.—In designing a servomechanism for a specific application, the designer necessarily has a clear, definite goal in mind; the mechanism is to perform some given task, and it must do so with some minimum desired quality of performance. The designer is, therefore, faced with the problem of translating this essentially physical information into a mathematical definition of the desired performance— one that can then be used as a criterion of success or failure in any attempted pencil-and-paper synthesis of the mechanism.

The most important characteristic of a servo system is the accuracy with which it can perform its normal duties. There are several different ways in which one can specify the accuracy of performance of a servomechanism. The most useful, in many applications, is a statement of the manner in which the output varies in response to some given input signal. The input signal is chosen, of course, to be representative of the type of input signals encountered in the particular application. Many servos are used in gun directors and gun data computers, for instance, to reproduce the motion of the target, a ship or a plane, being followed or tracked by the director. Such motions have certain definite characteristics, because the velocities and accelerations of the targets have finite physical limitations. The performance of such servos is often partially

summarized by a statement of the errors that may exist between the input and output motions under certain peak velocities and accelerations or over certain ranges of velocities and accelerations. Alternatively, one can specify what the errors may be as a function of time as the mechanism reproduces some typical target course.

The performance of a servomechanism can also be specified in terms of its response to a step function. The procedure of experimentally and theoretically studying a servomechanism through its response to a step-function input is extremely useful and is widely used for a number of reasons. The experimental techniques used in such testing are simple and require a minimum of instrumentation. The characteristics of any truly linear system are, of course, completely summarized by its response to a step-function input; that is, if the step-function response is known, the response to any other arbitrary input signal can be determined. It would be expected, therefore, and it is true, that with proper interpretation the step-function response is a powerful and useful criterion of overall system quality.

In some applications the input signals are periodic and can be analyzed into a small number of primary harmonic components. In such cases the performance of the servo system can be specified conveniently by stating the response characteristics of the system to sinusoidal inputs of these particularly important frequencies. With the increased use of sinusoidal steady-state techniques in the analysis and testing of servomechanisms, it has become fairly common to specify the desired frequency response of the system, that is, the magnitude and phase of the ratio of the output $\theta_o$ to the input $\theta_i$ as a function of frequency—rather than at several discrete frequencies. If the system is linear, its performance is completely described by such a specification, as it is by specification of the response to a step function. Depending upon the particular application and the nature of the input signals, one or the other type of specification may be easier to apply.

In any practical case a servo performance will be required to meet conditions other than that of the accuracy with which it is to follow a given input under standard conditions. The top speed of a servomechanism, such as will arise in slewing a gun or in locking a follow-up mechanism into synchronism, may far exceed the maximum speed during actual follow-up applications. It is sometimes necessary to specify the limits of speed between which it must operate—the maximum speed and minimum desirable speed unaccompanied by jump. For example, a gun-director servo system may be required to have a slewing speed of $60^\circ$ per second, a top speed during actual following of $20^\circ$ per second, and a minimum speed of $0.01^\circ$ per second. The ratio of maximum to minimum following speed is here 2000. This speed ratio constitutes one criterion of goodness of a servo system.
In certain applications (for example, the control of the cutting head of a large planer or boring mill or of the radar antenna aboard a ship) the transient loading on the output member of the servomechanism may be very high. Under these circumstances, a small error in the output should result in the application of nearly the full torque of the motor; indeed, considerations of transient load may require a source of power far in excess of the dynamic load itself. It is generally true in high-performance servomechanisms that almost the entire initial load comes from the armature or rotating element of the motor itself. Better designs of servomotors have tended to increase the ratio of torque to inertia of the motor rotor.

Three other practical factors are important in the design of good servomechanisms and are hence often included in specifications: (1) backlash, (2) static friction, and (3) locking mechanisms. Backlash cannot be analyzed by a consideration of linear systems, because the backlash destroys the exact linearity of a system. Practical experience has shown that the backlash of the mechanical and electrical components limits the static performance of a servo system. Backlash may occur in gear trains, in linkages, or in electrical and magnetic error-sensitive devices. Backlash often has the unfortunate effect of limiting the gain around the loop of a servo system, thereby reducing its over-all effectiveness. Increase in the gain of a servo system invariably results in oscillations of the order of the backlash; the higher the gain the higher the frequency of these oscillations. The increased frequencies of oscillation are accompanied by excessive forces that cause wear and sometimes damage.

Static friction has the same discontinuous character as backlash. If the static friction is high compared with the coulomb friction within the minimum specified speed, extreme jumpiness in the servo performance will result. The error signal will have to build up to a magnitude adequate to overcome the static friction (sometimes called stiction). At this instant the restraining forces are suddenly diminished and the servo tends to overshoot its mark.

Locking mechanisms, such as low-efficiency gears or worm drives, are troublesome in servomechanisms where transient loads are encountered. The effect is that of high static friction, emphasized by the resulting immobility of the device.

It is impossible to construct high-fidelity servomechanisms if mechanical rigidity is not maintained in shafting and gearing. The introduction of mechanical elements with natural frequency comparable to frequencies encountered in the input is equivalent to introducing additional filters into the loop. If such filters are deliberately put in to produce stability, such design may be justified. Unfortunately, it is true that mechanical
elements in resonant structures undergo tremendous dynamic forces which may far exceed the stalled-torque loading on the elements. It is generally desirable to specify, as a portion of design criteria, the mechanical resonant frequency of the system.

Another practical consideration in servomechanism design arises from the low power level of the input to the amplifiers. Except under extreme conditions, the error signal is small and the gain of the amplifier may be higher than one million. If, for example, the feedback mechanism consists of electrical elements that may pick up stray voltages or generate harmonics because of nonlinear elements in the circuits, these spurious voltages may exceed the error signal required for the minimum specified servo speed and, unless suppressed, may even overload the amplifier.

The application of servomechanisms to the automatic tracking of planes by radar and the application of filter theory to the smoothing of observed data in general for gunnery purposes have brought to light the need for considering the effects of noise in the system; this too must at times be included in the performance specifications. In the case of the automatic tracking of planes by radar (see Chaps. 4, 6, and 7), a radar antenna mount is made to position itself in line with the target. The antenna beam illuminates the target, and the reflections from the target are received by the same antenna mount that transmits the signal. The beam is made to scan in a cone at 30 cps, in such a manner that the signal would come back at a constant signal strength if the target were in the center of the beam. If, on the other hand, the antenna mount points to one side of the target, the reflected signal is modulated at 30 cps. The phase and amplitude of this modulation is the error signal; the phase giving the direction and the amplitude the amount of the error. The phase and amplitude are resolved into errors in elevation and traverse and are used to actuate the servoamplifiers and servomotors on the antenna mount. Were it not for the fact that the reflections from the plane fade in rather haphazard ways, the servo problem would be of the usual type. The presence of the fading in the error-transmission system, however, makes necessary careful design of the system, with due regard for the frequency distribution and magnitude of the fading. For example, if the fading were characterized by a frequency of 5 cps, it would be necessary to design the servo loop in such a way that at 5 cps the response of the system would be either zero or very small. This is, fortunately, a reasonable step, since no plane being tracked will oscillate with such a frequency. If the fading should cover the spectrum from 5 cps to all higher frequencies, then the frequency response of the servo system would have to be equivalent to a low-pass filter with cutoff somewhat below 5 cps. On the other hand, the attenuation of the higher frequencies in the response of the servo system is invariably accompanied by the intro-
duction of acceleration errors; for a fixed amplitude, acceleration goes up as the square of the frequency. Such a system becomes sluggish and may not follow a plane undergoing evasive tactics. A compromise must be made between suppression of the fading and accurate following of the actual motion of the target. Methods by which this can be done are discussed in Chaps. 6 to 8.

There sometimes arises the problem of designing the best possible servo system of a given order of complexity to meet a given need. This is the subject of the second part of the book. The practice before the war in the design of servos was to employ a mechanism adequate for the problem. The difficult problems encountered in the war, particularly in the field of fire control, emphasize the necessity of designing the best possible servo system consistent with a given kind of mechanism. It is not easy to give a statement of what is the best performance. It has been common practice (though not a desirable one) to specify servo performance in terms of the response, say at two frequencies, and to omit any statement about the stability of the system in the presence of large transients. It is obvious that a system designed to meet these specifications will not necessarily be the best possible servo if the input contains frequencies other than the two specified ones. Indeed, systems designed to a specification of this type have shown such high instability at high frequencies as to be almost useless in the presence of large transients.

If it is desired to design a "best possible servo," it is necessary to define a criterion of goodness. Hall\textsuperscript{1} and Phillips\textsuperscript{2} have independently applied the criterion that the rms error in the following will be minimized by the "best" servo. For a full statement of the performance of such a servo it is also necessary to describe the input for which the rms error is minimized. In the case of the previous example of automatic radar tracking of an airplane, the problem was to track an airplane on physically realizable courses of the type to be expected in the presence of anti-aircraft fire. The input to the servo drives of the antenna mount, except for fading, might be the instantaneous coordinates of the plane flying any one of a large number of paths, approximated as consisting of straight segments; the character of the fading can be observed in a number of trial runs with the radar set to be used. The order of the differential equation describing the servo system was fixed by the characteristics of the amplidyne, the d-c drive motors, and the amplifier. The problem was to determine the proper value of the parameters available for adjustment in the amplifier in such a way that the rms error, averaged over the many straight-line courses of the target, should be a minimum. The use

\textsuperscript{1} A. C. Hall, \textit{The Analysis and Synthesis of Linear Servomechanisms}, Technology Press, Massachusetts Institute of Technology, May 1943.

of the rms-error criterion in this problem is justified principally by the fact that it lends itself to mathematical analysis. It is obviously not the best criterion for all types of problems; it gives too great an emphasis to large momentary errors. In the antiaircraft case, large momentary errors might correspond to one or two wild shots. Obviously, it is better to have one or two wild shots, with all the rest close, than to have all shots fall ineffectively with a moderate error. A better working criterion has not yet been developed.

The rms criterion of goodness is particularly useful because it permits one to take into account the presence of noise, provided only that the frequency characteristic or the "autocorrelation function" of the noise is known. The analysis given in the latter part of this book, although difficult for practical designers, is important in industrial applications where transient loading has definite characteristics and where best performance is economically necessary. The loading constitutes in effect a noise and can be treated by the methods there developed.
CHAPTER 2
MATHEMATICAL BACKGROUND

BY H. M. JAMES AND P. R. WEISS

INTRODUCTION

This chapter will be devoted to a discussion of the mathematical concepts and techniques that are fundamental in the theory of servomechanisms. These ideas will, for the most part, be developed in their relation to filters, of which servomechanisms form a special class. More specifically, the chapter will be concerned with the ways in which the behavior of linear filters in general and servomechanisms in particular can be described and with making clear the relations between the various modes of description.

The input and output of a filter are often related by a differential equation, the solution of which gives the output for any given input. This equation provides a complete description of the filter, but one that cannot be conveniently used in design techniques. Other modes of description of the filter are related to the outputs produced by special types of input:

1. The \textit{weighting function} is the filter output produced by an impulse input and is simply related to the output produced by a step input.
2. The \textit{frequency-response function} relates a sinusoidal input to the output that it produces.
3. The \textit{transfer function} is a generalization of the frequency-response function.

These modes of description are simply related, and each offers advantages in different fields of application.

Discussion of these ideas requires the use of mathematical devices such as the Fourier transform and the Laplace transform. For complete discussions of these techniques the reader must be referred to standard texts; for his convenience, however, certain basic ideas are here presented. Although it has not been intended that the analysis of the chapter should be carried through with maximum rigor, the reader will observe that some pains have been taken to provide a logical development of the ideas.

\footnote{The authors wish to acknowledge helpful discussions with W. Hurewicz in the planning of this chapter.}
This development is illustrated by application to lumped-constant filters, in terms of which the relations here discussed are especially easy to understand.

Particular attention has been paid to the discussion of stability of filters, which is of special importance in its application to servomechanisms. The latter part of the chapter is devoted to a discussion of the Nyquist stability criterion and its application to single-loop- and multi-loop-feedback systems. Parallel developments in the case of pulsed filters will be found in Chap. 5.

FILTERS

2.1. Lumped-constant Filters.—The most familiar type of filter is the electrical filter consisting of a network of a finite number of lumped resistances, capacitances, and inductances with constant values. Figure 2.1 illustrates a particularly simple filter of this type—an RC-filter consisting of a single resistance \( R \) and a single capacitance \( C \).

The input to an electrical filter is a voltage \( E_i(t) \) supplied by a source that may be taken to have zero internal impedance; the output is an open-circuit voltage \( E_o(t) \). Input and output are related by a differential equation. In the case of the RC-filter of Fig. 2.1 this has the easily derived form

\[
T \frac{dE_o}{dt} + E_o = E_i, \tag{1}
\]

where the quantity \( T = RC \) is the time constant of the network. In general, the input and output are related by

\[
a_n \frac{d^n E_o}{dt^n} + a_{n-1} \frac{d^{n-1} E_o}{dt^{n-1}} + \cdots + a_0 E_o = b_m \frac{d^m E_i}{dt^m} + b_{m-1} \frac{d^{m-1} E_i}{dt^{m-1}} + \cdots + b_0 E_i, \tag{2}
\]

where the \( a \)'s and \( b \)'s are constants and \( m, n \leq 2N, N \) being the number of independent loops in the filter network (including one loop through the voltage source but none through the output circuit).

Since this formulation is less common than that in terms of mesh currents, it may be desirable to indicate its derivation. In a \( N \)-mesh network of general form, the mesh currents are determined by integro-differential equations which may be written\(^1\) as

\[ a_{11}i_1 + a_{12}i_2 + a_{13}i_3 + \cdots + a_{1N}i_N = E_{1i}, \]
\[ a_{21}i_1 + a_{22}i_2 + a_{23}i_3 + \cdots + a_{2N}i_N = 0, \]
\[ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \]
\[ a_{N1}i_1 + a_{N2}i_2 + a_{N3}i_3 + \cdots + a_{NN}i_N = 0, \]  \hspace{1cm} (3)

where \( i_k \) is the current in the \( k \)th mesh and

\[ a_{jk}i_k = L_{jk} \frac{di_k}{dt} + R_{jk}i_k + \frac{1}{C_{jk}} \int dt i_k. \]  \hspace{1cm} (4)

The output voltage is determined by the mesh currents, through an equation of the form

\[ a_{N+11}i_1 + a_{N+12}i_2 + \cdots + a_{N+1N}i_N = E_o. \]  \hspace{1cm} (5)

Equations (3) and (5) may be regarded as \( N + 1 \) equations in the \( 3N \) quantities \( \frac{di_k}{dt}, i_k, \int dt i_k, (k = 1, 2, \cdots, N) \). To eliminate such quantities from consideration and to obtain a direct relation between \( E_o \) and \( E_i \), one may form the first \( 2N \) derivatives with respect to time of these \( N + 1 \) equations. One has then, in all, \( (2N + 1)(N + 1) \) equations in the \( N(2N + 3) \) quantities.

These equations involve also \( E_o, E_i \), and their first \( 2N \) derivatives; between them one can always eliminate the unknown mesh currents and their derivatives, obtaining a linear relation between \( E_i, E_o \), and their first \( 2N \) derivatives. If some of the quantities \( L_{jk}, R_{jk}, \) and \( C_{jk} \) are zero, it may not be necessary to take so large a number of derivatives in order to eliminate the unknown current quantities; \( m \) and \( n \) may then be less than \( 2N \), as they were found to be in Eq. (1).

When the input voltage \( E_i(t) \) is specified, Eq. (2) constitutes a non-homogeneous linear differential equation that can be solved to determine \( E_o(t) \). The general solution of such an equation can be expressed as

\[ \text{If one excludes negative values of } L, R, \text{ and } C \text{ from consideration (that is, deals with a passive filter), then no equation will contain a term in } \frac{di_k}{dt}, i_k, \text{ or } \int dt i_k \text{ unless a similar term occurs in the } k \text{th loop equation; this applies, in particular, to the output equation Eq. (5). It follows that when one differentiates Eqs. (3) to obtain new equations with which to eliminate current variables, one obtains at least as many new current variables as new equations. One can increase the number of equations as compared with the number of current variables only by differentiating Eq. (5) and with it a sufficient number of Eqs. (3) to make possible elimination of all the new variables; this may or may not require differentiation of the first of Eqs. (3). The number of derivatives of } E_o \text{ that must be introduced in order to eliminate all current variables is thus equal to the original excess of variables over equations required for their elimination; the number of derivatives of } E_i \text{ that must be introduced may be equal to this but need never be larger. Thus in the resultant Eq. (2) one will have } n \geq m. \]
the sum of any solution of the nonhomogeneous equation, plus the general solution of the homogeneous equation obtained by setting equal to zero all terms in $E_I$:

$$a_n \frac{d^n E_0}{dt^n} + a_{n-1} \frac{d^{n-1} E_0}{dt^{n-1}} + \cdots + a_0 E_0 = 0.$$  \hfill (6)

In the particular case of the RC-filter described by Eq. (1) the general solution may be written as

$$E_0(t) = A e^{-t/T} + \frac{1}{T} \int_0^t d\tau E_I(\tau) e^{-\frac{t-\tau}{T}},$$  \hfill (7)

where the first term is the general solution of the homogeneous equation

$$T \frac{dE_o}{dt} + E_0 = 0$$  \hfill (8)

and the second is a particular solution of the nonhomogeneous Eq. (1), as is easily verified by substitution into that equation.

To determine the output voltage $E_0(t)$ it is necessary to know both the input function $E_I(t)$ and the adjustable constants in the general solution of the homogeneous equation. These latter constants are determined by the initial conditions of the problem. One set of initial conditions is especially emphasized in what follows: the condition that the system start from rest when the input is first applied. The resultant output of the filter under this condition will be termed its normal response to the specified input. In the case of Eq. (7), the condition that $E_0(t) = 0$ at $t = 0$ implies $A = 0$; the normal response of this filter to an input $E_I(t)$ beginning at $t = 0$ is thus

$$E_0(t) = \frac{1}{T} \int_0^t d\tau E_I(\tau) e^{-\frac{t-\tau}{T}},$$  \hfill (9a)

or, by a change in the variable of integration,

$$E_0(t) = \frac{1}{T} \int_0^t d\tau E_I(t - \tau) e^{-\frac{t}{T}}.$$  \hfill (9b)

2.2. Normal Modes of a Lumped-constant Filter.—The solutions of the homogeneous differential equation [Eq. (6)] are of considerable interest for the discussion of the general behavior of the filter. The filter output during any period in which the input is identically zero is a solution of this homogeneous equation, since during this time Eq. (2) reduces to Eq. (6). The output during any period in which the input $E_I$ is constant can be expressed as the sum of a constant response to this constant input,

$$E_0 = \frac{b_0}{a_0} E_I$$  \hfill (10)
In this case the solution of the homogeneous equation can be termed the "transient response" of the filter to the earlier history of its input. Transient response can, of course, be defined more generally, whenever the input after a given time \( t_0 \) takes on a steady-state form: The transient response of the filter is the difference between the actual output of the filter for \( t > t_0 \) and the asymptotic form that it approaches. This asymptotic form is necessarily a solution of the non-homogeneous Eq. (2); the transient is a solution of the homogeneous Eq. (6).

The general solution of Eq. (6) is a linear combination of \( n \) special solutions, called the normal modes of the filter; these have the form

\[
h_i(t) = t^k e^{p_i t},
\]

where \( k \) is an integer and \( p_i \) is a complex constant. The general form of the solution is then

\[
E_o = c_1 h_1(t) + c_2 h_2(t) + \ldots + c_n h_n(t);
\]

the values of the constants \( c_i \) depend on the initial conditions of the solution or on the past history of the filter.

To determine the normal-mode solutions, let us try \( e^{p t} \) as a solution of Eq. (6). On substitution of \( e^{p t} \) for \( E_o \), this equation becomes

\[
(a_n p^n + a_{n-1} p^{n-1} + \ldots + a_0) e^{p t} = 0.
\]

Thus \( e^{p t} \) is a solution of the differential equation if

\[
P(p) = a_n p^n + a_{n-1} p^{n-1} + \ldots + a_0 = 0.
\]

This equation has \( n \) roots, corresponding to the \( n \) normal modes. If all \( n \) roots of this equation, \( p_1, p_2, p_3, \ldots, p_n \), are distinct, then all normal-mode solutions are of the form \( e^{p t} \); if \( p_i \) is an \( s \)-fold root, it can be shown (see, for instance, Sec. 2.19) that the \( s \) corresponding normal-mode solutions are

\[
e^{p_i t}, t e^{p_i t}, t^2 e^{p_i t}, \ldots, t^{s-1} e^{p_i t}.
\]

Let us denote the possibly complex value of \( p_i \) by

\[
p_i = \alpha_i + j \omega_i,
\]

where \( \alpha_i \) and \( \omega_i \) are real. If \( p_i \) is real, the normal-mode solution is real:

\[
h_i(t) = t^k e^{\alpha_i t}.\]

If \( p_i \) is complex, its complex conjugate \( p_i^* \) will also be a solution of Eq.

\footnote{It may be emphasized that the normal response of a filter is its complete response to an input, under the condition that it start from rest; the normal response may include a transient response as a part.}
MATHEMATICAL BACKGROUND

[Sec. 2.3] (13b), since the coefficients $a_k$ are real valued; the normal-mode solutions defined above will be complex but will occur in the transient solution in linear combinations that are real:

$$\frac{1}{2} [h_i(t) + h_i^*(t)] = t e^{a_i t} \cos \omega_i t,$$

$$\frac{1}{2j} [h_i(t) - h_i^*(t)] = t e^{a_i t} \sin \omega_i t.$$  \hfill (16a)

(16b)

If $p_i$ is purely imaginary there may be purely sinusoidal transients: $\sin \omega_i t$, $\cos \omega_i t$.

It will be noted that the normal-mode solution will approach zero exponentially with increasing $t$ if $p_i$ has a negative real part but will increase indefinitely if the real part of $p_i$ is positive. If all the solutions of Eq. (13b) have negative real parts, the transient response of the filter will always die out exponentially after the input assumes a constant value; the filter is then stable.\(^1\) This may not be so if any $p_i$ has a positive real part; when it is possible for some input to excite a normal mode with positive $a_i$, then the output of the filter may increase indefinitely with time—the filter is then unstable. It may also happen that the real part of $p_i$ vanishes. If this root is multiple, there will be a normal mode that increases indefinitely with time and will lead to instability of the filter if it can be excited. If the imaginary root $p_i$ is simple, the normal mode is sinusoidal; the system may remain in undamped oscillation after this mode has been excited. It is physically obvious that in such a case a continuing input at the frequency of the undamped oscillation will produce an output that oscillates with indefinitely increasing amplitude. In the precise sense of the word, as defined in Sec. 2.8, such a filter is unstable. In summary, then, we see that a lumped-constant filter consisting of fixed elements is certainly stable if all roots of Eq. (13b) have negative real parts, but may be unstable if any root has a zero or positive real part.

2.3. Linear Filters.—The lumped-constant filters discussed in the preceding sections belong to the more general class of “linear filters.” Linear filters are characterized by properties of the normal response—properties that may be observed in the normal response of the RC-filter of Sec. 2.1:

$$E_0(t) = \frac{1}{T} \int_0^t d\tau \frac{E_{i}(t-\tau)e^{-\frac{\tau}{T}}}{\tau}.$$  \hfill (9b)

\(^1\) The words “stable” and “unstable” are used here in a general descriptive sense. We shall later consider the stability of filters in more detail and with greater generality and precision; the ideas here expressed are intended only for the orientation of the reader.
These are

1. The normal response is a linear function of the input, in the mathematical sense. If \( y_1(t) \) is the normal response of the filter to the input \( x_1(t) \) and \( y_2(t) \) is the normal response to the input \( x_2(t) \), then the normal response to the input

\[
x(t) = c_1 x_1(t) + c_2 x_2(t)
\]

(\( c_1 \) and \( c_2 \) being arbitrary constants) is

\[
y(t) = c_1 y_1(t) + c_2 y_2(t).
\]

2. The normal response at any time depends only on the past values of the input.

3. The normal response is independent of the time origin. That is, if \( y(t) \) is the normal response to an input \( x(t) \), then \( y(t + t_0) \) is the normal response to the input \( x(t + t_0) \). This requirement is, essentially, that the circuit elements shall have values independent of time. This constitutes a limitation, though not a serious one, on the types of filters that we shall consider.

It should be pointed out that although few practical filters are strictly linear, most filters have approximately this behavior over a range of values of the input. Consequently, the idealization of a linear system is widely useful and does lead to valuable predictions of the behavior of practical systems.

It should be emphasized that the requirement of linear superposition of responses (Item 1 above) does not suffice to define a linear filter; the circuit elements must also be constant in time. An example of a "nonlinear" filter can be derived from the filter of Fig. 2.1 by making the capacity change in time—as by connecting one of the plates of the condenser through a link to the shaft of a motor (Fig. 2.2). In spite of the fact that the superposition theorem [Eqs. (17) and (18)] applies to this filter, it is not linear, and its normal response cannot be written in an integral form such as Eq. (9b).

An example of a filter that is nonlinear in the conventional sense is the familiar diode rectifier. The current through the diode and the out-
put voltage is different from zero only when the potential difference between the anode and cathode is positive (Fig. 2-3). The superposition theorem above does not hold for this system.

For example, if \( x_1(t) = A \), a constant, and \( x_2(t) = A \sin \omega t \), it is easy to see that the combined output to \( x_1(t) + x_2(t) \) is not the sum of the outputs due to \( x_1(t) \) and \( x_2(t) \) separately.

An example of a mechanical filter is sketched in Fig. 2-4. The input and output shafts are connected through a spring and flywheel; the flywheel is provided with damping that is proportional to its speed of rotation. Such a filter can be made to be linear, at least for small angular displacements of the input and output shafts.

### THE WEIGHTING FUNCTION

It will be noted that the relation

\[
E_0(t) = \frac{1}{T} \int_{-\infty}^{t} d\tau \ E_1(t - \tau) e^{-\frac{\tau}{T}}
\]  

expresses the output of a particular linear filter as a weighted mean of all past values of the input; more precisely, the input at a time \( t - \tau \) contributes to the output at time \( t \) with a relative weight \( e^{-\frac{\tau}{T}} \) that is a function of the elapsed time interval \( \tau \). (It must be remembered that in this example \( E_1(t) = 0 \) if \( t < 0 \).) This method of relating the input and output of a filter by a weighting function is generally applicable to linear filters and is of great importance. The weighting function itself is closely related to the normal response of the filter to an impulse input. We shall begin, then, by considering the normal response of linear filters to this particular type of input.

#### 2.4. Normal Response of a Linear Filter to a Unit-impulse Input.

The unit impulse or delta function \( \delta(t - t_0) \) is a singular function defined to be zero everywhere except at \( t = t_0 \), and to be infinite at \( t = t_0 \) in such a way that it possesses the following integral properties \((t_1 < t_2)\):

\[
\int_{t_1}^{t_2} dt \ f(t) \delta(t - t_0) = 0 \quad \text{if } t_1 > t_0 \text{ or } t_2 < t_0, \quad (19a)
\]

\[
\int_{t_1}^{t_2} dt \ f(t) \delta(t - t_0) = \frac{1}{2} f(t_0) \quad \text{if } t_0 = t_1 \text{ or } t_0 = t_2, \quad (19b)
\]

\[
\int_{t_1}^{t_2} dt \ f(t) \delta(t - t_0) = f(t_0) \quad \text{if } t_1 < t_0 < t_2. \quad (19c)
\]

The function \( \delta(t - t_0) \) may be considered as the limit of a continuous function \( \delta_\alpha(t - t_0) \) that is symmetrical in \( t \) about the point \( t = t_0 \) and depends upon a parameter \( \alpha \) in such a way that
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\[ \int_{-\infty}^{+\infty} dt \delta_\alpha(t - t_0) = 1, \quad (20a) \]

\[ \lim_{\alpha \to 0} \delta_\alpha(t - t_0) = 0 \quad \text{if } t \neq t_0. \quad (20b) \]

Examples of such functions are

\[ \delta_\alpha(t - t_0) = \frac{1}{\alpha \sqrt{\pi}} e^{-\left(\frac{t-t_0}{\alpha}\right)^2}, \]

\[ \delta_\alpha(t - t_0) = \frac{\alpha}{\pi} \frac{\sinh^2\left(\frac{t-t_0}{\alpha}\right)}{(t-t_0)^2}; \quad (21) \]

as \( \alpha \) approaches zero, these functions tend to take on the properties assigned to the unit-impulse function.

The normal response of a linear filter to a unit impulse applied at the time \( t = 0 \) is denoted by \( W(t) \); it will be called the weighting function, for reasons to be made evident later. We have, of course,

\[ W(t) = 0 \quad \text{if } t < 0. \quad (22) \]

The weighting function may be discontinuous and may even include terms of the delta-function type for \( t_0 \geq 0 \).

The normal response of a linear lumped-constant filter to an impulse input can be determined by consideration of the governing differential equation [Eq. (2)]. After the moment of the impulse, \( E_i \) will be zero, and the response \( W(t) \) must be a solution of the homogeneous differential equation [Eq. (6)]; that is, it must be a linear combination of the normal modes of the filter. At the moment of the impulse \( W(t) \) may be discontinuous; it will even contain a term of the form \( c\delta(t) \) when the filter is such that the output contains a term proportional to the input.

In the case of the simple RC-filter described by Eq. (1) there is only one normal mode,

\[ h_1 = e^{-\frac{t}{\tau}}, \quad (23) \]

and the weighting function is of the form

\[ \begin{align*}
W(t) &= A e^{-\frac{t}{\tau}}, \quad t > 0, \\
W(t) &= 0, \quad t < 0.
\end{align*} \quad (24) \]

One can determine the constant \( A \) by integrating Eq. (1) from \(-\infty\) to \( t \);
with \( E_o = W(t) \) and \( E_i = \delta(t) \) this becomes

\[ \int_{-\infty}^{t} d\tau \, W(\tau) + \int_{-\infty}^{t} d\tau \, \delta(\tau) = TW(t), \quad (25) \]
If $t > 0$, we have, by Eqs. (19c) and (24),

$$T A e^{-\frac{t}{T}} - A T (e^{-\frac{t}{T}} - 1) = 1,$$

whence

$$A = \frac{1}{T}. \quad (26a)$$

The form of $W(t)$ can be determined by similar methods when there is more than one normal mode. Another method of solution, employing the Laplace transform, will be indicated in Sec. 2.19.

The normal response to a unit impulse can also be determined from an integral formulation of the response to a general input. In the case of our simple RC-filter, one would start with Eq. (9a). The normal response to a unit impulse at time $t_0 > 0$ becomes

$$E_o(t) = \frac{1}{T} \int_0^t \delta(t - t_0) e^{-\frac{t_0 - \tau}{T}} d\tau, \quad (27)$$

then, by Eqs. (19),

$$E_o(t) = \begin{cases} \frac{1}{T} e^{-\frac{t-t_0}{T}}, & t > t_0, \\ 0, & t < t_0. \end{cases} \quad (28)$$

It follows that for this filter

$$W(t) = \begin{cases} \frac{1}{T} e^{-\frac{t}{T}}, & t > 0, \\ 0, & t < 0. \end{cases} \quad (29)$$

This function is shown as curve $a$ in Fig. 2.5.

The RC-filter shown in Fig. 2.6 has a delta-function term in its weighting function. Its output is determined by the differential equation

$$T_1 \frac{dE_o}{dt} + E_o = T_1 \frac{dE_i}{dt}, \quad (30)$$

where

$$T_1 = RC. \quad (31)$$

The normal-response solution of this equation for an input $E_i$ that begins after time $t = 0$ is

$$E_o(t) = E_i(t) - \frac{1}{T_1} \int_0^t d\tau E_i(\tau) e^{-\frac{t-\tau}{T_1}}, \quad (32)$$

as can be verified by substitution into Eq. (30). The response of this filter to the impulse input

$$E_i(t) = \delta(t - t_0), \quad t_0 > 0, \quad (33)$$
is then
\[ E_0(t) = \delta(t - t_0) - \frac{1}{T_1} e^{-\frac{t - t_0}{T_1}}; \] (34)
it follows that
\[ W(t) = \delta(t) - \frac{1}{T_1} e^{-\frac{t}{T_1}}, \quad (t \geq 0). \] (35)

In the discussion that follows we shall consider the weighting function \( W(t) \) as a primary characteristic of a filter rather than as a derived quantity to be obtained, say, by solution of a differential equation. Experimentally, it is sometimes practical to obtain the weighting function by recording the response of the filter when a large input is suddenly applied and removed. (It is, of course, essential that this input should not overload the system.) When this is done, the time duration of the input pulse \( \Delta t \) should be short compared with any of the natural periods of the filter; that is, one should have
\[ \Delta t \frac{dW(t)}{dt} \ll W(t) \] (36)
for all \( t \). Otherwise, small variations in \( W(t) \) may be obscured. An alternative method for the experimental determination of \( W(t) \) will be indicated in Sec. 2.7.

2.5 Normal Response of a Linear Filter to an Arbitrary Input.—The normal response of a linear filter to an arbitrary bounded input \( E_I(t) \) with at most a finite number of discontinuities can be conveniently expressed in terms of the response to a unit-impulse input. We shall assume that \( E_I(t) = 0 \) when \( t < 0 \). This function can be approximated by a set of rectangles as shown in Fig. 2.7. In computing its effect on the filter output, the portion of the input represented by a very narrow rectangle of width \( \Delta t_1 \) and height \( E_I(t_1) \), at mean time \( t_1 \), can be approximated by the impulse input \( E_I(t_1) \Delta t_1 \delta(t - t_1) \); the ability of a filter with a finite response time to distinguish between a true impulse input and a pulse of duration \( \Delta t \) with the same time integral diminishes as \( \Delta t \) approaches zero. One is thus led to approximate the input \( E_I(t) \) by a sum of impulses:
\[ E_I(t) \approx \sum_{n} E_I(t_n) \Delta t_n \delta(t - t_n). \] (37)
The normal response of a linear filter to a succession of impulse inputs will (by the definition of linearity) be the sum of the responses to each of these inputs. We have now to sum the responses to the incremental inputs of the rectangular decomposition of $E_i(t)$ given by Eq. (37); the resultant sum will approximate the normal response $E_0(t)$ to the input $E_i(t)$.

Let us first split off from the weighting function any delta-function singularities, writing

$$W(t) = W_0(t) + c_0 \delta(t) + c_1 \delta(t - \tau_1) + c_2 \delta(t - \tau_2) + \cdots +$$  \hspace{1cm} (38)

where $0 < \tau_1 < \tau_2 < \ldots$, and $W_0(t)$ is a bounded but not necessarily continuous weighting function. To a unit-impulse input at time $t = 0$ this filter gives a bounded output $W_0(t)$, plus impulse outputs at times $t = 0, \tau_1, \tau_2, \ldots$, with relative magnitudes $c_0, c_1, c_2, \ldots$. These parts of the filter response can be considered separately.

The significance of the delta-function terms in the weighting function is easily appreciated. If there is a term $c_0 \delta(t)$, the filter gives in response to an impulse input a simultaneous impulse output with magnitude changed by a factor $c_0$; in response to an arbitrary input $E_i(t)$ it gives an output $c_0E_i(t)$. Similarly, corresponding to the term $c_1 \delta(t - \tau_1)$ in the weighting function there is a term $c_1E_i(t - \tau_1)$ in the response to the input $E_i(t)$.

Now let us consider the part of the filter response associated with the bounded function $W_0(t)$. This part of the response to an impulse input $\delta(t - t_1)$ at time $t_1$ is given by $W_0(t - t_1)$; the response to a differential input $E_i(t_1) \delta(t - t_1) \Delta t_1$ is thus $E_i(t_1)W_0(t - t_1) \Delta t_1$, and the corresponding response of the filter to the approximate input [Eq. (37)] is

$$\sum_n E_i(t_n)W_0(t - t_n) \Delta t_n.$$ 

In the limit as the $\Delta t$'s approach zero, this becomes

$$\int_0^t dt_1 E_i(t_1)W_0(t - t_1),$$

the exact output due to the bounded part of the weighting function. Since $W_0(t)$ vanishes for negative values of the argument, we may take the upper limit of the integral at $t_1 = t$, and write

$$E_0(t) = c_0E_i(t) + c_1E_i(t - \tau_1) + \cdots + \int_0^t dt_1 E_i(t_1)W_0(t - t_1).$$  \hspace{1cm} (39)

This representation will be valid even when the input contains impulses occurring between the time 0 and $t$. A more compact and more generally
useful form is

\[ E_0(t) = \int_0^{t+} dt_1 E_1(t_1) W(t - t_1). \]  

(40)

Each delta-function term in the weighting function gives rise to one of the terms appearing before the integral sign in Eq. (39). When the weighting function contains the delta function \( c_0 \delta(t) \), it is necessary to indicate the upper limit of the integral as \( t+ \) (that is, \( t \) approached from above) in order to include the whole term \( c_0 \delta(t) \) in the response rather than just half of it. The more compact notation also requires that one write

\[ \int_{t_1-\Delta}^{t_1+\Delta} dt_1 \delta(t_1 - t_2) \delta(t - t_1) = \delta(t - t_2) \]  

(41)

when there are delta functions in both the input and weighting functions.

On introduction of the new variable of integration

\[ \tau = t - t_1, \]  

(42)

we have

\[ E_0(t) = \int_{0-}^{t} d\tau E_1(t - \tau) W(\tau). \]  

(43)

This gives the normal response to an arbitrary input as an integral over the past values of the input, each of these values being weighted by the response of the filter to a unit-impulse function.

Equation (9b) illustrates this result in a special case in which \( W(t) \) is given by Eq. (29); Eq. (9a) is similarly a special case of Eq. (40).

2.6. The Weighting Function.—The weighting function provides a complete characterization of the filter. As we have seen, the normal response to any input can be computed by means of the weighting function. In addition, from the weighting function of a lumped-constant filter one can determine the normal modes of the filter, these being the terms of the form \( t^k e^{\gamma t} \) into which \( W(t) \) can be resolved.

The weighting function expresses quite directly what may be called the “memory” of the filter, that is, the extent to which the distant past of the input affects the response at any time. This is evident in the width of the weighting function; the “memory” may be termed long or short according to whether the weighting function is broad or narrow.

The “memory” determines the distortion with which the filter output reproduces the input to the filter; the filter will reproduce well an input that changes but little within the length of the memory of the filter, but it will distort and smooth out changes in the input that take place in a period small compared with the memory. Another aspect of the memory is the lag introduced by the filter. If the input is suddenly changed to a
new value, the output acquires the corresponding new value only after a period of lag determined by the width of the weighting function.

Examples.—We have already examined the weighting functions of two simple RC-filters, as given by Eqs. (29) and (35).

![Diagram of an LC-filter](image)

Fig. 2.8.—(a) An LC-filter; (b) the weighting function of the circuit shown in (a).

The differential equation for a filter consisting of an inductance $L$ and capacity $C$, as shown in Fig. 2.8a, is

$$\left(\frac{d^2}{dt^2} + \omega_n^2\right) E_o = \omega_n^2 E_{t}, \quad \omega_n^2 = \frac{1}{LC}. \quad (44)$$

The weighting function is sinusoidal for $t > 0$, with the angular frequency $\omega_n$:

$$W(t) = \omega_n \sin \omega_n t; \quad (45)$$

this is sketched in Fig. 2.8b.

A filter with feedback, such as the servo illustrated in Fig. 1.3, may be governed by the differential equation

$$\left( T \frac{d^2}{dt^2} + \frac{d}{dt} + K \right) \theta_o = K \theta_t, \quad (46)$$

where $K$ is a constant. The weighting function for this filter will be derived by application of Laplace transform methods in Sec. 2.17. The results are as follows. Let

$$\omega_n^2 = \frac{K}{T}, \quad (47a)$$

$$\xi = \frac{1}{2KT}; \quad (47b)$$

The quantities $\omega_n$ and $\xi$ are called the undamped natural frequency and the damping ratio, respectively. When $\xi < 1$, the system is underdamped, and the weighting function is

$$W(t) = \frac{\omega_n}{(1 - \xi^2)^{1/2}} e^{-\xi \omega_n t} \sin [(1 - \xi^2)^{1/2} \omega_n t]. \quad (48)$$

When $\xi = 1$, the system is critically damped; the weighting function is

$$W(t) = \omega_n^2 t e^{-\omega_n t}. \quad (49)$$
When $\xi > 1$, the system is overdamped, and

$$W(t) = \frac{\omega_n}{2(\xi^2 - 1)^{3/2}} e^{-\xi \omega_n t} \left[e^{(t - 1)\frac{1}{2} \omega_n t} - e^{-(t - 1)\frac{1}{2} \omega_n t}\right]. \tag{50}$$

These three forms of the weighting function are illustrated in Fig. 2.9.

2.7. Normal Response to a Unit-step Input.—The unit-step function $u(t)$ is defined as follows:

$$u(t) = \begin{cases} 0 & \text{if } t < 0, \\ 1 & \text{if } t \geq 0. \end{cases} \tag{51}$$

The normal response of a filter to a unit-step input is closely related to its weighting function. In particular, the normal response to a unit step at time $t = 0$ is, by Eq. (43),

$$U(t) = \int_0^t d\tau \; W(\tau). \tag{52}$$

Just as the unit-step function is the integral of the unit-impulse function, so the response to a unit-step input is the integral of the response to the unit-impulse input. Conversely, the weighting function of a filter can be determined experimentally as the derivative of the output produced by a unit-step input. The form of the function $U(t)$ for the RC-filter of Fig. 2.1 is illustrated in Fig. 2.5.

Let us assume that both $E_i(t)$ and $W(t)$ are well-behaved functions, with $E_i(t)$ making an abrupt jump from the value 0 to $E_i(0)$ at time $t = 0$. Integrating Eq. (43) by parts, we obtain

$$E_o(t) = E_i(t - \tau) U(\tau) \bigg|_{0^-}^{t^+} - \int_0^t d\tau \left(\frac{d}{d\tau} E_i(t - \tau)\right) U(\tau), \tag{53a}$$

$$E_o(t) = E_i(0) U(t) + \int_0^t d\tau \; E_i'(t - \tau) U(\tau), \tag{53b}$$

$$E_o(t) = E_i(0) U(t) + \int_0^{t+} dt_1 E_i'(t_1) U(t - t_1), \tag{53c}$$

where the prime is used to denote the derivative with respect to the indicated argument. The output of the filter is here expressed as the sum of responses to the step functions into which the arbitrary input can be resolved (see Fig. 2.10): an initial step of magnitude $E_i(0)$ at time $t = 0$ and a continuous distribution of infinitesimal steps of aggregate amount $E_i'(t_1) \Delta t_1$ in the interval $\Delta t_1$ about the time $t_1$. The corresponding forms of the relation when $E_i$ has other discontinuities or $U$ increases stepwise ($W$ contains delta functions) will need no discussion here.
2.8. Stable and Unstable Filters.—Thus far in the discussion of the weighting function we have made no distinction between stable and unstable filters. This was possible only because attention was restricted to input functions that differ from zero only after some finite time. To proceed further we must define stable and unstable filters. A stable filter is one in which every bounded input produces a bounded output; that is, the normal response of a stable filter never becomes infinitely large unless the input does so. An unstable filter will give an indefinitely increasing response to some particular bounded input, though not, in general, to all such inputs.

The weighting function affords a means of determining whether a given filter is stable or unstable, through the following criterion: A linear filter is stable if and only if the integral of the absolute value of the weighting function, \( \int_{0}^{\infty} d\tau |W(\tau)| \), is finite. Thus, the second of the filters mentioned in Sec. 2.6 is unstable, since \( \int_{0}^{\infty} d\tau |\sin \omega \tau| \) does not converge.

To prove that the convergence of this integral assures the stability of the filter we need to show that if \( E_I(t) \) is bounded, that is, if there is a constant \( M \) such that \( |E_I(t)| < M \) for all \( t \), then \( E_O(t) \) is also bounded. The filter output may be written

\[
E_O(t) = \int_{0-}^{t} d\tau E_I(t - \tau) W(\tau),
\]

since we restrict our attention to \( E_I \)'s that are zero for negative values of the argument. As the absolute value of an integral is certainly no greater than the integral of the absolute value of the integrand, we have

\[
|E_O(t)| \leq \int_{0-}^{t} d\tau |E_I(t - \tau)| |W(\tau)|.
\]

The inequality is strengthened by putting in the upper bound for \( E_I(t) \) and extending the range of integration:

\[
|E_O(t)| \leq M \int_{0-}^{\infty} d\tau |W(\tau)|.
\]

Thus, if \( \int_{0-}^{\infty} d\tau |W(\tau)| \) exists, \( E_O(t) \) is bounded.

The proof of the second part of the stability criterion—that the filter is unstable if \( \int_{0-}^{\infty} d\tau |W(\tau)| \) does not converge—is somewhat longer and will be omitted here. It involves the construction of an input \( E_I(t) \) that will make \( E_O(t) \) increase without limit, and is essentially the same as the corresponding proof given, in the case of pulsed filters, in Sec. 5.3.
The relation of this result to the earlier discussion (Sec. 2.2) of the stability of linear lumped-constant filters is easily understood. We have noted (Sec. 2.4) that the weighting function of such a filter is a linear combination of its normal-mode functions,
\[ W(t) = c_0 \delta(t) + c_1 h_1(t) + c_2 h_2(t) + \cdots + c_n h_n(t), \tag{56} \]
the \( h \)'s being given by Eq. (11). Now the integral \( \int_0^\infty |h_i(t)| \, dt \) will not converge for any normal-mode function \( h_i \) that has \( \alpha_i \geq 0 \), nor can one form any linear combination of these functions for which such an integral converges. Thus the integral \( \int_0^\infty |W(t)| \, dt \) will converge if, and only if, the weighting function contains no normal-mode function for which \( \alpha_i \geq 0 \). Stability of the filter is thus assured if all the roots of Eq. (13b) have negative real parts, in accord with the ideas of Sec. 2.2. On the other hand, the filter may be stable even when there exist roots with nonnegative real parts if the corresponding undamped normal modes do not appear in the weighting function, that is, if they are not excited by an impulse input. Since any input can be expressed as a sum of impulse inputs, this is sufficient to assure that no undamped modes can be excited by any input whatever. The convergence of \( \int_0^\infty |W(\tau)| \, d\tau \) as a criterion of the stability of a filter is thus precise and complete; in effect, it offers a method of determining what normal modes of a filter can be excited—not merely what modes can conceivably exist.

Only when a filter is stable is it possible to speak with full generality of its response to an input that starts indefinitely far in the past. We have seen that for a bounded input \( E_i(t) \) which vanishes for \( t < 0 \), the normal response is
\[ E_o(t) = \int_{0-}^t E_i(t - \tau) W(\tau) \, d\tau. \tag{43} \]
If \( E_i \) has nonzero values when the argument is less than zero, the upper limit of integration must be correspondingly extended; if the input began in the indefinitely remote past, we must write
\[ E_o(t) = \int_{0-}^\infty E_i(t - \tau) W(\tau) \, d\tau. \tag{57} \]
If the filter is stable—and hence if \( \int_{0-}^\infty |W(\tau)| \, d\tau < \infty \)—then the integral in Eq. (57) will converge for any bounded input. If, however, this extension of the limit is attempted in the case of an unstable filter, the resulting integral may not converge. This corresponds, of course, to the possibility that an unstable filter subject to an arbitrary input in the indefinitely remote past may give, at any finite time, an infinitely large output.
We shall therefore apply Eq. (57) only in the treatment of stable filters; in dealing with linear filters in general, and unstable ones in particular, it will be necessary to use an equation of the form of Eq. (43) and only inputs that start at a finite time.

THE FREQUENCY-RESPONSE FUNCTION

To this point we have considered the response of a linear filter to two special types of inputs—impulse and step inputs—and the related weighting function by which the filter may be characterized. We now turn our attention to another special type of input—the pure sinusoidal input—and the related frequency-response function, which also serves to characterize any stable linear filter.

We shall see that the response of a stable filter to a pure sinusoidal input function is also sinusoidal, with the same frequency but generally different amplitude and phase. The frequency-response function expresses the relative amplitude and phase of input and output as functions of frequency. It is defined only for stable filters, since a pure sinusoidal input must start indefinitely far in the past and can thus be considered only in connection with a stable filter. [The input

\[ E_I(t) = 0, \quad t < 0, \]
\[ E_I(t) = A \sin \omega_0 t, \quad t > 0, \]

which might be applied to an unstable filter, is not a pure sinusoid but a superposition of sinusoids with angular frequencies in a band about \( \omega_0 \).]

The importance of the frequency-response function rests on the fact that any function subject to certain relatively mild restrictions can be written as the sum of sinusoidal oscillations (Sec. 2.11). The response of a linear filter can be expressed as a similar sum of responses to the sinusoidal components of the input by means of the frequency-response function, which relates corresponding components of input and output.

2.9. Response of a Stable Filter to a Sinusoidal Input.—In dealing with sinusoidal inputs and outputs it is convenient to use the complex exponential notation. The general sinusoidal function of angular frequency \( \omega \) can be represented by a linear combination of the functions \( \sin \omega t \) and \( \cos \omega t \) or, more compactly, by \( a \cos (\omega t + \phi) \), where \( a \) is the amplitude and \( \phi \) the phase with respect to some reference time. An even more compact notation is obtained by representing this sinusoid by the complex exponential

\[ A e^{i \omega t} = ae^{i \phi} e^{i \omega t}, \]

of which \( a \cos (\omega t + \phi) \) is the real part. Here phase and amplitude are represented together by the complex factor \( A = ae^{i \phi} \), of which \( a \) is the magnitude and \( \phi \) the phase. A change of amplitude by a factor \( b \), together
with a change of phase by $\Delta \phi$, is then represented by multiplication of the complex exponential by the complex number $b e^{i \Delta \phi}$; this changes the multiplier of $e^{i \omega t}$ to $ab e^{i(\omega t + \Delta \phi)}$ and the real part of the whole expression to $ab \cos (\omega t + \phi + \Delta \phi)$.

When a complex function is used to denote a filter input, a complex expression for the output will result. Because of the linear property of the filter, the real part of this complex output is the response of the filter to the real part of the complex input, and similarly for the imaginary parts of input and output. It is thus easy to interpret in real form the results obtained by considering complex inputs.

Use of the complex notation makes it easy to prove that a sinusoidal input to a stable filter gives rise to a sinusoidal output. Let

$$E_i(t) = A e^{i \omega t}. \tag{60}$$

Then, by Eq. (57), we have

$$E_o(t) = A \int_{0}^{\infty} d\tau \ e^{i \omega(t-\tau)} W(\tau) \tag{60a}$$

$$= A e^{i \omega t} \int_{0}^{\infty} d\tau \ e^{-i \omega \tau} W(\tau), \tag{60b}$$

where $W(\tau)$ is the weighting factor of the filter. For reasons that will be evident later we shall denote the convergent integral in Eq. (60b) by $Y(j\omega)$:

$$Y(j\omega) = \int_{0}^{\infty} d\tau \ e^{-i \omega \tau} W(\tau). \tag{61}$$

Then

$$E_o(t) = A Y(j\omega) e^{i \omega t}. \tag{62}$$

Thus the filter output is sinusoidal in time; it differs from the input by a constant complex factor $Y(j\omega)$. For unstable filters the integral in Eq. (61) will, in general, not converge.

Considered as a function of the angular frequency, $Y(j\omega)$ is called the frequency-response function. This function expresses the amplitude and phase difference between a sinusoidal input at angular frequency $\omega$ and the response of the filter. The input amplitude is multiplied by the factor

$$|Y(j\omega)| = |Y(j\omega) Y^*(j\omega)|^{1/2}, \tag{63}$$

and the phase is increased by

$$\phi = \tan^{-1} \frac{1}{j} \left[ \frac{Y(j\omega) - Y^*(j\omega)}{Y(j\omega) + Y^*(j\omega)} \right], \tag{64}$$

where the asterisk denotes the complex conjugate.

Experimentally, the frequency-response function of a filter can be determined by comparing the amplitude and phase of sinusoidal inputs
at various frequencies with the amplitude and phase of the corresponding outputs. In order to compensate for the fact that any real input starts at a finite time, it is necessary to regard as the response only that part of the output in which the amplitude and phase do not change with time, that is, the so-called "steady-state response."

2.10. Frequency-response Function of a Lumped-constant Filter.—

The frequency-response function of a lumped-constant filter is easily determined from the differential equation of the filter. In this equation

\[ a_n \frac{d^n E_o}{dt^n} + a_{n-1} \frac{d^{n-1} E_o}{dt^{n-1}} + \cdots + a_0 E_o = b_m \frac{d^m E_I}{dt^m} + b_{m-1} \frac{d^{m-1} E_I}{dt^{m-1}} + \cdots + b_0 E_I, \tag{2} \]

we may set

\[ \begin{align*}
E_I &= e^{j\omega t}, \\
E_o &= Y(j\omega) e^{j\omega t}.
\end{align*} \tag{65} \]

We have then, on carrying out the differentiations,

\[ [a_n(j\omega)^n + a_{n-1}(j\omega)^{n-1} + \cdots + a_0] Y(j\omega) e^{j\omega t} = [b_m(j\omega)^m + b_{m-1}(j\omega)^{m-1} + \cdots + b_0] e^{j\omega t}, \tag{66} \]

whence

\[ Y(j\omega) = \frac{b_m(j\omega)^m + b_{m-1}(j\omega)^{m-1} + \cdots + b_0}{a_n(j\omega)^n + a_{n-1}(j\omega)^{n-1} + \cdots + a_0}. \tag{67} \]

The frequency-response function of such a filter is thus a rational function, the ratio of two polynomials in \( j\omega \) with coefficients that appear directly in the differential equation.

![Fig. 2.11.—(a) The amplitude amplification and (b) the phase shift of the circuit of Fig. 2.1.](image)

As examples we may take the two stable filters considered in Sec. 2.6. For the simple RC-filter of Fig. 2.1 we have, on reading the required coefficients from Eq. (1),

\[ Y(j\omega) = \frac{1}{j\omega T + 1}. \tag{68} \]
The amplitude amplification and phase shift are

$$|Y(j\omega)| = (1 + \omega^2 T^2)^{-\frac{1}{2}}, \quad (69a)$$

$$\phi = \tan^{-1}(-\omega T); \quad (69b)$$

these functions are plotted in Fig. 2.11.

The frequency-response function of the simple servomechanism described by Eq. (46) is

$$Y(j\omega) = \frac{K}{(K - T\omega^2) + j\omega} = \frac{\omega_n^2}{(\omega_n^2 - \omega^2) + 2\xi\omega_n j\omega}. \quad (70)$$

The amplitude amplification and phase shift are

$$|Y(j\omega)| = \left[\left(1 - \frac{\omega^2}{\omega_n^2}\right)^2 + 4\xi^2 \frac{\omega^2}{\omega_n^2}\right]^{-\frac{1}{2}}, \quad (71a)$$

$$\phi = -\tan^{-1}\frac{2\xi \left(\frac{\omega}{\omega_n}\right)^2}{1 - \left(\frac{\omega}{\omega_n}\right)^2}; \quad (71b)$$

these quantities are plotted as functions of \(\omega\) in Fig. 2.12, for \(\xi = \frac{1}{2}\).

2.11. The Fourier Integral.—We have now to consider how an arbitrary input can be expressed as a sum or integral of sinusoidal components.

The representation of a periodic function by a Fourier series will be assumed to be familiar to the reader. Any function \(g(t)\) that is periodic in time with period \(T\), is of bounded variation in the interval

$$-\frac{T}{2} < t \leq \frac{T}{2}$$

and is properly defined at points of discontinuity can be expressed as an infinite sum of sinusoidal terms with frequencies that are integral multiples of the fundamental frequency

$$f_1 = \frac{1}{T}. \quad (72)$$

\fig{2.12}{a}{The amplitude amplification and (b) the phase shift of a simple servomechanism, as given by Eqs. (71) with \(\xi = \frac{1}{2}\).}

In terms of complex exponentials one can write

\[ g(t) = \sum_{n=-\infty}^{+\infty} a_n e^{2\pi i/\omega n}. \] (73a)

where the coefficients \( a_n \) are given by

\[ a_n = \frac{1}{T} \int_{-T/2}^{T/2} dt \; g(t) e^{-2\pi i/\omega n}. \] (73b)

When the function \( g(t) \) is not periodic but satisfies other conditions—the convergence of \( \int_{-\infty}^{+\infty} dt |g(t)| \) is sufficient—it is possible to represent the function, not by a sum of terms with discrete frequencies \( nf_1 \), but by a sum of terms with all frequencies \( f \):

\[ g(t) = \int_{-\infty}^{+\infty} df \; A(f) e^{2\pi i/\omega}. \] (74a)

This integral will often converge only in a special sense. The function \( A(f) \), which gives the phase and relative amplitude of the component with frequency \( f \), can be computed by means of the formula

\[ A(f) = \int_{-\infty}^{+\infty} dt \; g(t) e^{-2\pi i/\omega}. \] (74b)

Equations (74) provide an extension of Eqs. (73) for the limit as \( T \to \infty \). The reader is referred to standard texts\(^1\) for a complete discussion. It will suffice here to show that the extension is plausible. It is obvious that we can construct a function \( h(t) \) that is periodic with the period \( T \) and is identical with \( g(t) \) in the interval \( (-T/2 < t < T/2) \). Moreover, this can be done however large the (finite) fundamental period \( T \) is made. For each value of \( T \), Eqs. (73a) and (73b) hold, with \( h(t) \) in the place of \( g(t) \). It is plausible to assume that these equations hold in the limit as \( T \to \infty \). If we set \( f = n/T, \; df = 1/T, \) and \( T \theta_n = A(f) \), then as \( T \) becomes infinite \( h(t) \) becomes \( g(t) \), and Eqs. (73a) and (73b) become Eqs. (74a) and (74b) respectively.

For many purposes it is convenient to express the Fourier integral relations in terms of the angular frequency \( \omega = 2\pi f \). With this change of variable, Eq. (74a) becomes

\[ g(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \; A \left( \frac{\omega}{2\pi} \right) e^{i\omega t}. \] (75)

As an alternative form, we shall write

$$g(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \ G(j\omega)e^{j\omega t}, \quad (76a)$$

where

$$G(j\omega) = \int_{-\infty}^{+\infty} dt \ g(t)e^{-j\omega t}. \quad (76b)$$

Considered as a function of the real angular frequency $\omega$, $G(j\omega)$ will be termed the Fourier transform of $g(t)$.

It is clear that $A(f)$ and $G(j\omega)$ are in a sense both Fourier transforms of $g(t)$, since they represent the same function of frequency. They are, however, different functions of their indicated arguments, with

$$A(f) = G(2\pijf). \quad (77)$$

In this chapter we shall hereafter deal ordy with the representation $G(j\omega)$, in order to proceed conveniently from the Fourier transform to the Laplace transform.

It should be noted that if $g(t)$ is an even function of $t$, $g(-t) = g(t)$, then

$$G(j\omega) = 2 \int_0^{\infty} dt \ g(t) \cos \omega t. \quad (78a)$$

It follows that $G(\omega)$ is an even real-valued function of $\omega$ and that $g(t)$ can be written as

$$g(t) = \frac{1}{\pi} \int_0^{\infty} d\omega \ G(j\omega) \cos \omega t. \quad (78b)$$

If $g(t)$ is an odd function of $t$, $g(-t) = -g(t)$, then

$$G(j\omega) = 2j \int_0^{\infty} dt \ g(t) \sin \omega t. \quad (79a)$$

Since $G(j\omega)$ is then an odd function of $\omega$, one can write

$$g(t) = \frac{j}{\pi} \int_0^{\infty} d\omega \ G(j\omega) \sin \omega t. \quad (79b)$$

As an example of the Fourier integral representation, let us consider the function

$$g(t) = e^{-a|t|}, \quad (80a)$$

shown in Fig. 2.13a. Then by Eq. (76b)

$$G(j\omega) = \int_{-\infty}^{+\infty} dt \ e^{-a|t|}e^{-j\omega t}$$

$$= \int_{-\infty}^{0} dt \ e^{-(j\omega +a)t} + \int_{0}^{\infty} dt \ e^{-(j\omega +a)t}$$

$$= \frac{1}{a - j\omega} + \frac{1}{a + j\omega} \quad (81)$$
MATHEMATICAL BACKGROUND

Thus

\[ G(j\omega) = \frac{2a}{a^2 + \omega^2}; \]  

(80b)

this function is plotted in Fig. 2.13b. The Fourier integral representation of the given function is, by Eq. (76a),

\[ e^{-a|t|} = \int_{-\infty}^{+\infty} d\omega \frac{a/\pi}{a^2 + \omega^2} e^{i\omega t}. \]  

(82)

The validity of this representation can be proved by evaluating the integral, for instance, by the method of residues.\(^1\) As a brief review of the method of residues, this evaluation will be carried through in some detail. It is convenient for this purpose to change the variable of integration from \(\omega\) to \(j\omega\) or, more precisely, to introduce the complex variable

\[ p = \alpha + j\omega, \]  

(83)

of which \(j\omega\) is the imaginary part, and to replace the integral over real values of \(\omega\) by an integral over pure imaginary values of \(p\). The integral of Eq. (82) then becomes

\[ \int_{-\infty}^{+\infty} d\omega \frac{a/\pi}{a^2 + \omega^2} e^{i\omega t} = \frac{a}{\pi j} \int_{-j\infty}^{j\infty} dp \frac{1}{a^2 - p^2} e^{pt}, \]  

(84)

with the path of integration along the imaginary axis in the \(p\)-plane, as shown in Fig. 2.14. By resolving the integrand into partial fractions, the integral in Eq. (84) can be brought into the form

\[ \int_{-\infty}^{\infty} d\omega \frac{a/\pi}{a^2 + \omega^2} e^{i\omega t} = \frac{1}{2\pi j} \int_{-j\infty}^{j\infty} dp \left( \frac{1}{p + a} - \frac{1}{p - a} \right) e^{pt}. \]  

(85)

It remains, therefore, to evaluate expressions of the form

\[ I = \frac{1}{2\pi j} \int_{-j\infty}^{j\infty} \frac{1}{p - a} e^{pt} \, dp. \]  

(86)

We now apply the method of residues. If \( t < 0 \), the integrand approaches zero as \( |p| \to \infty \) in the right half of the \( p \)-plane; in fact, it can be shown that the line integral along the semicircle \( C_R \) of radius \( R \) in the right half plane approaches zero as \( R \) becomes infinite. Let us then consider the line integral of this integrand around the closed contour (b) of Fig. 2.14. This consists of two parts: the integral along the imaginary axis from \( -jR \) to \(+jR\) and the integral around the semicircle \( C_R \):

\[ I(R) = \frac{1}{2\pi j} \oint \frac{1}{p - a} e^{pt} \, dp = \frac{1}{2\pi j} \left( \int_{-jR}^{+jR} + \int_{C_R} \right) \frac{1}{p - a} e^{pt}. \]  

(87a)

As \( R \to \infty \), the second integral tends to zero, and the first approaches the integral \( I \) of Eq. (86). Thus

\[ I = \lim_{R \to \infty} I(R) = \lim_{R \to \infty} \frac{1}{2\pi j} \oint \frac{1}{p - a} e^{pt}; \]  

(87b)

the desired line integral can be evaluated as the limit of a contour integral. Now the integral around the closed contour is equal to \( 2\pi j \) times the sum of the residues of the integrand at all poles enclosed by the contour, taken with a minus sign because the integration is in the clockwise sense. As \( R \to \infty \), the contour (b) of Fig. 2.14 will come to enclose all poles in the right half plane. If \( a \) has a positive real part the integrand has a pole in the right half plane, and

\[ I = -\frac{1}{2\pi j} 2\pi je^{at} = -e^{at} \quad [t < 0, \text{Re}(a) > 0]. \]  

(88a)

If \( a \) has a negative real part, there is no such pole, and

\[ I = 0, \quad [t < 0, \text{Re}(a) < 0]. \]  

(88b)

Since the \( a \) of Eq. (85) is a positive real quantity, the first term contributes nothing to the integral, and

\[ \int_{-\infty}^{+\infty} d\omega \frac{a/\pi}{a^2 + \omega^2} e^{iat} = e^{at} = e^{-|at|}, \quad (t < 0). \]  

(89)

If \( t > 0 \), the integrand of Eq. (86) approaches zero as \( |p| \to \infty \) in the left half plane. By arguments similar to those above, the desired integral is equal to the integral around the contour (c) of Fig. 2.14, in the limit as \( R \to \infty \). This is in turn equal to \( 2\pi j \) times the sum of the

\[ 1 \text{ The symbol } \text{Re}(a) \text{ denotes the real part of } a. \]
residues in the left half plane, taken with a plus sign because the integration is in the counter clockwise sense. Thus

\[ I = 0, \quad [t > 0, \text{Re}(\alpha) > 0], \quad (90a) \]
\[ I = e^{\alpha t}, \quad [t > 0, \text{Re}(\alpha) < 0]. \quad (90b) \]

In Eq. (85) the second term contributes nothing to the integral, and

\[ \int_{-\infty}^{+\infty} d\omega \frac{a/\pi}{a^2 + \omega^2} e^{i\omega t} = e^{-\alpha t} = e^{-\alpha |t|}, \quad (t > 0). \quad (91) \]

On combining these results, one verifies the truth of Eq. (82).

**2.12. Response of a Stable Filter to an Arbitrary Input.**—Let us consider the response of a stable linear filter to an input \( g_1(t) \) with Fourier transform \( G_1(j\omega) \). Then

\[ g_1(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \; G_1(j\omega) e^{i\omega t}. \quad (92) \]

Since the response of the filter to an input \( e^{i\omega t} \) is the output \( Y(j\omega)e^{i\omega t} \), it follows from the linear property of the filter that its response to the input \( g_1(t) \) is the output

\[ g_0(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \; G_1(j\omega) Y(j\omega)e^{i\omega t}. \quad (93) \]

It is evident that the Fourier transform of the filter output is

\[ G_0(j\omega) = Y(j\omega)G_1(j\omega). \quad (94) \]

That is, the Fourier transform of the filter output is equal to the Fourier transform of the input multiplied by the frequency-response function of the filter.

**2.13. Relation between the Weighting Function and the Frequency-response Function.**—The relation between the frequency-response function of a stable filter and the weighting function has been stated in Sec. 2.9:

\[ Y(j\omega) = \int_{0-}^{\infty} d\tau \; e^{-i\omega \tau} W(\tau). \quad (61) \]

Since \( W(\tau) \) vanishes for \( \tau < 0 \), we may write

\[ Y(j\omega) = \int_{-\infty}^{+\infty} d\tau \; e^{-i\omega \tau} W(\tau). \quad (95) \]

The frequency-response function of a stable filter is the Fourier transform of the weighting function. It is important to note that this theorem is restricted to stable filters. For unstable filters the integral in Eq. (95) will, in general, not exist. The inverse of this relation is, of course,

\[ W(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \; Y(j\omega)e^{i\omega t}. \quad (96) \]
The significance of this relation and the importance of the restriction to stable filters may be illustrated by a consideration of lumped-constant filters, for which the frequency-response function is

\[ Y(j\omega) = \frac{b_m(j\omega)^m + b_{m-1}(j\omega)^{m-1} + \cdots + b_0}{a_n(j\omega)^n + a_{n-1}(j\omega)^{n-1} + \cdots + a_0}, \quad (m \leq n). \]  

For simplicity, let us assume that the complex constants

\[ p_i = \alpha_i + j\omega_i, \]  

which are the roots of the equation

\[ P(p) = a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0, \]  

are all distinct. Then \( Y(j\omega) \) can be expressed as a sum of partial fractions,

\[ Y(j\omega) = C_0 + \sum_{i=1}^{n} \frac{C_i}{j\omega - p_i}, \]  

where the constants \( C_i \) depend on the \( b \)'s as well as on the \( a \)'s. The constant \( C_0 \) will vanish unless \( m = n \).

First, let us assume that all the \( p \)'s have negative real parts—all normal modes of the filter are damped. Let us further assume that \( m < n \). Then the filter is stable, and we should be able to compute \( W(t) \) as

\[ W(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left( \frac{C_1}{j\omega - p_1} + \cdots + \frac{C_n}{j\omega - p_n} \right) e^{j\omega t}. \]  

To evaluate this integral it is again convenient to introduce the complex variable

\[ p = \alpha + j\omega, \]  

of which \( j\omega \) is the imaginary part. The integral of Eq. (98) then becomes

\[ W(t) = \frac{1}{2\pi j} \int_{-\infty}^{\infty} dp \left( \frac{C_1}{p - p_1} + \cdots + \frac{C_n}{p - p_n} \right) e^{pt}, \]  

with the path of integration along the imaginary axis in the \( p \)-plane, as shown in (a) of Fig. 2.14. This integral can then be evaluated by the method of residues.

Following the procedure outlined in Sec. 2.11, if \( t < 0 \) we integrate around the contour (b) in Fig. 2.14. Since for the stable filter none of the poles of the integrand lie in the right half plane, it follows that

\[ W(t) = 0, \quad t < 0. \]  

If \( t > 0 \), we integrate around the contour (c) in Fig. 2.14. Each term \( C_i/(p - p_i) \) contributes to the integral in this case, and we obtain

\[ W(t) = C_1 e^{pt} + C_2 e^{pt} + \cdots + C_n e^{pt}, \quad t > 0. \]
Thus we have found that the weighting function is a sum of normal modes; in addition, we have a means of determining the constants $C_n$ by resolution of the frequency response $Y(j\omega)$ into partial fractions.

These results for a stable filter are in accord with our earlier ideas about the weighting function. Now let us consider an unstable filter. We shall see that for such a filter the frequency response is not the Fourier transform of the weighting function; the assumption that it is will lead us to false results. We assume, then, that some of the $p$'s have positive real part and that these $p$'s appear in the resolution of $Y(j\omega)$ into partial fractions. Let us attempt to compute $W(t)$ by means of Eqs. (98) and (100). For $t < 0$ we no longer obtain $W(t) = 0$ but

$$W(t) = - \sum_{(\alpha_i > 0)} C_i e^{\alpha_i t}, \quad (t < 0), \quad (102a)$$

a sum including a term for each $\alpha_i$ with positive real part. On the other hand, when $t > 0$, the contour of integration surrounds only poles with negative real part, and we obtain

$$W(t) = \sum_{(\alpha_i < 0)} C_i e^{\alpha_i t}, \quad (t > 0). \quad (102b)$$

Both these results are erroneous: the weighting function must be zero for $t < 0$ and must include a normal mode with positive real part when $t > 0$.

2.14. Limitations of the Fourier Transform Analysis.—The Fourier transform techniques considered above are useful in the discussion of filters, but their applicability is limited by the fact that the Fourier transform is not defined for many quantities with which one may need to deal. We have just seen that the weighting function of an unstable filter does not have a Fourier transform. The same is true of many important types of filter input: the unit-step function, the pure sinusoid, the "constant-velocity function" $x(t) = vt$, the increasing exponential; for none of these functions does the integral of the absolute magnitude converge.

In some cases it is possible to extend the discussion by the introduction of convergence factors, which modify the functions sufficiently to cause the Fourier transform to exist but not so much as to hinder the interpretation of the results. This device is sometimes useful but may involve mathematical difficulties in the use of double-limiting processes.

A more generally satisfactory procedure is to make use of the Laplace transform. This is defined for functions that differ from zero only when $t > 0$ (that is, after some definite instant); it is defined for all practical filter inputs, for the normal responses to these inputs, and for the weight-
ing functions of stable and unstable filters. The treatment of filters by Laplace transform methods is closely parallel to the discussion in terms of Fourier transforms, but its relative freedom from restrictions makes it decidedly the more powerful method.

THE LAPLACE TRANSFORM

The following discussion of the Laplace transform and its applications is necessarily limited in scope and detail. No attempt has been made to state theorems in their maximum generality. For a more extended treatment the reader must be referred elsewhere. 1

2.15. Definition of the Laplace Transform.—Let \( g(t) \) be a function defined for \( t \geq 0 \), and let

\[ |g(t)| \leq Ke^{at} \]  

for some positive constant \( a \). Then the integral

\[ F(p) = \int_{0}^{\infty} dt \, g(t) e^{-pt} \]  

is absolutely convergent for all complex values of \( p \) such that the real part of \( p \) is greater than \( a \). Considered as a function of the complex variable \( p \), \( F(p) \) is termed the Laplace transform of \( g(t) \); it may be denoted also by

\[ \mathcal{L}[g(t)] = \int_{0}^{\infty} dt \, g(t) e^{-pt}, \]  

the argument \( p \) being understood. If \( a \) is the greatest lower bound of real constants for which \( g(t) \) satisfies an inequality of the form of Eq. (103), the Laplace transform of \( g(t) \) converges absolutely in the half plane to the right of \( p = a \); \( a \) is called the abscissa of absolute convergence. The region of definition of \( \mathcal{L}[g(t)] \) can usually be extended by analytic continuation to include the entire \( p \)-plane, except for the points at which \( F(p) \) is singular. In what follows, this extension of the domain of definition will be assumed.

The Laplace transformation can be defined for certain types of functions that do not satisfy Eq. (103). In what follows we shall consider only functions that contain a finite number of delta-function singularities, in addition to a part satisfying Eq. (103). When one of these delta functions occurs at \( t = 0 \), we shall define the Laplace transform as

\[ \mathcal{L}[g(t)] = \int_{0}^{\infty} dt \, g(t) e^{-pt}. \]  

This extension of the definition of the Laplace transform is necessary, in view of the two-sided character of the delta function, to assure that

\[
\lim_{t_0 \to 0} \mathcal{L}[g(t - |t_0|)] = \mathcal{L}[g(t)].
\] (107)

For pure imaginary values of \( p, p = \pm j\omega \), the Laplace transform of a function \( g(t) \) that is identically zero for \( t < 0 \) becomes its Fourier transform—if this exists. Thus the Laplace transform is, in a sense, a generalization of the Fourier transform [Eq. (76b)] applicable when \( g(t) \) vanishes for \( t < 0 \).

The inverse of the Laplace transformation [Eq. (104)] is

\[
g(t) = \frac{1}{2\pi j} \int_{b-j\infty}^{b+j\infty} dp \, F(p) e^{pt},
\] (108)

where the path of integration in the complex plane runs from \( b - j\infty \) to \( b + j\infty \), to the right of the abscissa of absolute convergence.

Examples.—It will be worth while to give a number of examples of the Laplace transform for future reference. They can be verified by direct integration.

**Example 1.**—The unit-step function \( u(t) \):

\[
u(t) = \begin{cases} 
0, & t < 0, \\
1, & t \geq 0.
\end{cases}
\] (109a)

\[
\mathcal{L}[u(t - t_0)] = \int_0^\infty dt \, u(t - t_0)e^{-pt} = \int_{t_0}^\infty dt \, e^{-pt} = \frac{e^{-pt_0}}{p}, \quad (t_0 \geq 0). \tag{109b}
\]

In particular, we note that

\[
\mathcal{L}[u(t)] = \frac{1}{p}. \tag{109c}
\]

**Example 2:**

\[
g(t) = \begin{cases} 
0, & (t < 0), \\
\sin \omega t, & (t \geq 0);
\end{cases}
\] (110a)

\[
\mathcal{L}(g) = \frac{\omega}{p^2 + \omega^2}. \tag{110b}
\]

**Example 3:**

\[
g(t) = \begin{cases} 
0, & (t < 0), \\
t^n, & (t \geq 0);
\end{cases}
\] (111a)

\[
\mathcal{L}(g) = \frac{n!}{p^{n+1}}. \tag{111b}
\]
In particular, we note that for the "unit-ramp function,"

\[
g(t) = \begin{cases} 
0, & (t < 0), \\
g, & (t \geq 0);
\end{cases}
\]

\[
\mathcal{L}(g) = \frac{1}{p^2},
\]

\textbf{Example 4:}

\[
g(t) = \begin{cases} 
0, & (t < 0), \\
t^ne^{at}, & (t \geq 0);
\end{cases}
\]

\[
\mathcal{L}(g) = \frac{n!}{(p - a)^{n+1}}.
\]

\textbf{Example 5.}—The unit-impulse function \(\delta(t - t_0)\):

\[
\mathcal{L}[\delta(t - t_0)] = \int_{0^-}^{\infty} dt \delta(t - t_0)e^{-pt} = e^{-pt}, \quad (t_0 \geq 0).\]

In particular,

\[
\mathcal{L}[\delta(t)] = 1.
\]

\textbf{2.16. Properties of the Laplace Transform.}—We here note some properties of the Laplace transform that are useful in determining the transform of a function or the inverse of a given transform. All functions considered will be of the restricted class defined in Sec. 2.15.

**Linearity.**—If \(g_1(t)\) and \(g_2(t)\) have the transforms \(\mathcal{L}(g_1)\) and \(\mathcal{L}(g_2)\), then

\[
\mathcal{L}(c_1g_1 + c_2g_2) = c_1\mathcal{L}(g_1) + c_2\mathcal{L}(g_2),
\]

where \(c_1\) and \(c_2\) are arbitrary constants.

**Laplace Transform of a Derivative:**

\[
\mathcal{L} \left( \frac{dg}{dt} \right) = p\mathcal{L}(g).
\]

The proof is simple:

\[
\mathcal{L} \left( \frac{dg}{dt} \right) = \int_{0^-}^{\infty} dt \frac{dg}{dt} e^{-pt} = \left. g(t)e^{-pt} \right|_{0^-}^{\infty} + p \int_{0^-}^{\infty} dt g(t)e^{-pt}
\]

\[
= g(0^-) + p\mathcal{L}(g),
\]

from which Eq. (117) follows, since for all functions under discussion \(g(0^-)\) vanishes.

Thus we see that multiplication of the Laplace transform of a function by \(p\) corresponds to taking the derivative of the function with respect to \(t\). An example of this relation is provided by the unit-step function \(u(t)\) and its derivative, the unit-impulse function \(\delta(t)\). By Eq. (117) we must have

\[
\mathcal{L}[\delta(t)] = p\mathcal{L}[u(t)];
\]
by the results of the preceding section this is

\[ 1 = p \frac{1}{p} \]  

**Laplace Transform of an Integral:**

\[ \mathcal{L} \left[ \int_{0-}^{t} dt \, g(t) \right] = \frac{1}{p} \mathcal{L}[g(t)]. \]  

This is essentially the same as Eq. (117), with \( g(t) \) here playing the role of \( \frac{dg}{dt} \) in that equation.

Division of a Laplace transform by \( p \) thus corresponds to integration of the function with respect to \( t \), with appropriate choice of the lower limit of the integral. Since \( n \)-fold application of the operator \( \int_{0-}^{t} dt \) to the unit-step function gives

\[ \left( \int_{0-}^{t} dt \right)^n u(t) = \frac{t^n}{n!} \quad (t > 0), \]  

it follows that

\[ \mathcal{L} \left( \frac{t^n}{n!} \right) = \left( \frac{1}{p} \right)^n \frac{1}{p^n}; \]  

the result of Example 3 of the preceding section then follows from the linearity of the Laplace transform.

**Laplace Transform of \( e^{-at} g(t) \).**—If \( g(t) \) has the Laplace transform \( F(p) \), then

\[ \mathcal{L}[e^{-at} g(t)] = F(p + a). \]  

For example, \( \mathcal{L}[t^n e^{-at} u(t)] \) is obtained by replacing \( p \) by \( p - a \) in

\[ \mathcal{L}[t^n u(t)] = \frac{n!}{p^{n+1}}. \]  

This is the result stated in Eq. (113b).

**Laplace Transform of the Convolution of Two Functions.**—Let \( g_1(t) \) and \( g_2(t) \) be two functions of \( t \) that vanish for \( t < 0 \). The convolution of these two functions is

\[ h(t) = \int_{0-}^{\infty} d\tau \, g_1(\tau)g_2(t - \tau) = \int_{0-}^{\infty} d\tau \, g_1(t - \tau)g_2(\tau). \]  

If \( g_1(t) \), \( g_2(t) \), and \( h(t) \) all possess Laplace transforms, then

\[ \mathcal{L}(h) = \mathcal{L}(g_1) \mathcal{L}(g_2). \]  

For

\[ \mathcal{L}(h) = \int_{0-}^{\infty} dt \, e^{-pt} \int_{0-}^{\infty} d\tau \, g_1(\tau)g_2(t - \tau) \]

\[ = \int_{0-}^{\infty} d\tau \, g_1(\tau)e^{-pt} \int_{0-}^{\infty} dt \, g_2(t - \tau)e^{-p(t-\tau)}. \]  

\[ (123) \]
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Changing the variable of integration in the second integral to \( s = t - \tau \), and remembering that \( g_2(s) = 0 \) if \( s < 0 \), we have

\[
\mathcal{L}(h) = \int_0^\infty d\tau \, g_1(\tau) e^{-\sigma \tau} \int_0^\infty ds \, g_2(s) e^{-\sigma s},
\]

(128)

which is a restatement of Eq. (126).

The multiplication of two Laplace transforms thus corresponds to formation of the convolution of their inverse functions. This is often a convenient way to determine the inverse of a given Laplace transform when it can be factored into two Laplace transforms with recognizable inverses.

**Limiting Values of the Laplace Transform.**—Let \( F(p) \) be the Laplace transform of \( g(t) \). When the indicated limits exist, then the following theorems are valid.

\[
\lim_{p \to 0} pF(p) = \lim_{t \to \infty} g(t). \tag{129}
\]

If \( g(t) \) contains no delta-function term at \( t = 0 \),

\[
\lim_{p \to \infty} pF(p) = g(0+). \tag{130}
\]

If \( g(t) \) contains a term \( K \delta(t) \), then

\[
\lim_{p \to \infty} F(p) = K, \tag{131}
\]

and

\[
\lim_{p \to \infty} p[F(p) - K] = g(0+). \tag{132}
\]

The proof of these relations can be carried out along the following lines when \( g(t) \) contains no delta functions. We note that

\[
pF(p) = \int_0^\infty dt \, g(t) pe^{-\sigma t} = \int_0^\infty dt \, g(t) \frac{d}{dt} (e^{-\sigma t}). \tag{133}
\]

Integrating by parts, we have

\[
pF(p) = -g(t)e^{-\sigma t}\bigg|_0^\infty + \int_0^\infty dt \frac{dg}{dt} e^{-\sigma t} \bigg\}
\]

\[
= \int_0^\infty dt \frac{dg}{dt} e^{-\sigma t}, \tag{134}
\]

where \( \frac{dg}{dt} \) may contain delta functions corresponding to discontinuities in \( g \), including a term \( g(0+) \delta(t) \) corresponding to a discontinuity at \( t = 0 \). In the limit as \( p \to \infty \), only this last delta function will contribute to the integral on the left; one has

\[
\lim_{p \to \infty} pF(p) = \int_0^{0+} dt \frac{dg}{dt} = g(0+). \tag{135}
\]
Similarly, replacing $e^{-pt}$ in the integrand by its limit as $p \to 0$, one obtains
\[ \lim_{p \to 0} pF(p) = \int_{0-}^{\infty} dt \frac{dg}{dt} = g(\infty). \tag{136} \]

2.17. Use of the Laplace Transform in Solution of Linear Differential Equations.—The Laplace transform theory offers a convenient method for the solution of linear differential equations, such as the filter equation
\[ a_n \frac{d^n E_o}{dt^n} + a_{n-1} \frac{d^{n-1} E_o}{dt^{n-1}} + \cdots + a_0 E_0 = b_m \frac{d^m E_I}{dt^m} + b_{m-1} \frac{d^{m-1} E_I}{dt^{m-1}} + \cdots + b_0 E_I. \tag{2} \]

The formulation of this method is particularly simple when the initial conditions on the solution $E_o$ correspond to starting of the system from rest under an input $E_I$ that begins at a definite time, say $t = 0$; that is, when it is required to find the normal response of the system to such an input. Under such conditions, both sides of Eq. (2) represent functions that begin to differ from zero only at $t = 0$. Equating the Laplace transforms of the two sides of this equation and making use of the properties of the transforms as discussed in the preceding section, we have
\[ (a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0) \mathcal{L}[E_o(t)] = (b_m p^m + b_{m-1} p^{m-1} + \cdots + b_0) \mathcal{L}[E_I(t)]. \tag{137} \]

Writing
\[ Y(p) = \frac{b_m p^m + b_{m-1} p^{m-1} + \cdots + b_0}{a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0}, \tag{138} \]
as in Eq. (67), we have
\[ \mathcal{L}[E_o(t)] = Y(p) \mathcal{L}[E_I(t)]. \tag{139} \]

Thus it is easy to obtain the Laplace transform of the filter output by multiplying the Laplace transform of the input by a rational function in $p$ with coefficients read from the differential equation. The output itself can then be determined by application of the inverse Laplace transformation [Eq. (108)] or by resolving the Laplace transform of the output into parts with recognizable inverses.

As an example, let us determine the weighting function of the $RC$-filter of Fig. 2.6. This can be obtained by solving Eq. (30) with $E_I(t) = \delta(t)$. We have then, by Eq. (115),
\[ \mathcal{L}[E_I(t)] = 1. \tag{140} \]

In this case Eq. (139) becomes
\[ \mathcal{L}[E_o(t)] = \frac{T_1 p}{T_1 p + 1} \mathcal{L}[E_I(t)]. \tag{141} \]
Thus, for the delta-function input, the Laplace transform of the output is

$$\mathcal{L}[W(t)] = \frac{T_1p}{T_1p + 1} = 1 - \frac{1}{T_1} \frac{1}{p + \frac{1}{T_1}}.$$  \hspace{1cm} (142)

The inverse of 1 is, of course, $\delta(t)$; the inverse of the second term follows from Eqs. (113), with $n = 1$. We thus find

$$W(t) = 0, \hspace{1cm} (t < 0),$$

$$W(t) = \delta(t) - \frac{1}{T_1} e^{-\frac{t}{T_1}}, \hspace{1cm} (t \geq 0),$$

in agreement with Eq. (35).

As a second example, we may derive the weighting functions given in Eqs. (48) to (50). These are solutions of Eq. (46), which can be rewritten, by use of Eqs. (47), as

$$\frac{d^2\theta_o}{dt^2} + 2\zeta\omega_n \frac{d\theta_o}{dt} + \omega_n^2 \theta_o = \omega_n^2 \theta_f.$$  \hspace{1cm} (144)

Thus

$$\mathcal{L}(\theta_o) = \frac{\omega_n^2}{p^2 + 2\zeta\omega_n p + \omega_n^2} \mathcal{L}(\theta_f).$$  \hspace{1cm} (145)

For a delta-function input, $\mathcal{L}(\theta_o)$ becomes

$$\mathcal{L}[W(t)] = \frac{\omega_n^2}{p^2 + 2\zeta\omega_n p + \omega_n^2} = Y(p).$$  \hspace{1cm} (146)

The denominator factors into

$$\{ p + \omega_n[\zeta + (\zeta^2 - 1)^{1/2}] \} \{ p + \omega_n[\zeta - (\zeta^2 - 1)^{1/2}] \};$$

resolving the term on the right into partial fractions, we obtain

$$\mathcal{L}[W(t)] = \frac{\omega_n}{2(\zeta^2 - 1)^{1/2}} \left[ \frac{1}{p + \omega_n \zeta - \omega_n(\zeta^2 - 1)^{1/2}} - \frac{1}{p + \omega_n \zeta + \omega_n(\zeta^2 - 1)^{1/2}} \right].$$  \hspace{1cm} (147)

Double application of Eqs. (113) then gives

$$W(t) = 0, \hspace{1cm} (t < 0),$$

$$W(t) = \frac{\omega_n}{2(\zeta^2 - 1)^{1/2}} [e^{-\omega_n \zeta t + \omega_n(\zeta^2 - 1)^{1/2} t} - e^{-\omega_n \zeta t - \omega_n(\zeta^2 - 1)^{1/2} t}], \hspace{1cm} (t \geq 0).$$  \hspace{1cm} (148)

This general result takes the forms of Eqs. (48) to (50) for $\zeta < 1$, $\zeta \to 1$, and $\zeta > 1$, respectively.
THE TRANSFER FUNCTION

2.18. Definition of the Transfer Function.—The transfer function of a filter is defined to be the Laplace transform of its weighting function. In this volume, transfer functions will usually be denoted by \( Y(p) \), with distinguishing subscripts as required. We have, then,

\[
Y(p) = \mathcal{L}[W(t)] = \int_{0-}^{\infty} dt \ W(t)e^{-pt}.
\]  

(149)

The normal response of a linear filter (stable or unstable) to an input \( E_i(t) \) that is zero for \( t < 0 \) can be written as

\[
E_o(t) = \int_{0-}^{\infty} d\tau \ E_i(t - \tau)W(\tau).
\]  

(57)

It will be noted that this is the convolution of the input and the weighting function, as defined in Eq. (125). It follows, by Eq. (126), that when the Laplace transforms exist,

\[
\mathcal{L}[E_o(t)] = Y(p)\mathcal{L}[E_i(t)].
\]  

(139)

The transfer function of a filter is the ratio of the Laplace transforms of any normal response and the input that produces it. The use of the symbol \( Y(p) \) in Eq. (139) and throughout the whole of the preceding development is thus consistent with the notation for the transfer function here introduced. Instead of defining the transfer function for the lumped-constant filter directly by Eq. (138), we have chosen to define it as the Laplace transform of the weighting function, which has been taken to be the more primitive concept in this chapter.

The transfer function may be regarded as a generalization of the frequency-response function. Unlike the frequency-response function, it is defined for unstable filters as well as stable filters. It is defined for general complex values of the argument \( p \), and not just for pure imaginary values of \( j\omega \) (\( \omega \) is real valued). When the frequency-response function exists, it can be obtained from the transfer function by replacing the argument \( p \) by \( j\omega \) [compare Eqs. (61) and (149)]; the values of the frequency-response function are the values of the transfer function along the imaginary axis in the \( p \)-plane.

In the preceding section we have seen how, for a lumped-constant filter, Eq. (139) can be derived from the differential equation of the filter and how it can be used, instead of the differential equation, in determining the normal response of the filter to a given input. In solving many problems it is possible to deal exclusively with the Laplace transforms of input and output and with transfer functions, except perhaps in the final interpretation of the transforms in terms of functions of time. It is
then useful to abbreviate the notation of Eq. (139) and to write simply

\[ E_0(p) = Y(p)E_i(p), \]  

(150)

the indication of the argument \( p \) giving sufficient warning that it is a Laplace transform which is involved.

Filters consisting of many parts can be described by differential equations that govern the several parts or by a single differential equation derived from these by elimination of intermediate variables. In the same way one can describe the components of a filter by equations of the form of Eq. (150) and can eliminate variables between these equations, by purely algebraic manipulation, to obtain a similar equation governing the over-all characteristics of the filter. This calculus of Laplace transforms provides a formally simpler description of the systems than that in terms of differential equations and will be much used in this book.

A very simple example is provided by a filter that consists of two filters in series. The first filter, with transfer function \( Y_1(p) \), receives an input \( E_i \) and yields an output \( E_M \); \( E_M \) then serves as input to a second filter, with transfer function \( Y_2(p) \), which gives the final output \( E_o \). In terms of Laplace transforms we have

\[ E_J(p) = Y_1(p)E_i(p), \]  

(151a)

\[ E_o(p) = Y_2(p)E_M(p). \]  

(151b)

Eliminating \( E_M(p) \), we obtain

\[ E_o(p) = Y_1(p)Y_2(p)E_i(p). \]  

(152)

We see then, that the over-all transfer function of the complete filter is

\[ Y(p) = Y_1(p)Y_2(p): \]  

(153)

The transfer function of two filters in series is the product of their individual transfer functions. By Eqs. (125) and (126) one can infer that the weighting function of two filters in series is the convolution of their separate weighting functions:

\[ W(t) = \int_{0}^{\infty} d\tau \ W_1(\tau)W_2(t - \tau). \]  

(154)

This result can also be derived from the relations

\[ E_M(t) = \int_{0}^{t} d\tau \ E_i(t - \tau)W_1(\tau), \]  

(155a)

\[ E_o(t) = \int_{0}^{t} d\tau \ E_M(t - \tau)W_2(\tau), \]  

(155b)

which correspond to Eqs. (151a) and (151b), respectively.

2-19. Transfer Function of a Lumped-constant Filter.—The transfer function is more generally useful in the discussion of filters than is the
frequency-response function, in part because it is defined for a wider class of filters. For an illustration of its use we shall return to the consideration of lumped-constant filters, for which the transfer functions are rational functions of $p$, with coefficients that can be read from the governing differential equation:

$$Y(p) = \frac{b_m p^m + b_{m-1} p^{m-1} + \cdots + b_0}{a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0}. \quad (138)$$

If $m > n$, the resolution of Eq. (138) into partial fractions contains terms of the form $A_1 p^{-1}, A_2 p^{-2}, \ldots, A_m p^{-m}$. The filter output then contains terms proportional to the first and up to the $(m - n - 1)$th derivative of the input. In particular, $W(t)$ contains these derivatives of the delta-function input. Then $\int_0^\infty dt |W(t)|$ does not converge, as can be seen by considering the functions approximating to the delta function; the filter is unstable. We have already noted that with a passive lumped-constant filter one cannot have $m > n$.

If $m \leq n$ and the root $p_i$ of

$$P(p) = a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0 = 0 \quad (13b)$$

is $s_i$-fold, the general resolution of Eq. (138) into partial fractions is of the form

$$Y(p) = C_0 + \frac{C_{11}}{p - p_1} + \frac{C_{12}}{(p - p_1)^2} + \cdots + \frac{C_{1s_1}}{(p - p_1)^{s_1}}
+ \frac{C_{21}}{p - p_2} + \frac{C_{22}}{(p - p_2)^2} + \cdots + \frac{C_{2s_2}}{(p - p_2)^{s_2}}
+ \cdots \quad (156)$$

The inverse of this is, by Eqs. (111) and (113),

$$W(t) = C_0 \delta(t), \quad W(t) = 0, \quad (t < 0),
+ \left[ C_{11} \frac{C_{12}}{1!} t + C_{12} \frac{t^2}{2!} + \cdots + \frac{C_{1s_1} \delta(t)}{(s_1 - 1)!} \right] e^{pt}
+ \left[ C_{21} \frac{C_{22}}{1!} t + C_{22} \frac{t^2}{2!} + \cdots + \frac{C_{2s_2} \delta(t)}{(s_2 - 1)!} \right] e^{pt}
+ \cdots \quad (t \geq 0) \quad (157)$$

The delta-function term appears in the weighting function only if $m = n$; it represents a term in the general output that is proportional to the input. The other terms in $W(t)$ represent the transient response of the filter to the impulse input, expressed as a sum of normal-mode functions.

It is evident that the weighting function will contain an undamped normal mode and the filter will be unstable if and only if the resolution of
Y(p) into partial fractions contains a \( p_i \) with nonnegative real part. This is not the same as saying that the filter is stable if and only if Eq. (136) has no such roots; it may have such roots and still be stable if the corresponding factor \((p - p_i)^n\) in the denominator in Eq. (138) is canceled out by a similar factor in the numerator. When this happens, one may say that the network has an undamped natural mode but that the input terminals are so connected to the filter that no input can excite this type of response. This may be a very precarious type of stability, since a small change in the filter constants—in the \( b \)'s—may make this cancellation inexact and the filter unstable.

2.20. The Stability Criterion in Terms of the Transfer Function.—It will be noted that \( p \)'s with nonnegative real parts will be absent from Eq. (156) and the lumped-constant filter will be stable if and only if \( Y(p) \) has no poles in the right half of the \( p \)-plane or on the imaginary axis. This is a special case of a more general stability criterion: If the transfer function \( Y(p) \) is analytic in the right half plane and is well behaved on the imaginary axis—for instance, if the absolute value squared of \( dY/dp \) is integrable—then the filter is stable. If at least one singular point of \( Y(p) \) lies in the right half plane, or if at least one pole lies on the imaginary axis, then the filter is unstable.

It will be noticed that the preceding theorem does not cover all possible situations; in particular, it does not settle the case where there are singularities other than poles on the imaginary axis. It is certainly adequate, however, for most practical problems; for all filters with lumped elements the transfer function is a rational function analytic except for poles.

The proof of this general stability criterion will be indicated briefly. If the absolute value squared of \( dY/dp \) is integrable along the imaginary axis, then, by the Parseval theorem, \(|tW(t)|^2\) and \((1 + t^2)|W(t)|^2\) are integrable. It follows, by Schwartz's inequality for integrals, that

\[
\int_{0}^{\infty} dt |W(t)| = \int_{0}^{\infty} dt \frac{(1 + t^2)^{1/2} |W(t)|}{(1 + t^2)^{1/2}} \\
\leq \sqrt{\int_{0}^{\infty} dt (1 + t^2)|W(t)|^2} \sqrt{\int_{0}^{\infty} dt \frac{1}{1 + t^2}};
\]  (158)

\[
\int_{0}^{\infty} dt |W(t)| \text{ is bounded and the filter must be stable. On the other hand, it is evident that for a stable filter the Laplace transform of the weighting function is analytic and uniformly bounded in the right half plane. The transform function can therefore have no singularities inside the right half plane. Furthermore it could have no pole on the imaginary axis.}

axis and still remain uniformly bounded in the right half plane. This concludes the proof of the second part of the theorem.

SYSTEMS WITH FEEDBACK

2.21. Characterization of Feedback Systems.—A mechanical or electrical system with feedback is one in which the output of some part of the system is used as an input to the system at a point where this can affect its own value. A servo system is a feedback system in which the actual output is compared with the input, which is the desired output, and the driving element is activated by the difference of these quantities.

Figure 2.15 is a block diagram showing the essential connections of a servo system. The output $\theta_0$ is fed into a mixer or comparator (in mechanical systems, a differential) where it is subtracted from the input $\theta_i$ to produce the error signal

$$\epsilon(t) = \theta_i(t) - \theta_0(t). \tag{159}$$

This signal controls the output through a system of amplifiers, motors, and other devices, here shown as a box. To complete the formal description of the system it is necessary only to specify the relation established between $\epsilon$ and $\theta_0$ by the contents of this box. If the system is linear, this can be specified as a transfer function $Y(p)$; in terms of the Laplace transforms we can write simply

$$\theta_0(p) = Y(p)\epsilon(p). \tag{160}$$

The transfer function $Y(p)$ will be called the feedback transfer function. It is the transfer function around the entire feedback loop, from the output of the differential ($\epsilon$) back to the input to the differential ($\theta_0$).

The over-all performance of the servo can be described by another transfer function $\theta_0(p)$, which relates the input and output of the system:

$$\theta_0(p) = \theta_0(p)\epsilon(p). \tag{161}$$

This may be called the over-all transfer function, or the transfer function of the system. This transfer function must be carefully distinguished from the feedback transfer function, to which it is simply related. Equation (159) implies that

$$\epsilon(p) = \theta_i(p) - \theta_0(p); \tag{162}$$

elimination of $\epsilon(p)$ from Eqs. (160) and (162) yields the very important relation

$$\theta_0(p) = \frac{Y(p)}{1 + Y(p)}. \tag{163}$$
Since Eqs. (159) and (161) are defining equations for \( \epsilon \) and \( Y_s \), Eq. (163) is valid for any feedback system for which Eq. (160) is valid. In certain types of systems Eq. (160) will not be valid if \( Y(p) \) is interpreted as the transfer function around the entire loop. This occurs when the servo output is not combined directly with the input but is further filtered in the feedback loop; the driving elements of the system are then activated by the difference between the input and this function of the output. For example, a modification of the servo system of Fig. 2-15 is shown in Fig. 2-16. A filter has been inserted in the feedback loop to provide an input to the differential that is not \( \theta_0(p) \) but \( Y_2(p) \theta_0(p) \). In such a system

\[
Y_1(p)[\theta_i(p) - Y_2(p)\theta_0(p)] = \theta_0(p).
\]  

The over-all transfer function is thus

\[
Y_0(p) = \frac{\theta_0(p)}{\theta_i(p)} = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)}.
\]  

On the other hand, the transfer function around the loop is

\[
Y_l(p) = Y_1(p)Y_2(p);
\]

\( Y_0(p) \) and \( Y_l(p) \) are not related by Eq. (163). It will be noted that Eq. (165) expresses the transfer function of the system as a fraction in which the denominator is 1 plus the transfer function around the loop. This can always be done.

Such servo systems as that shown in Fig. 2-16 are not, in general, satisfactory. If the system is to have a zero static error, it is clear that the feedback filter must always give the same asymptotic response to a step function; that is, \( \lim_{p \to 0} p Y_2(p)/(1/p) = Y_2(0) = 1 \) [see Eq. (129)].

Since changes in the parameters of the filter may change the value of \( Y_2(0) \), it is not customary to filter the output before comparing it with the input; on the other hand, such a filtering action may be inadvertently introduced by elasticity in the gear trains and by other factors.

A servo system may contain more than one feedback loop. Figure 2-17, for instance, show a feedback system with two loops. The inner loop serves to modify the characteristics of the driving elements; the whole of the contents of the dashed box of Fig. 2-17 corresponds to the box of Fig. 2-15. In this system we have

\[
\mu = \epsilon - Y_2(p)\theta_0(p),
\]  

\[
\theta_0(p) = Y_1(p)\mu.
\]
Eliminating $\mu$ from these equations, we obtain

$$\theta_0(p) = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)} \epsilon(p) = Y(p)\epsilon(p). \quad (168)$$

Thus

$$Y(p) = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)}. \quad (169)$$

The transfer function of the system is given by Eq. (163) or, more explicitly, by

$$Y_0(p) = \frac{Y_1(p)}{1 + Y_1(p) + Y_1(p)Y_2(p)}. \quad (170)$$

Since a servomechanism is a lumped-constant filter with transfer function $Y_0(p)$, its stability can be discussed by application of the general theory of filter stability: A servomechanism will be stable if and only if $Y_0(p)$ has no poles in the right half of the $p$-plane or on the imaginary axis. From Eq. (163) it is evident that $Y_0(p)$ will have a pole only where $1 + Y(p)$ has a zero. [A pole of $Y(p)$ is merely a point where $Y_0(p)$ equals 1.] Thus a servomechanism will be stable if and only if $1 + Y(p)$ has no zeros in the right half of the $p$-plane or on the imaginary axis. Such a statement will be universally valid only if $Y(p)$ is defined by Eq. (160). One can replace $Y(p)$ in this statement by the loop transfer function $Y_1(p)$ only if $Y_0(p)$ and $Y_1(p)$ are related by Eq. (163); in other cases one must re-examine the relation between these quantities. Such cases will not be considered further in this chapter.

The feedback transfer function is of basic importance in the theory of servomechanisms—for the discussion of stability, for the evaluation of errors in servo performance, and in general throughout the design procedure. We shall therefore turn to a discussion of its properties.

### 2.22. Feedback Transfer Function of Lumped-constant Servos

The feedback transfer function of a lumped-constant servo can be written as

$$Y(p) = \frac{K_s \, Q_m(p)}{p^s \, P_n(p)}, \quad m \leq n, \quad (171)$$

where $s$ is an integer, $K_s$ is a constant, and $Q_m(p)$ and $P_n(p)$ are polynomials of degree $m$ and $n$ respectively, the coefficients of the zero power of $p$ being taken as unity. The constant $K_s$ in this expression will be called the gain; in general it is defined as

$$K_s = \lim_{p \to 0} p^s Y(p), \quad (172)$$
the exponent $s$ being so chosen as to make the limit finite and different from zero.

The value of $s$ has an important bearing on the properties of the system. Eliminating $\theta_0$ between Eqs. (161) and (162), one can express the error in terms of the input,

$$\epsilon(p) = \frac{1}{1 + Y(p)} \theta_t(p).$$

(173)

Given the form of $\theta_t(p)$ and the limiting form of $Y(p)$ as $p \to 0$ (that is, $K_1/p^s$) one can determine, by application of Eq. (129), the limiting value approached by the servo error as $t \to \infty$. For example, let us consider a step-function input with the Laplace transform [Eq. (109c)]

$$\theta_t(p) = \frac{1}{p}.$$  

(174)

The limiting value of the error as $t$ becomes infinite is

$$\epsilon(\infty) = \lim_{p \to 0} p \frac{1}{1 + Y(p)} \frac{1}{p}$$

$$= \lim_{p \to 0} \frac{1}{1 + \frac{K_1}{p^s} \frac{Q_m}{P_n}} = \lim_{p \to 0} \frac{1}{1 + K_1 p^s}.$$  

(175)

The continued action of the servo will eventually reduce the error to zero only if $s \geq 1$. If $s = 0$, then the limiting value of the error is

$$\epsilon(\infty) = \frac{1}{1 + K_0}.$$  

(176)

Now let us assume that $s = 1$, so that the static error of the system is zero, and find the steady-state error arising when the input changes at a uniform rate. We consider then the constant velocity input with Laplace transform $\theta_t = 1/p^2$ [Eq. (111b)]. The error with which this input is followed will approach

$$\epsilon(\infty) = \lim_{p \to 0} p \frac{1}{1 + Y(p)} \frac{1}{p^2}$$

$$= \lim_{p \to 0} \frac{1}{p + K_1 \frac{Q_m}{P_n}}$$

$$= \frac{1}{K_1}.$$  

(177)

Thus, if the feedback transfer function has a simple pole at the origin ($s = 1$), the system will follow a unit constant-velocity input with an error (lag) that is the reciprocal of the gain. This gain $K_1$ is called the velocity-error constant.
If the system is to have zero error for a constant-velocity input, the condition to be satisfied is \( s \geq 2 \); that is, the feedback transfer function must have a second-order pole at the origin. If \( s = 2 \), the system will show an error for a constant acceleration input (\( \theta_t = 2/p^2 \));

\[
\epsilon(\infty) = \lim_{p \to 0} \frac{2}{p^2 + K_2 P_n} = \frac{2}{K_2}.
\]

The quantity \((K_2/2)\) is then called the acceleration-error constant.

2.23. The Feedback Transfer Locus.—The feedback transfer function furnishes one with a complete description of the servomechanism. It is a complex-valued analytic function of the complex variable \( p \); as such it is completely determined by its values along a curve. The imaginary axis has special significance in this connection because \( Y(j \omega)e^{j \omega} \) is the steady-state response of the feedback loop to the pure sinusoidal input \( e^{j \omega} \); \( Y(j \omega) \) can therefore be measured directly by experiment. The plot of \( Y(j \omega) \) in the complex \( Y \)-plane for all real values of \( \omega \) is called the feedback transfer locus; it is also referred to as the Nyquist diagram of the transfer function. As we shall see, this locus furnishes us with a very convenient way of determining the stability and the performance characteristics of the servomechanism.

Since the networks and devices with which we are concerned can be represented by differential equations with real coefficients, we have

\[
Y^*(j \omega) = Y(-j \omega).
\]  

(179)

It follows that the real part of \( Y(j \omega) \) is an even function and the imaginary part an odd function of \( \omega \). Consequently the transfer locus is symmetric about the real axis in the \( Y \)-plane; in plotting this locus it is necessary to draw only the graph for positive values of \( \omega \)—the remainder of the locus is then obtained by reflection in the real axis.

The properties of the feedback transfer function discussed in Sec. 2.22 are readily recognized in the transfer locus. If the static error for the system is zero, then the feedback transfer function must have a pole at \( p = 0 \). If the pole is of the first order, then, as shown in (b) of Fig. 2.18, \( Y(j \omega) \) becomes infinite along the negative imaginary axis as \( \omega \to 0+ \) (the + indicates that \( \omega \) approaches the origin from positive values as in Fig. 2.18a). For a second-order pole at the origin (a zero steady-state...
error for a constant-velocity input), \( Y(j\omega) \) becomes infinite along the negative real axis as shown in Fig. 2.18c. In general, if the feedback transfer function has a pole of order \( s \) at the origin, \( Y(j\omega) \) approaches infinity along the direction that makes an angle of \( (-\pi/2)s \) with the positive real axis.

The limiting form of the transfer locus as \( \omega \to \infty \) can also be easily obtained. Let \( b_m \) and \( a_n \) respectively be the coefficients of \( p^m \) in \( Q_m(p) \) and \( p^n \) in \( P_n(p) \) [Eq. (171)]; then as \( \omega \to + \infty \),

\[
Y(p) \to \frac{K_s}{p^{s+n-m}} \frac{b_m}{a_n}.
\]  

In general, \( s + n - m > 0 \); and \( Y(j\omega) \) approaches zero from a direction that makes an angle of \( (-\pi/2)(s + n - m) \) with the positive real axis. For example, if \( Q_m/P_n \) is a constant divided by a polynomial of first degree in \( p \), \( Y(j\omega) \) approaches zero along the negative real axis for \( s = 1 \) and along the positive imaginary axis for \( s = 2 \).

2.24. Relation between the Form of the Transfer Locus and the Positions of the Zeros and Poles.—In the preceding section the feedback transfer locus was defined as a mapping in the \( Y \)-plane of the imaginary axis in the \( p \)-plane. It is now necessary to define this locus more carefully. Usually the feedback transfer function will have a pole at the origin, and it may have other poles along the imaginary axis. As \( p \) passes through these poles, there are discontinuities in the transfer locus; this locus then falls into segments corresponding to the part of the imaginary axis between \(+ \infty \) and the first such pole reached with decreasing \( j\omega \), the part between the first and second poles, and so on. In order to define the connection between these segments we shall now modify the previous definition of the transfer locus.

Let us consider a path in the \( p \)-plane that lies along the imaginary axis, except that it shall include a small semicircular detour in the right half plane about the singular points on the imaginary axis, and a large semicircular path in the right half plane, from very large negative imaginary values to very large positive imaginary values (see Fig. 2.19). For sufficiently small detours about the poles on the imaginary axis and for a sufficiently large semicircular connecting path, this closed path will enclose all of the poles and zeros of any rational function \( Y(p) \) inside the right half plane. We shall call the closed curve that results from mapping any such contour onto the \( Y \)-plane the transfer locus of \( Y(p) \).
The so-defined transfer locus can be determined experimentally. It is evident that the locus for nonsingular frequencies can be obtained as the steady-state response to sinusoidal inputs at these frequencies. The mapping of the semicircles in the \( p \)-plane onto the \( Y \)-plane can be determined as follows. Near the singular frequencies the system will, in general, overload. One can, however, determine from such tests the order of the pole, which as we shall see is sufficient to define the transfer locus about the detours. The same is true for the large semicircle (about the point at infinity).

If the pole at \( p_1 \) is of order \( s \), then in traversing the semicircle from \( p_1 + j\rho \) to \( p_1 - j\rho \) (for sufficiently small but positive \( \rho \)), the curve traced in the \( Y \)-plane by \( Y(p) \) will be essentially an arc of a circle traversed in the counterclockwise direction through an angle of about \( s\pi \). This follows immediately from the fact that in the neighborhood of \( p_1 \) the transfer function is approximately of the form

\[
Y(p) = \frac{A}{(p - p_1)^s} \tag{181a}
\]

or

\[
Y(p_1 + \rho e^{i\phi}) \approx A\rho^{-s}e^{-i\phi}, \tag{181b}
\]

where \( A \) is a complex-valued constant.

Similarly, for very large values of \( |p| \) (the outer semicircle in the \( p \)-plane) we have

\[
Y(p) \approx \frac{K_0b_m}{a_n} \frac{1}{p^{s+n-m}} = \frac{K_0b_m}{a_n} e^{-(s+n-m)\phi} \tag{180}
\]

As the large semicircle is traversed by the point \( p = Re^{i\phi} \), from \( \phi = -\pi/2 \) to \( \phi = +\pi/2 \), \( Y(p) \) traverses a circular arc of small radius (approaching zero with \( 1/R^{s+n-m} \)) through an angle \( -(s + n - m)\pi \).

We have now seen how the feedback transfer function maps the closed curve of Fig. 2-19 into a closed curve \( \Gamma \) in the \( Y \)-plane. The right half of the \( p \)-plane is thus mapped by \( Y(p) \) into the interior of \( \Gamma \). Consequently if \( Y(p) \) is equal to \(-1\), for instance, for some point in the right half plane, then the contour \( \Gamma \) will encircle the point \((-1,0)\) in the \( Y \)-plane. Since the servomechanism will be stable if and only if \( Y(p) \) does not equal \(-1\) for any point in the right half of the \( p \)-plane, or on the imaginary axis, it is clear that the transfer locus furnishes us with another means of determining the stability of the servo. How this can be done will be discussed in the following sections.

2.25. A Mapping Theorem.—We shall now prove a theorem of analysis that is useful in the discussion of the stability of servomechanisms.

Let \( G(p) \) be a rational function of \( p \). If the point \( p \) in the \( p \)-plane
describes a closed contour \( C \) in the positive\(^1 \) sense, the point \( G(p) \) in the \( G \)-plane describes a closed contour \( \Gamma \) (Fig. 2.20). If the contour \( C \) encircles in a positive sense \( Z \) zeros and \( P \) poles (this takes into account the multiplicity of zeros and poles), the corresponding contour \( \Gamma \) in the \( G \)-plane encircles the origin

\[
N = Z - P
\]  
(182)
times in a positive sense.

We here assume that none of the zeros or poles lies on the contour in the \( p \)-plane; a slight modification of the contour will always allow it to satisfy this condition, since the zeros and poles of \( G(p) \) are isolated. The term "encircle" is defined as follows: Consider a radial line drawn from the point \( p_1 \) to a representative point \( P \) on the closed contour \( C \). As the point \( P \) describes the contour \( C \) in some sense, the radial line sweeps out an angle that will be some multiple of \( 2\pi \). If this angle is \( 2\pi n \), then the contour encircles the point \( p_1 \), \( n \) times. The sign of \( n \) will depend upon the sense in which \( P \) describes \( C \).

We shall prove the theorem in stages. Suppose first that the function has a single root at \( p = p_1 \):

\[
G(p) = A(p - p_1),
\]  
(183)
where \( A \) is a constant. In polar form this becomes

\[
G(p) = Ap e^{i\phi}.
\]  
(184)
It is clear that as the point \( p \) describes a contour \( C \) in the positive sense, the corresponding point in the \( G \)-plane describes a contour \( \Gamma \) in a positive sense. The number of times that \( \Gamma \) encircles the origin is precisely the total change in \( \phi/2\pi \) which occurs when \( p \) traces \( C \) once. Thus \( \Gamma \) encircles the origin once if \( C \) contains \( p_1 \) in its interior but otherwise does not encircle the origin.

If the function has two distinct roots \( p_1 \) and \( p_2 \), then

\[
G(p) = A(p - p_1)(p - p_2),
\]  
(185)
When written in polar form, this is

\[
G(p) = Ap_1 p_2 e^{i(\phi_1 + \phi_2)},
\]  
(186)
where \( p - p_1 = \rho_1 e^{i\phi_1} \) and \( p - p_2 = \rho_2 e^{i\phi_2} \). If the contour \( C \) encircles no roots, the total change in \( (\phi_1 + \phi_2) \) is zero and \( \Gamma \) does not encircle the origin. If the contour \( C \) encircles one or both the roots, the total change

\(^1\) The interior of the contour is always on the left as the point describes the contour.
MATHEMATICAL BACKGROUND

If the two roots are equal, any contour enclosing one will, of course, enclose the other, and the corresponding contour in the $G$-plane will encircle the origin twice. In general, if the contour $C$ encircles a root of $m$th order, or $m$ distinct zeros, the contour $\Gamma$ encircles the origin $m$ times in a positive sense.

Now let us consider a function with a pole of first order at $p = p_1$,

$$G(p) = \frac{A}{p - p_1} = \frac{A}{p} e^{-i\phi}. \quad (187)$$

If the contour $C$ encircles the pole $p = p_1$ in a positive sense, the contour $\Gamma$ in the $G$-plane encircles the origin once in a negative sense. This can be generalized in exactly the same fashion as was done above with respect to the zeros; if the contour $C$ encircles $n$ poles in a positive sense, then the contour $\Gamma$ in the $G$-plane encircles the origin $n$ times in a negative sense.

We can combine these types of function to form one that has both zeros and poles. Suppose $G(p)$ is a rational fraction

$$G(p) = \frac{Q_m(p)}{P_n(p)}, \quad m \leq n, \quad (188)$$

where $Q_m(p)$ and $P_n(p)$ are polynomials of degree $m$ and $n$ respectively. This can be written in factored form as

$$G(p) = A \frac{(p - p_1)(p - p_2) \cdots (p - p_m)}{(p - P_1)(p - P_2) \cdots (p - P_n)}, \quad (189)$$

where some of the roots $p_1, p_2, \ldots, p_m$ and some of the poles $P_1, P_2, \ldots, P_n$ may be repeated. As $p$ describes a closed contour that encircles $Z$ zeros and $P$ poles, the phase angle of $G$ changes by $+2\pi$ for each of the enclosed zeros and by $-2\pi$ for each of the enclosed poles. The total number of times that the corresponding contour in the $G$-plane encircles the origin is exactly $Z - P$. This establishes the validity of the mapping theorem.

2.26. The Nyquist Criterion.—Now let us apply the theorem of the preceding section to the function

$$G(p) = 1 + Y(p) \quad (190)$$

and to the closed contour in the $p$-plane illustrated in Fig. 2.19. The map of a contour in the $p$-plane onto the $Y$-plane can be obtained by shifting the corresponding map on the $G$-plane to the left by one unit. It follows that the contour $C$ in the $p$-plane, described in a positive sense, will map into a contour $\Gamma$ in the $Y$-plane that encircles the point $(-1,0)$ in a positive sense $N = Z - P$ times. The transfer locus—a curve of this type for which $C$ encloses all zeros and poles of $1 + Y(p)$ that lie
inside the right half of the $p$-plane—will thus encircle the point $(-1,0)$ a number of times that is the difference between the total number of zeros and the total number of poles of $1 + Y(p)$ inside the right half of the $p$-plane. This result, together with the fact that the system will be stable only if the number of zeros is zero, can be used in the discussion of the stability of servomechanisms.

There is a well-known theorem due to Nyquist\(^1\) that applies to feedback systems in which the feedback transfer function is that of a passive network. The feedback transfer function of even a single-loop servo is not usually of this form; the very presence of a motor introduces a pole at the origin. It remains true, however, that single-loop servos of a large and important class have feedback transfer functions with no poles inside the right half of the $p$-plane. To these single-loop servos the following theorem applies: The servo will be stable if and only if the locus of the feedback transfer function does not pass through or encircle the point $(-1,0)$ in the $Y$-plane.

This can be proved as follows. First of all, let us assume that the over-all transfer function

$$Y_0(p) = \frac{Y(p)}{1 + Y(p)} \quad (163)$$

has a pole on the imaginary axis. Then $1 + Y(p)$ has a zero for some point $p$ on the imaginary axis, and $Y(p) = -1$; the feedback transfer locus passes through the point $(-1,0)$. We know that in this case the servo is unstable (Sec. 2:20), in agreement with the statement of the Nyquist criterion.

Now let us assume that there is no pole of $Y_0(p)$ on the imaginary axis. Then the servo will be stable if and only if $1 + Y(p)$ has no zeros in the right half of the $p$-plane. Now single-loop servo systems of the class that we are considering have no poles of $Y(p)$ in the right half of the $p$-plane; that is, $P = 0$. The contour $C$ does not pass through any poles or zeros of $1 + Y(p)$, since the poles are bypassed by detours and we are now considering only the case where there are no poles of $Y_0(p)$ [i.e. no zeros of $1 + Y(p)$] on the imaginary axis. It follows that the feedback transfer locus will encircle the point $(-1,0)$ a number of times that is exactly equal to the number of zeros of $1 + Y(p)$ in the right half plane. The servo will thus be stable if and only if the number of encirclements is zero. This concludes the proof of the criterion.

Examples.—As an application of the Nyquist criterion we shall now consider the type of servo described by Eq. (46). The feedback transfer function for this system is

$$Y(p) = \frac{K}{p(Tmp + 1)} \quad (191)$$

where $K$ is the gain and $T_m$ the motor time constant. A rough sketch of
the locus of the feedback transfer function is shown in Fig. 2.21. The
full line shows the portion of the locus obtained for positive values of $\omega$;
the dotted line that obtained for negative values of $\omega$. The semicircle
about the origin corresponds to the indentation made to exclude the origin. The arrows
indicate the direction in which the locus is traced as $\omega$ goes from $+\infty$ to $-\infty$. Actually
what is drawn is the locus of $Y(p)/K$; the critical point is then $(-1/K,0)$ instead of $(-1,0)$.
(The reason for drawing the locus in this way is that it is much easier to change the position of
the critical point than to redraw the locus for different values of the gain.) According to the
Nyquist criterion this servo system is stable, since the feedback transfer function locus does
not encircle the point $[-(1/K), 0]$.

Theoretically, the system will be stable however large the gain. This
is not actually the case, because the feedback transfer function in Eq.
(191) only approximates that of the physical servomechanism. A closer
approximation includes the time constant $T_a$ of the amplifier; then

$$
\frac{Y(p)}{K} = \frac{1}{p(T_m p + 1)(T_a p + 1)}.
$$

(192)

The locus of this feedback transfer function is shown in Fig. 2.22. For
small values of the gain $K$, the critical point $[-(1/K), 0]$ is not enclosed by
the locus and the system is stable; for large values of the gain, the point
$[-(1/K), 0]$ is encircled twice by the locus, and the system is unstable. It
is easy to obtain the limiting value of $K$ for which the system becomes un-
stable. The value of $\omega$ for which the locus crosses the negative real axis is easily found to be $\omega_0 = 1/\sqrt{T_m T_a}$. Since $T_m$ is much larger than $T_a$, the magnitude of $Y$ at this point is

$$
|Y|_0 \approx K T_a.
$$

(193)

For stability, then, $K T_a$ must be less than unity; that is,

$$
K < \frac{1}{T_a}.
$$

(194)
2.27. Multiloop Servo Systems.—In single-loop servo systems the feedback transfer function has no poles inside the right half of the \( p \)-plane. As a consequence the stability criterion has the simple form given in the previous section. For multiloop servo systems, however, the feedback transfer function may contain poles in the interior of the right half plane; this can occur when one of the inner loops is unstable. When this is the case, the more general form of the theorem in Sec. 2.24 must be applied.

It remains true that the system is stable if and only if there are no zeros of \( 1 + Y(p) \) in the right half plane, but the number of times that the feedback transfer locus encircles the point \((-1,0)\) is equal to the number of zeros minus the number of poles. An independent determination of the number of poles inside the right half of the \( p \)-plane must be made, after which the number of zeros can be obtained by reference to the transfer locus and use of Eq. (182).

In general, because of the form of the feedback transfer function for a multiloop system, it is not very difficult to determine the number of these poles. As stated in Sec. 2.21, the feedback transfer function for multiloop systems will often be of the form

\[
Y(p) = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)}. \tag{169}
\]

If there are three independent loops in the system, \( Y_1(p) \) may itself be of the form

\[
Y_1(p) = \frac{Y_3(p)}{1 + Y_3(p)Y_4(p)}. \tag{195}
\]

A procedure for determining the stability of the multiloop servo system will be made clear by considering such a three-loop system. The poles of \( Y_3(p)Y_4(p) \) can be obtained by inspection, since this, in all likelihood, will be a relatively simple function. The locus of \( Y_3(p)Y_4(p) \) is then sketched to determine the number of times that it encircles the point \((-1,0)\). From this number \( N \) and the number of poles of \( Y_3(p)Y_4(p) \) in the right half of the \( p \)-plane, the number of zeros of \( 1 + Y_3(p)Y_4(p) \) in this region can be obtained; this is the number of poles of \( Y_1(p) \) inside the right half of the \( p \)-plane. The number of poles of \( Y_2(p) \) in the right half of the \( p \)-plane can be determined by inspection; the number of poles of \( Y_1(p)Y_2(p) \) is the sum of these numbers. The locus of \( Y_1(p)Y_2(p) \) is then drawn, and the number of poles of \( Y(p) \) in this region is determined as before. Finally the locus of \( Y(p) \) is drawn, and from this locus is deduced the number of zeros of \( 1 + Y(p) \) in the right half of the \( p \)-plane. Thus by use of a succession of Nyquist diagrams it can be determined whether or not the system is stable.
Examples of Multiloop Systems.—We shall first discuss a two-loop system of the type sketched in Fig. 2.17. Let us suppose that the inner loop consists of a tachometer plus a simple $RC$-filter of the type shown in Fig. 2.6. The tachometer output is a voltage proportional to the derivative of the servo output. The transfer function for the combination is therefore

$$Y_2(p) = K_1 p \frac{T_0 p}{T_0 p + 1},$$

(196)

where $K_1$ is the factor of proportionality. We shall suppose that the amplifier-plus-motor has the transfer function

$$Y_1(p) = \frac{K_2}{p(T_m p + 1)(T_o p + 1)}.$$

(197)

The feedback transfer function is

$$Y(p) = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)}.$$  

(169)

To determine whether or not $Y(p)$ has any poles in the right half of the $p$-plane it is necessary to examine

$$Y_1(p)Y_2(p) = \frac{K_1K_2T_0 p}{(T_m p + 1)(T_o p + 1)(T_o p + 1)}.$$  

(198)

The transfer locus for $Y_1(p)Y_2(p)$ is shown in Fig. 2.23. Since

$$Y_1(p)Y_2(p)$$

has no poles in the right half of the $p$-plane, the Nyquist criterion can be applied to determine whether $1 + Y_1Y_2$ has any zeros in the right half of the $p$-plane. It is evident from Fig. 2.23 that the locus does not encircle the point $(-1,0)$ for $K_1K_2 \geq 0$; consequently $1 + Y_1Y_2$ has no zeros in the right half plane, and $Y(p)$ has no poles in this region. It follows that the simple Nyquist criterion can be applied in this case.

As a second example we shall consider a servo for which the simple Nyquist criterion is not valid. We shall again consider the system shown in Fig. 2.17 and shall suppose that the tachometer and filter combination has the transfer function

$$Y_2(p) = K_1 p \left( \frac{T_0 p}{T_0 p + 1} \right)^3,$$

(199)

and that the amplifier plus motor can be described by

$$Y_1(p) = \frac{K_2}{p(T_m p + 1)}.$$  

(200)
We shall further assume that \( T_0 > T_m \). As above, the feedback transfer function is

\[
Y(p) = \frac{Y_1(p)}{1 + Y_1(p)Y_2(p)},
\]

where now

\[
Y_1(p)Y_2(p) = \frac{K_1K_2}{(T_\infty p + 1)} \left( \frac{T_0 p}{T_0 p + 1} \right)^3
\]

The locus of \( Y_1Y_2 \) is sketched in Fig. 2.24 for positive values of \( \omega \) only. This locus intersects the negative real axis at about the frequency

\[
\omega_0 \approx \frac{1}{\sqrt{3}T_0}.
\]

The magnitude of \( Y_1Y_2 \) at this frequency is

\[
|Y_1Y_2(\omega_0)| \approx \frac{1}{3}K_1K_2.
\]

Thus the inner loop is stable if \( \frac{1}{3}K_1K_2 < 1 \). If \( \frac{1}{3}K_1K_2 > 1 \), the inner loop is unstable and, indeed, an application of the theorem of Sec. 2.25 shows that in this case there are two zeros of the function \( 1 + Y_1Y_2 \) in the right half of the \( p \)-plane.

We shall now assume that the gain is set so that the inner loop is unstable. A sketch of the feedback transfer locus is shown in Fig. 2.25; the origin of the \( p \)-plane has been excluded from the right half of the \( p \)-plane by the usual detour. If the gain \( K_1 \) is such as to make the point \((-1,0)\) be at \( A \), then \( N = 0 \). Since \( Y(p) \) has two poles in the right half of the \( p \)-plane, \( 0 = Z - 2 \), or \( Z = 2 \); the system is unstable. If the simple Nyquist criterion were applied to this system, it would lead to the false conclusion that the system is stable. If the gain \( K_1 \) is such as to make the point \((-1,0)\) fall at \( B \), then \( N = -2 \). In this case \(-2 = Z - 2 \) and \( Z = 0 \); the system is stable. In applying the simple Nyquist criterion one would have obtained a double encirclement of the critical point in a negative direction; the result would then have been ambiguous.
3.1. Introduction.—In this chapter there will be presented some examples of the physical devices that are common components in electronic servo loops. Its purpose is to describe a few actual circuits and mechanisms that may assist in the physical understanding of the problems discussed in following chapters—the design and mathematical consideration of the entire servo loop. This chapter can, however, serve only as a cursory introduction to the field of servo components.

Since the types of devices commonly utilized in the more complex servo loops are the same as in relatively simple servo loops, it is sufficiently informative to consider the possible elements in such a simple loop as that presented in Fig. 3.1. In this figure the common mechanical differential symbol has been employed to indicate any device that has an output proportional to the difference of two inputs. Thus,

\[ \epsilon = \theta_1 - \theta_0. \]  

(1)

The various "boxes" employed in the loop have transfer characteristics defined by

\[ Y_{mn}(p) = \frac{\theta_n(p)}{\theta_m(p)}. \]  

(2)

In general, attention will be focused on the frequency dependence of these transfer characteristics rather than on amplification or gain. Because of this, no space will be devoted, for example, to the quite involved problem of the design of vacuum-tube amplifiers. Special
attention will be paid, however, to error-measuring systems and their inaccuracies. This emphasis is based on the fact that such elements are not included in the servo loop and therefore no amount of care in the design of the loop will decrease the error resulting from their inadequacies.

The equation relating the input quantity \( \theta_1 \) and the output quantity \( \theta_0 \) in Fig. 3.1 is

\[
\frac{\theta_0}{\theta_1} = \frac{Y_{12}(p)Y_{23}(p)Y_{31}(p)}{1 + Y_{12}(p)Y_{23}(p)Y_{31}(p) + Y_{23}(p)Y_{32}(p)}.
\]

The relation between error \( \epsilon \) and the output quantity is

\[
\frac{\theta_0}{\epsilon} = \frac{Y_{12}(p)Y_{23}(p)Y_{31}(p)}{1 + Y_{23}(p)Y_{32}(p)}.
\]

It is to be noted that the loop in the example involves two devices of the differential type. Differential 1 of Fig. 3.1 is an error-measuring system; such systems will receive extended discussion in this chapter. Amplifiers may be employed in either or both of the boxes \( Y_{12}(p) \) and \( Y_{23}(p) \). In one of these boxes there may be also a device for changing the nature of the signal carrier; such elements will be mentioned in this chapter. Also, special transfer characteristics may be desired for operating on the error \( \epsilon \); suitable networks for this will be presented. Equalizing or stabilizing feedback is employed by the path through \( Y_{32}(p) \), and a section of this chapter will present examples of the devices commonly used to obtain a desired transfer characteristic \( Y_{32}(p) \). The remaining box, the transfer characteristic of which is given as \( Y_{31}(p) \), is often a gear train and as such has (if it is properly designed) no interesting frequency dependence. Some discussion, however, will be included on the problem of gear trains.

There is, of course, no clear-cut rule for separating the components of a servo loop. Indeed, even with the same servo loop it is sometimes helpful to make different separations that depend upon the particular interest at the time. In this chapter, the attempt will be made to separate transfer functions according to physical pieces of equipment. To maintain consistency with Fig. 3.1, primes will be used if additional equipment is involved.

3.2. Error-measuring Systems.—Necessary components of any closed-loop system are those devices which measure the deviation between the actual output and the desired output.

It is important that this difference, or error, be presented in the form most suitable for the other components in the control system. Thus the location of equipment, as well as the choice of the physical type of error signal and its transmission, is important. For example, a mechanical differential is rarely used as a device to obtain the difference between
the actual output and the desired output, because it is often impractical to realize these two quantities as physically adjacent shaft rotations. Also, one may or may not desire the error as a shaft rotation, the choice depending upon the amplifying system to be used and its required placement.

Certainly one must also choose an error-measuring system that has an inherent accuracy greater than that required of the over-all loop. Often both static accuracy and dynamic accuracy of the system must be examined. Many error-measuring devices produce "noise" of such a nature that the component frequencies are proportional to the rate of change of the input and output quantities. The response of the loop to this noise must be considered.

In addition to such noise, error-measuring systems utilizing a-c carrier voltages commonly have in the final output not only a voltage proportional to the error, with a fixed phase shift from the excitation voltage, but also a voltage that is not a function of error and is 90° out of phase with the so-called error voltage. Harmonics of both voltages are usually also present. The phase shift of the error voltage, if reasonably constant for the class of device, is not a serious problem but must be considered in the design of the other components. The quadrature voltage and the harmonic voltages are often very troublesome because they tend to overload amplifiers and to increase the heating of motors. Special design, nevertheless, can eliminate this problem (see Sec. 3:12).

Finally, the components of the error-measuring system must be mechanically and electrically suitable for the application; that is, the error-measuring system must fulfill its function for a sufficient length of time under velocities and accelerations of the variables being transmitted and with the exposure, impacts, temperatures, etc., encountered in the anticipated use of the equipment.

Because of the ease of transmission of signals and the resulting freedom in placement of equipment, electrical devices have had wide applications as error-measuring devices. A few types will be discussed in the following sections.

3-3. Synchros.—This discussion, elementary in nature, will be restricted to a type of synchro that is in common use in Army, Navy, and some nonmilitary equipment.

If the axis of a coil carrying an alternating current makes an angle $\theta$ with the axis of a second concentric coil, the induced emf in the second coil will be $K \cos \theta$, where $K$ is a constant dependent upon the frequency and the magnitude of the current in the primary coil, the structure of the coils, and the characteristics of the magnetic circuit. If two additional secondary coils are added with their axes 120° and 240° from the axis of the first secondary coil (see Fig. 3:2), the emf's will be
where the subscripts indicate the points between which the voltage is measured and their order gives the sense of the measurement. The terminal voltages will be

\[
\begin{align*}
E_{3132} &= K \sqrt{3} \cos (\theta + 30^\circ), \\
E_{3233} &= K \sqrt{3} \cos (\theta + 150^\circ), \\
E_{3351} &= K \sqrt{3} \cos (\theta + 270^\circ).
\end{align*}
\]

In Fig. 3-2 the labeling is that for Navy synchros, and the circuit as drawn is physically equivalent to a Navy synchro viewed at the end of the synchro from which the rotor shaft extends. It is standard practice in the Navy, however, to consider counterclockwise rotation positive rather than clockwise, as in Fig. 3-2.

Various modifications of the construction of a synchro exist to suit different functional uses. In this section, only synchro transmitters, synchro repeaters, and synchro control transformers will be mentioned. In these units, the three stator coils are located on a laminated magnetic frame that surrounds and supports the rotor. Synchro transmitters and repeaters have a salient pole or "dumbbell" type rotor, but a control transformer has a cylindrical rotor. A mechanical damper is built into synchro repeaters to decrease oscillatory response. For a more detailed discussion of these types of synchros (and for discussion of other types), one or more of the various references should be consulted.¹

Table 3-1 gives a brief summary of some of the characteristics of a few of the Army and Navy synchros.

### 3.4. Data System of Synchro Transmitter and Repeater

Such a device as that described in Sec. 3-3, so constructed that the angle \( \theta \) can be changed at will by turning the rotor (the primary), is known as a

synchro transmitter (or generator) when it is used in transmitting electrically the value of the angle $\theta$. By use of a synchro repeater (or motor), the angle $\theta$ may be reproduced at a remote position as a shaft rotation. A synchro repeater is similar in structure to a synchro transmitter, except for the addition of the damper previously mentioned. Because of the difference in use, the rotor of the repeater is free to rotate with little friction and low-inertia loads, whereas the transmitter rotor is mechanically constrained to the value of $\theta$ that is to be transmitted. A repeater is connected to a transmitter as indicated in Fig. 3.3.

### Table 3-1.—Synchro Units for 115-Volt, 60-Cycle Operation

<table>
<thead>
<tr>
<th>Synchro</th>
<th>Weight, lb</th>
<th>Stator Volts</th>
<th>Rotor Volts</th>
<th>Excitation Current, amp</th>
<th>Unit Torque, gradient, oz-in./degree</th>
<th>Unit Static Accuracy, degrees</th>
<th>Rotor Inertia, lb in.$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5G Navy generator</td>
<td>5</td>
<td>90</td>
<td>115</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>6G Navy generator</td>
<td>8</td>
<td>90</td>
<td>115</td>
<td>1.3</td>
<td>1.2</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>7G Navy generator</td>
<td>18</td>
<td>90</td>
<td>115</td>
<td>3.0</td>
<td>3.4</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>1F Navy motor</td>
<td>2</td>
<td>90</td>
<td>115</td>
<td>0.3</td>
<td>0.06</td>
<td>0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>5F Navy motor</td>
<td>5</td>
<td>90</td>
<td>115</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>1CT Navy control</td>
<td>2</td>
<td>90</td>
<td>55</td>
<td>0.045</td>
<td></td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>transformer</td>
<td>3</td>
<td>90</td>
<td>55</td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>5CT Navy control</td>
<td>5</td>
<td>90</td>
<td>55</td>
<td>0.045</td>
<td></td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>transformer</td>
<td>10.3</td>
<td>105</td>
<td>115</td>
<td>0.55</td>
<td>0.48</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>IV Army transmitter</td>
<td>4.8</td>
<td>105</td>
<td>115</td>
<td>0.55</td>
<td>0.48</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>I-4 Army transmitter</td>
<td>11.8</td>
<td>105</td>
<td>115</td>
<td>1.0</td>
<td>1.0</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>X Army repeater</td>
<td>1.3</td>
<td>105</td>
<td>115</td>
<td>0.12</td>
<td>0.020-0.025</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>V Army repeater</td>
<td>4.8</td>
<td>105</td>
<td>115</td>
<td>0.55</td>
<td>0.48</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>II-6 Army repeater</td>
<td>10.3</td>
<td>105</td>
<td>115</td>
<td>0.55</td>
<td>0.53</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>XXV Army transformer</td>
<td>1.3</td>
<td>104</td>
<td>60</td>
<td></td>
<td></td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>XV Army transformen</td>
<td>4.8</td>
<td>104</td>
<td>58</td>
<td></td>
<td></td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

If the rotor of the repeater has the same angular relationship to its stator coils as the rotor of the transmitter has to its stator coils, no current will flow in the stator leads. This is a minimal-energy position. If the angles are different, currents flow in the stator leads and equal torques are exerted upon both the transmitter and the repeater rotors in such a sense as to reduce the misalignment and thus to approach a minimal-energy position. Since the transmitter rotor is constrained, the repeater rotor turns until it assumes an angular position $\theta$, to within the errors caused by construction difficulties and friction. It will be shown
(Sec. 3.6) that the restoring torque when a synchro unit is connected to a similar unit acting as a transmitter is very nearly $57.3 T_u \sin (\theta' - \theta)$, where $T_u$ is the unit torque given in Table 3.1. There is a position of zero torque at 180° misalignment, but it is unstable.

In some cases where it is necessary to reproduce a variable quantity remotely as a rotation, the primary system can easily stand any torque that might be reflected upon it. It might seem that a simple transmitter-repeater system would have wide use in such cases. As is seen, however, from Table 3.1, small loading would cause very appreciable errors even for the larger synchros. If the error ever exceeds 180°, the synchro repeater will seek a null 360° from the proper angle. In fact, the synchro repeater may lock to a zero torque position after any number of multiples of 360° measured at its own shaft. This makes it difficult to obtain greater torques by gearing down to the load, though some schemes have been devised.

As a further disadvantage, the transfer characteristic of a transmitter-repeater system exhibits a high resonant peak (an amplification of 2 to 8, depending on the manufacturer) at a frequency between 4 and 8 cps. Any increase in the inertia at the synchro shaft results in a still poorer transfer characteristic.

For these reasons, simple transmitter-repeater data systems are generally used to drive only light dials. In such a use, a coarse dial (so-called “low-speed” dial) is driven by one transmitter-repeater combination in which shaft values are such that the 360° ambiguity is of no consequence or such that the ambiguity will be avoided by limits on the variable. A fine dial (so-called “high-speed” dial) for accurate interpolation between graduations on the low-speed dial is driven by a second transmitter-repeater combination. Since it is used only for interpolation, the 360° ambiguity causes no concern.
By adding torque-amplifying equipment that is activated by the rotation of the synchro-repeater shaft, many types of servos can be devised. They range from simple types in which the rotor activates a switch that directly controls an electric motor, to more complex systems in which, for instance, the synchro repeater controls a valve in a hydraulic amplifier.

3.6. Synchro Transmitter with Control Transformer as Error-measuring System.—Without torque amplification, a synchro-transmitter—

![Diagram of synchro transmitter connected to a synchro control transformer.](image-url)

repeater combination is not, in general, satisfactory as a follow-up because of the low torque and poor response characteristic. As a result of the extensive development of the science of electronics and of design advances in electric motors and generators, torque amplification is often obtained by electrical means. For this, the natural input is a voltage rather than a shaft rotation. To meet this need, synchro control transformers have been developed. Figure 3.4 shows how a control transformer is connected to a transmitter.

With neglect of source impedance, the voltages given in Eq. (6) will be impressed across corresponding stator leads of the control transformer. These voltages will produce proportional fluxes, which will add vectorially to give a resultant flux having the same angular position in respect to the control-transformer stator coils as the transmitter rotor has to its stator coils. If the rotor of the control transformer is set at right angles to this flux, no voltage is observed across terminals R1-R2. If the angle of rotation $\theta'$ of the control-transformer rotor is less than $\theta$, an a-c voltage appears across R1-R2 with a slight phase lead (about 10°) with respect to the line voltage. If $\theta'$ is greater than $\theta$, an a-c voltage is again observed across R1-R2, but with an additional 180° phase shift. In fact, the voltage appearing across R1-R2 may be expressed as $E_{R1R2} = E_{\text{max}} \sin (\theta - \theta')$. Since $E_{\text{max}}$ is usually about 57 volts, there is, for small errors, about a volt per degree of error measured at the synchro shaft. In addition, a quadrature voltage (with harmonics), usually less than 0.2 volt in magnitude, is present even at $\theta' = \theta$. Note that there is a "false zero" 180° from the proper zero.

By use of a phase-sensitive combination of amplifier and motor, a
torque can be obtained that can be used to make \( \theta' \) just equal to \( \theta \). This is accomplished by connecting the input of the amplifier to terminals R1-R2 of the control transformer and controlling a motor, geared to the control-transformer rotor, with the output of the amplifier. If the equipment to be positioned is also geared to the motor, a simple servomechanism is thus obtained. Examination of the phase of the voltage for angles very near the "false zero" mentioned above shows that it is an unstable position. The servo will quickly synchronize to the proper zero.

It is to be noted that here, as for the synchro-transmitter-repeater data system, the error in following must not exceed 180° at the synchro shaft, or this servo system will seek a null 360° or a multiple of 360° (measured at the synchro shaft) from the proper angle. Therefore, the same requirements on shaft values must be imposed here as were mentioned for the single synchro-transmitter-repeater combination.

Difficulties in fabrication introduce inaccuracies in synchros as shown in Table 3.1. These inaccuracies are a serious limitation on the use of the previously described system using a single transmitter and control transformer. Such an error-measuring system is often called a "single-speed" synchro data system.

The effect of inaccuracies of synchros on the precision of transmission of a quantity can be greatly decreased by operating the synchro at a smaller range of the variable per revolution of the synchro. For example, if the servo problem is to reproduce accurately the train angle of a director, a "1-speed" synchro system will be needed. For this there are needed a synchro transmitter geared one-to-one to the director and, of course, a synchro control transformer geared one-to-one to the remote equipment that is to follow the director. Since 360° rotation of the director rotates the synchro through 360°, a 0.5° inaccuracy of the synchro system would give 0.5° inaccuracy in reproduction of the angle. This 1-speed synchro has no stable ambiguous zeros. It can now be paralleled with a "high-speed" synchro system, so geared, for example, that 10° of director rotation turns this second transmitter 360°. A similarly geared control transformer is added to the remote equipment. The synchros are now aligned or electrically zeroed (see previous references in Sec. 3-3 for technique) by so clamping their frames that when the error between director position and the position of the remote equipment is zero, both synchro systems produce zero-error voltage. With such a pair of high-speed synchros the inherent inaccuracy in reproducing the train angle has been reduced by a factor of 36; for example, it is 0.013° if an inaccuracy of 0.5° exists at the synchro shaft. Unfortunately, the high-speed (which can in this case be called 36-speed) system has 35 false zeros, or lock-in points.

The 1-speed system gives approximate information of the total train
angle; the 36-speed system gives very accurate indication of the angle, but only if it is synchronized at the proper zero.

A switching system is needed to put the 1-speed system in control until the reproduced train angle is approximately correct and then throw the control to the 36-speed synchro system. Such a circuit is often called a "synchronizing" circuit. An example of a type of such a circuit is shown in Fig. 3.5.

The action of the circuit is quite simple. The first tube V1 acts as an amplifier. The second tube is biased below cutoff. As the 1-speed error voltage increases, there is no effect on the plate current of V2 until the error has reached a critical value related to the bias on V2, at which point the average plate current of V2 increases rapidly. This critical value of error is chosen either by changing the gain of the first stage or by changing the bias on V2 so that the 1-speed system assumes control before there is any danger of locking-in on one of the adjacent false zeros of the 36-speed system.

Since the error should be low while the servo follows motions of the director, this circuit will not need to function except when the follow-up system is first turned on or when there is a severe transient in the motion of the director.

There are some considerations that tend to limit the extent to which the shaft value of the high-speed synchro control transformer is decreased in an effort to improve the accuracy of a servo and, incidentally, also to increase the gain of the transmission system in volts per unit of error. One limitation is that the high-speed synchros should not be driven at too
high a rate at the maximum velocity of the transmitted variable. For example, Navy units listed in Table 3.1 should not be driven faster than 300 rpm, though there are special units, similar in other respects, that can be driven up to 1200 rpm. Inertia considerations should not be overlooked. Often the synchros, even if at 36-speed, reflect to the motor shaft inertia that is not negligible, especially for small motors. Synchronizing difficulties may arise at low shaft values of the high-speed synchro. Because the region of high-speed control is extremely narrow, a comparatively short time is required for the servo to pass completely through this region. A large number of overshoots or even sustained oscillation may result. Finally, little is gained by lowering the shaft value of the high-speed synchro if backlash in the synchro gearing is causing more error than that inherent in the synchros or, in general, if the other components in the loop do not merit increased accuracy from the data transmission.

The above director follow-up system will serve to illustrate a problem encountered in dual-speed synchro systems. If the follow-up mechanism is turned off and the director is rotated through an angle that is close to an integral multiple of 180°, the 36-speed system will be at or near a stable zero (see Fig. 3.6a). Furthermore, the system is at or near the false zero of the 1-speed synchros, and there will be insufficient signal to activate the relay of the synchronizing circuit. Thus the follow-up, if turned on, would remain 180° from the proper angle until some condition arose that caused sufficient error to throw the relay. Such an ambiguous zero exists in any dual-speed data system at those values of the transmitted variable which require an even number of rotations of the high-speed synchro and an integral number of half revolutions of the low-speed synchro.

The problem of this ambiguous zero can be solved by putting in series with the error voltage from the 1-speed synchro control transformer a voltage $E_{so}$ that has a magnitude in the range

$$S_{HS} \cdot \epsilon_c > 2 \cdot \frac{57}{E_{max}} \cdot E_{so} > \epsilon_c,$$

(7)

where $\epsilon_c$ is the critical error angle that will throw the synchronizing relay, $S_{HS}$ is the shaft value of the high-speed synchro system, and $E_{max}$ is the maximum error voltage that the synchro can deliver. The voltage $E_{so}$ is often called an "antistick-off" voltage.

The purpose of this voltage $E_{so}$ is to displace the false zero of the 1-speed system so that there is enough voltage from the 1-speed system to throw the synchronizing relay at what was the ambiguous zero. Of course, the 1-speed false zero must not be displaced so much that it approaches the next stable null of the high-speed system.
The displacement of the false zero can better be understood if one follows through the procedure of adding the voltage step by step. Figure 3.6a is a plot of the magnitude of the voltages observed from both the 1- and the 36-speed synchro systems as the director is rotated through 360° of train angle with the follow-up turned off. In this figure, when the plot of the magnitude of the a-c error voltage passes below the baseline, it indicates a phase shift of 180°. For clarity, only the voltages in the region of 0° (the angle at which the remote equipment has been left) and in the region of 180° (the region of the ambiguous zero that we wish to eliminate) are plotted. This is merely a partial plot of

\[ E_L = E_{\text{max}} \sin \theta, \]  

(8a)

and

\[ E_H = E_{\text{max}} \sin (36\theta), \]  

(8b)

where \( E_L \) is the error voltage from the 1-speed system, \( E_H \) is the error voltage from the 36-speed system, and \( \theta \) is the angle through which the director has been turned.

If a voltage \( E_{so} \) from the same a-c source that is used to excite the
synchro generators is added to the 1-speed error voltage, the voltages become

\[ E'_L = E_{\text{max}} \sin \theta + E_{80}, \quad (9a) \]
\[ E_H = E_{\text{max}} \sin (36\theta). \quad (9b) \]

This will displace upward the curve in Fig. 3.6a labeled "1-speed error voltage."

Now it is still necessary that when the director is at the same angle as the remote equipment, the error voltage from the 1- and 36-speed systems be zero and of the same phase for small errors. Therefore, we realign the low-speed control transformer to obtain these conditions, and the result is shown in Fig. 3.6b. The equations for the voltages are now

\[ E''_L = E_{\text{max}} \sin (\theta - \phi) + E_{80}, \quad (10a) \]
\[ E_H = E_{\text{max}} \sin (36\theta). \quad (10b) \]

Since at \( \theta = 0 \), \( E''_L = 0 \), we have

\[ E_{80} = E_{\text{max}} \sin \phi. \quad (11) \]

The new position of the false zero \( \theta_f \) of the 1-speed system is given by the solution of

\[ 0 = E_{\text{max}} \sin (\theta_f - \phi) + E_{\text{max}} \sin \phi, \]

or

\[ \theta_f = 180 + 2\phi. \quad (12) \]

Thus the false zero has been shifted through an angle \( 2\phi \). It is desired that the false zero be shifted by an amount greater than \( \epsilon_c \), the critical error angle associated with the throwing of the synchronizing relay. Then the follow-up will be unable to settle in the stable zero at 180° of the 36-speed system because the synchronizing relay will be energized. Also, the false zero must be shifted by an amount that differs by \( \epsilon_c \) from an integral multiple of the shaft value \( S_{HS} \) of the high-speed synchro. For practical reasons, it is well to limit the shift to an amount less than the shaft value of the high-speed synchro. Therefore,

\[ S_{HS} - \epsilon_c > 2\phi > \epsilon_c. \quad (13) \]

Since \( \phi \) is fairly small, we may write

\[ S_{HS} - \epsilon_c > 2\frac{57}{E_{\text{max}}} E_{80} > \epsilon_c \quad \text{(values in degrees).} \quad (14) \]

For a 1- and 36-speed system, such as our example, \( S_{HS} = 10° \) and \( \epsilon_c \) is usually about 2°. Thus a reasonable choice of \( E_{80} \) is about 3 volts, because \( E_{\text{max}} \approx 57 \) volts.

We may generalize the above formula to include systems in which the
low-speed synchro is not at 1-speed and obtain

\[ S_{HS} - \varepsilon_c > \frac{S_{LS}}{\pi} \frac{E_{SO}}{E_{max}} > \varepsilon_c, \]  

(15)

in which \( S_{HS} \) is the shaft value of the low-speed synchro and \( S_{HS}, S_{LS}, \) and \( \varepsilon_c \) are all expressed in the same units of the variable.

3.6. Coercion in Parallel Synchro Systems.—So far in this discussion there has been no mention of the effects of the internal impedance of synchro units. As more follow-up systems composed of synchro repeaters or combinations of synchro repeaters and transformers are added in parallel to a single synchro transmitter, impedance effects become more pronounced.

Simple relationships, predicting these effects with satisfactory accuracy for small angular errors between transmitter and follow-up, can be obtained from elementary reasoning. These relationships are supported both by experiment and by precise analysis.¹

We are interested in a synchro system that is transmitting a fixed angle \( \theta \). For generality, a transmitter of size \( a \) and a repeater of size \( b \) (such as, for instance, a Navy 7G driving a Navy 5F) are chosen. The \( Y \)-connected stator system is replaced by a stator system composed of

one coil with its axis at an angle \( \theta \) (thus parallel to the transmitter rotor) and a second coil with its axis at an angle \( \theta + 90^\circ \). This is an equivalent circuit for computing torque, provided appropriate circuit values are used. By applying a small torque to the rotor of the repeater, a small angular error \( \Delta \) is introduced into the system. The configuration is drawn in Fig. 3.7.

Examination of Fig. 3.7 shows that the current \( i_1 \) will be, to lowest-order terms, proportional to \( 1 - \cos \Delta \approx \Delta^2/2 \). Thus both \( i_1 \) and its derivative in respect to \( \Delta \) are negligibly small, and the torque will arise predominately from the currents \( i_2 \) and \( i_3 \). If one ignores loop 1, the equations for \( i_2 \) and \( i_3 \) are

\[
\begin{align*}
    i_2 &= \frac{j\omega ME \sin \Delta}{Z_{rb}(Z_{sa} + Z_{eb}) + \omega M^2 \sin^2 \Delta}, \\
    i_3 &= \frac{E}{Z_{rb} + \frac{\omega M^2 \sin^2 \Delta}{Z_{sa} + Z_{eb}}},
\end{align*}
\]

where \( M \) is the mutual inductance, at \( \Delta = 90^\circ \), between the repeater rotor and the repeater stator coil carrying the current \( i_2 \).

The energy of the simplified circuit is

\[
U = \frac{1}{2}(L_a + L_b)i_2i_2 + M \sin \Delta i_2i_3 + \frac{1}{2}L_ri_2i_3,
\]

where \( L_a \) and \( L_b \) are the inductive coefficients of the stator windings of the synchros size \( a \) and \( b \) respectively and \( L_r \) is the inductive coefficient of the rotor of the size \( b \) synchro.

The torque is proportional to the rate of change of this energy with the angle \( \Delta \). If it is assumed that \( M = \sqrt{L_aL_b} \) and that the resistance of the windings is small compared with the reactance, one obtains

\[
T = K \frac{E_s^2 \sin \Delta}{\omega^2(L_a + L_b)},
\]

in which \( E_s \) is the secondary voltage for \( \Delta = 90^\circ \) with no loading and \( K \) is constant.

We note that the torque obtained when a synchro unit is used with a similar unit is, for units size \( a \) and \( b \),

\[
\begin{align*}
    T_a &= K \frac{E_s^2 \sin \Delta}{2\omega^2L_a} = \left(T_u\right)_a \sin \Delta, \\
    T_b &= K \frac{E_s^2 \sin \Delta}{2\omega^2L_b} = \left(T_u\right)_b \sin \Delta.
\end{align*}
\]

The symbol \( T_u \) is unit torque in ounce-inch per radian and is \( 180/\pi \) times the value listed in Table 3.1. With substitution of these expressions, Eq. (18) becomes

\[
T = 2 \frac{(T_u)_b \sin \Delta}{1 + R},
\]

(20a)
where

$$R = \frac{(T_u)_b}{(T_u)_a} \tag{20b}$$

If, now, we drive $n$ repeaters of size $b$, each following with the same error (as they well may, because of similar friction loading), the term $L_b$ in Eq. (18) is reduced by a factor $1/n$. The torque is equally distributed at the $n$ shafts, so that at each repeater shaft the torque is

$$T = 2 \frac{(T_u)_b \sin \Delta}{n + R} \tag{21}$$

With similar reasoning, the torque at each repeater shaft can be computed when different sizes of repeaters are connected to a single transmitter. The decrease in the torque gradient as more repeaters are connected to a transmitter will result in greater error, because the friction load at each repeater remains constant. For conservative estimates, one may assume that three-quarters of the error for a given repeater arises from friction and proceed on that assumption to compute the increased error as loading decreases the torque gradient.

![Diagram of simplified synchro circuit for terminal-voltage calculations.](image)

**Fig. 3-8.**—Simplified synchro circuit for terminal-voltage calculations.

- $Z_{1a} = Z_a + \frac{\omega^2 M_s^2}{Z_r} \cos^2 \theta,$
- $Z_{1b} = Z_b + \frac{\omega^2 M_s^2}{Z_r} \cos^2 (\theta - \Delta),$
- $Z_{2a} = Z_a + \frac{\omega^2 M_s^2}{Z_r} \cos^2 (\theta - 120^\circ),$  
  $Z_{2b} = Z_b + \frac{\omega^2 M_s^2}{Z_r} \cos^2 (\theta - \Delta - 120^\circ)$
- $Z_{3a} = Z_a + \frac{\omega^2 M_s^2}{Z_r} \cos^2 (\theta - 240^\circ),$  
  $Z_{3b} = Z_b + \frac{\omega^2 M_s^2}{Z_r} \cos^2 (\theta - \Delta - 240^\circ)$

It is often desired to connect a control transformer to a transmitter that is already carrying a load of one or more repeaters. Therefore it is worth investigating the accuracy of such a system. This involves obtaining expressions for the stator voltage of a transmitter under load. We shall again use only simple approximations. Figure 3-8 is the circuit of a transmitter (size $a$) connected to a motor (size $b$) from which, by Thevenin's theorem, the rotor circuits have been removed. The mesh equa-
tions are
\[
\begin{align*}
E \sqrt{3} \cos (\theta + 30^\circ) - \cos (\theta - \Delta + 30^\circ) &= i_1(Z_{1a} + Z_{1b}) - i_2(Z_{2a} + Z_{2b}), \\
E \sqrt{3} \cos (\theta + 150^\circ) - \cos (\theta - \Delta + 150^\circ) &= i_1(Z_{1a} + Z_{1b}) - i_3(Z_{3a} + Z_{3b}), \\
E \sqrt{3} \cos (\theta + 270^\circ) - \cos (\theta - \Delta + 270^\circ) &= i_2(Z_{2a} + Z_{2b}) - i_3(Z_{3a} + Z_{3b}).
\end{align*}
\]

(22)

The meaning of the impedance terms is indicated in Fig. 3.8.

In manipulation of Eqs. (22), we will need to examine the general factor
\[
\frac{Z_{na}}{Z_{na} + Z_{nb}} = \frac{1}{Z_b \left[ 1 + \frac{\omega^2 M_b^2 \cos^2 (\phi - \Delta)}{Z_r^2} \right]} \approx \frac{1}{1 + \frac{Z_b}{Z_a}} = C.
\]

(23)

The factor C is a constant for a given configuration of synchros because
\[
Z_r/Z_b \approx Z_r/Z_a,
\]
and because \(\omega^2 M_a^2 \cos^2 \phi/Z_r^2 = -E_r/E_s\), where \(E_s\) is appropriate stator voltage for the general angle \(\phi\) and \(E_r\) is the rotor voltage. Multiplying each side of Eqs. (22) by Eq. (23) and recalling that \(\Delta\) is a small angle, we obtain
\[
\begin{align*}
CE \sqrt{3} \Delta \cos (\theta + 120^\circ) &= i_1Z_{1a} - i_2Z_{2a}, \\
CE \sqrt{3} \Delta \cos (\theta + 60^\circ) &= i_1Z_{1a} - i_3Z_{3a}, \\
CE \sqrt{3} \Delta \cos \theta &= i_2Z_{2a} - i_3Z_{3a}.
\end{align*}
\]

(24)

These expressions are the internal voltage drops in the transmitter. Therefore, the apparent stator voltages are
\[
\begin{align*}
E \sqrt{3} \cos (\theta + 30^\circ) - \Delta C \cos (\theta + 120^\circ) &= E \sqrt{3} \cos (\theta + 30^\circ - C\Delta), \\
E \sqrt{3} \cos (\theta + 150^\circ) - \Delta C \cos (\theta + 60^\circ) &= E \sqrt{3} \cos (\theta + 150^\circ - C\Delta), \\
E \sqrt{3} \cos (\theta + 270^\circ) - \Delta C \cos \theta &= E \sqrt{3} \cos (\theta + 270^\circ - C\Delta).
\end{align*}
\]

(25)

Comparing these apparent voltages with Eq. (6), we note that because of loading, the stator voltages for the system that should be transmitting the angle \(\theta\) are voltages which would be associated with the angle \(\theta - C\Delta\). Therefore, any servo employing control transformers in this system will have an additional error of \(-C\Delta^\circ\). With reasoning identical with that presented in obtaining Eq. (20), it can be shown that
\[
C = \frac{1}{1 + \left(\frac{T_w}{T_w}b \right)}.
\]

(26)
It should be emphasized that in a complex system of synchros fed from a single generator, there are both "steady-state" errors due to loading and interaction errors during any transitory response. Since synchro repeaters are fairly unstable devices, the transmitter that is chosen must be so large that the repeater oscillations are not excessively reflected in the control-transformer signal.

3.7. Rotatable Transformers.—A rotatable transformer resembles a synchro in that it has a wound armature that can be rotated relative to a stator system. The stator system, however, is composed of a single winding rather than three distributed in space. The device is, in fact, a simple two-winding transformer so constructed that one winding can be rotated in respect to the other winding. As an element for simple transmission of data, it has rather restricted use. It possesses only one major advantage over a three-stator winding synchro—it requires one less lead. Occasionally, for instance in transmitting data from a gyro supported in a gimbal system, the reduction of leads is important. If, for some such reason, it is decided to use a follow-up system employing rotatable transformers, one transformer is appropriately mounted on, say, the gimbal system of the gyro so that the angular rotation of the rotor with respect to the stator is the desired datum. This datum could well be the true elevation angle.

For thermal reasons, it is preferable to excite the stator winding of such a transformer rather than its rotor. The voltage $E_s$ from the secondary (rotor) winding at no load will be, to a close approximation,

$$E_s = -\frac{j\omega ME_p \cos \theta}{Z_p}, \quad (27)$$

where the subscript $p$ refers to the primary, $s$ to the secondary, and $\theta$ is the angle between the axis of the two coils. In terms of the angular variable $\beta$ to be transmitted, the expression for the secondary voltage is

$$E_s = -\frac{j\omega ME_p \cos (\beta + K)}{Z_p}, \quad (28)$$

where $K$ is an alignment parameter.

An identical rotatable transformer is mounted on the remote equipment that is to reproduce the angle $\beta$. It is so aligned that its voltage is identical with that expressed in Eq. (28). The units are then connected as suggested by the equivalent circuit presented in Fig. 3-9. The series connection of the primaries will be mentioned later.

The error voltage is given by

$$V = (E_s)_{\text{max}} \left[ \cos (\beta + K) - \cos (\beta + K + \Delta) \right] \approx (E_s)_{\text{max}} \Delta \sin (\beta + K), \quad (29)$$

with the assumption of a small value of $\Delta$. 
It is evident that the gain (volts per degree error) is not constant for this error-measuring system but varies with the transmitted variable as \( \sin (\beta + K) \). Therefore, it can be used only in transmitting a variable that is limited to some range such that \( \beta \) has a variation of less than 180°.

Furthermore, it is important to adjust \( K \) to minimize the gain variation. This establishes the appropriate value of \( K \) as

\[
K = 90^\circ - \frac{\beta_u + \beta_l}{2},
\]

where \( \beta_u \) and \( \beta_l \) are the upper and lower limits of \( \beta \). The associated percentage change of gain is

\[
\Delta G = \left( 1 - \cos \frac{\beta_u - \beta_l}{2} \right) 100.
\]  

The permissible change of gain for a servo will not be discussed in this section. The analysis for investigation of the effects of change of gain is usually not difficult; a greater problem is often that of locating and determining all of the possible gain variations. A gain change of more than 20 per cent in the error-measuring system is often undesirable. This would limit the range of \( \beta \) to about 75° in the above equation.

A practical difficulty is indicated by Eq. (29). If the a-c voltages from the secondaries differ in time phase by \( \alpha \) degrees, the subtraction is imperfect; a quadrature voltage, with a small phase difference \( \alpha \) and a small amplitude \( \alpha \left( \frac{E_a}{57} \right) \sin \left( \beta - \frac{\beta_l - \beta_u}{2} \right) \) volts, is present in addition to the true error voltage. For example, if \( (E_a)_{\text{max}} \) is 20 volts and \( \alpha \) is

\[1\] In some cases it may be preferred to choose a value of \( K \) influenced by an important region of \( \beta \) as well as the total range of the value of \( \beta \).
2°, the quadrature voltage is about 0.4 volt at the extreme of $\beta$ suggested above; this is a voltage of greater magnitude than the error voltage for an error of 1°. This quadrature voltage can be diminished by exciting the primaries in series, as has been done in Fig. 3·9. Often this is a good solution. The fact that frequently the units are necessarily small in size because of mechanical limitations of the application, tends to set a requirement of lower primary voltage; also, the series circuit helps to assure that the magnitude of $E_s$ will be identical for both units.

Often a rotatable transformer is present in an error-measuring system as a computational device. As a simple example, suppose that it is desired to solve continuously with the aid of a servo the following explicit equation for $x(t)$:

$$\sin \phi(t) + 2\theta(t) = -y - \cos \beta(t), \quad (32a)$$

where $\gamma$ is a constant, $\phi(t)$ is without limit, and $\theta(t)$ has limits that restrict $x(t)$ to finite values. For ease of solution, the equation can be rearranged as

$$\cos \theta(t) x(t) - \gamma \sin \phi(t) = 0. \quad (32b)$$

The sine and cosine terms can be obtained from rotatable transformers. The circuit is that of Fig. 3·10.

The error voltage across $R_4$ is

$$V_e = K \cos \theta(t) \Delta x, \quad (33)$$

where $K$ is a dimensional design parameter and $\Delta x$ is the error in $x$. The gain is $K \cos \theta(t)$. The limits of $\theta(t)$ determine whether or not it may be necessary to remove this gain variation. One simple way is indicated in Fig. 3·10, in which the resistor $R_4$ is a potentiometer or attenuator in

![Fig. 3·10.—Computational error-transmission system.](image-url)
series with a fixed resistor. The potentiometer is so wound that the resistance measured from the arm to the lower data line is

\[ R_4 \frac{\sec \left[ N \alpha(t) + [\theta(t)]_{\text{min}} \right]}{\sec \left[ N[\alpha(t)]_{\text{max}} + [\theta(t)]_{\text{min}} \right]} . \]

In this expression \([\alpha(t)]_{\text{max}}\) is the total useful rotation of the potentiometer and \(N\) indicates the proper gearing, defined by

\[ [\theta(t)]_{\text{max}} - [\theta(t)]_{\text{min}} = N[\alpha(t)]_{\text{max}}. \]  \hspace{1cm} (34)

The resistor from the lower terminal of the potentiometer to the data line should have a value \(R_4 \frac{\sec [\theta(t)]_{\text{min}}}{\sec [\theta(t)]_{\text{max}}} \).

**3-8. Potentiometer Error-measuring Systems.**—In some special applications it is desirable to use a d-c signal carrier. The inputs may exist "naturally" as direct current, as in the problem of controlling or recording the output of a d-c generator, or an input may have been brought deliberately to a d-c level, so that smoothing of the data can be accomplished with greater facility. In some such cases, it may be advantageous to utilize potentiometers as elements in the data system; since accuracy and life are of prime importance, these are invariably of the wire-wound type. If a slide-wire type is used, the data are continuous, but it is difficult to obtain reasonable values of over-all resistance. For this reason the more common type of potentiometer in which a contact arm makes turn-to-turn contact is in wide use.

An error-measuring system utilizing potentiometers might be of the form of Fig. 3-11, which has been generalized to indicate the possibility of more than one input quantity. It will be assumed that the inputs are to have equal weighting. Some or all the input voltages might well be obtained from potentiometers.
The output of the net, with the servo off, is

\[
E_0 = \frac{1}{1 + \frac{R_L}{R_1} + \frac{R_L}{R_2} + \cdots + \frac{R_L}{R_n} + \frac{R_L}{R_m} \left( \frac{R_L}{R_1} E_1 + \frac{R_L}{R_2} E_2 + \cdots + \frac{R_L}{R_m} E_m \right)}
\]

The following relations may be obtained by design:

\[
\begin{align*}
E_1 &= K_1 \theta_{i1} \\
E_2 &= K_2 \theta_{i2} \\
\vdots & \quad \vdots \\
E_n &= K_n \theta_{in} \\
E_m &= -K_m \theta_o
\end{align*}
\]

The output voltage of the net \( E_o \) is, of course, the error voltage and is expressible as \( Ge \), where \( G \) is the voltage gain of the net. If

\[
\frac{R_m K_1}{R_1 K_m} = \frac{R_m K_2}{R_2 K_m} = \cdots = \frac{R_m K_n}{R_n K_m} = 1
\]

then Eq. (35) reduces to

\[
E_o = Ge
\]

where

\[
\epsilon = \theta_{i1} + \theta_{i2} + \cdots + \theta_{in} - \theta_o
\]

The gain \( G \) of the net is

\[
G = K_m \frac{R_L}{R_m} \left[ 1 + \frac{R_L}{R_1} + \frac{R_L}{R_2} + \cdots + \frac{R_L}{R_n} + \frac{R_L}{R_m} \right]
\]

The net shown in Fig. 3.11 is only a simple example of what may be used. Multiplication and division of functions of variables can also be achieved; in fact, nets can be designed that, by the aid of a servo, obtain continuous solutions to quite complex equations.

Adding networks of the form presented above is often useful in accomplishing the function of Differential 2 of Fig. 3.1. In such a case, the feedback quantity from the output of Box 32 is one input quantity to the network, the output of Box 12 is the second input quantity, and the output of the network feeds into Box 23.

In the type of potentiometer in which the contact arm makes turn-to-turn contact, the data are discontinuous. The nature and position of these discontinuities are of interest both in accuracy considerations and in understanding the "noise" that such a potentiometer system adds to
the true data. Such discontinuities are of the order of $E_s/T$, where $E_s$ is the voltage across the potentiometer and $T$ is the total number of turns on the potentiometer card. Thus they are small, but the development of accurate servo-controlled potentiometer winding machines has advanced to the stage where it is of value to examine even such small errors.

We shall examine these discontinuities for a potentiometer that has been wound perfectly with $T$ identical turns. A physically equivalent circuit is presented in Fig. 3.12. The effective width of the contact arm is $Kd - b + d/c$, where $d$ is the distance between centers of the wires along the contact surface, $b$ is the width of the effective contact surface of a single wire, $K$ is an integer equal to or greater than 1, and $c$ is a number greater than 1. For a contact-arm motion of $d/c$, $K$ turns will be short-circuited; for a contact-arm motion of $[1 - (1/c)]d$, $K - 1$ turns will be short-circuited. In each of these regions, the voltage observed at the contact arm will remain constant. Actually, since this cycle may be used to determine $K$, $d$, and $1/c$, the following derivation is valid for any shape of contact arm or wire surface. If we consider such a cycle in the region of the $n$th contact surface, we have

\[
\begin{align*}
x_1 &= \left(n - \frac{1}{2} - \frac{1}{c}\right)d, \\
x_2 &= x_3 = \left(n - \frac{1}{2}\right)d, \\
x_4 &= \left(n + \frac{1}{2} - \frac{1}{c}\right)d,
\end{align*}
\]

where $x_1$ and $x_2$ are the extreme values of $x$ for which the $K$ turns between the $n$th and the $n + K$ contact surfaces are short-circuited and $x_3$ and $x_4$ are the extreme values of $x$ for which the $K - 1$ turns between the $n + 1$ and the $n + K$ contact surfaces are short-circuited. As seen from Fig. 3.12.—Equivalent circuit for a potentiometer.
3-12, the assumption has been made that the potentiometer is

\[ (K - 1) + \left( \frac{1}{c} \right) \] d

shorter than its actual physical length, and half of this correction is subtracted from each end. This correction is needed to minimize the errors. Intuitively, one realizes that it arises from the short-circuiting action of the contact arm.

The inherent potentiometer error due to resolution will be defined as

\[ \epsilon = \left( \frac{E}{E_a} \right)_{\text{actual}} - \left( \frac{E}{E_a} \right)_{\text{perfect}} \] (41a)

Obviously, the extreme errors occur at \( x_1, x_2, x_3, \) and/or \( x_4 \). At the extremes of the region of short-circuiting \( K \) turns, Eq. (41a) becomes

\[ \epsilon_{1,2} = \frac{n - 1}{T - K} = \frac{x_{1,2}}{T - K + 1 - \frac{1}{c}} \] (41b)

At the extremes of the regions of short-circuiting \( K - 1 \) turns, Eq. (41a) becomes

\[ \epsilon_{3,4} = \frac{n}{T - K + 1} = \frac{x_{3,4}}{T - K + 1 - \frac{1}{c}} \] (41c)

If we ignore terms that are always of the order of \( T^{-2} \) and assume \( T \gg K \) and \( 1/c \), we obtain from Eqs. (41b) and (41c):

\[
\begin{align*}
\epsilon_1 &= \frac{1}{2T} \left[ \frac{n \left( 2 - \frac{2}{c} \right)}{T} + \frac{2}{c} - 1 \right], \\
\epsilon_2 &= \frac{1}{2T} \left[ \frac{n \left( 2 - \frac{2}{c} \right)}{T} \right] - 1, \\
\epsilon_3 &= \frac{1}{2T} \left( 1 - \frac{2n}{cT} \right), \\
\epsilon_4 &= \frac{1}{2T} \left( \frac{2}{c} - 1 - \frac{2n}{cT} \right).
\end{align*}
\] (42)

Examination of Eqs. (42) shows that

\[
\begin{align*}
(\epsilon_1)_{n-n} &= -(\epsilon_2)_n, \\
(\epsilon_2)_{n-n} &= -(\epsilon_1)_n, \\
(\epsilon_3)_{n-n} &= -(\epsilon_4)_n, \\
(\epsilon_4)_{n-n} &= -(\epsilon_3)_n.
\end{align*}
\] (43)
If we define $\Delta$ as equal to $(1/c - 1/4)$, it is also true that

\[
\begin{align*}
(\epsilon_1)_{+\Delta} &= -(\epsilon_4)_{-\Delta} \\
(\epsilon_2)_{+\Delta} &= -(\epsilon_3)_{-\Delta}
\end{align*}
\]

Because of Eqs. (43) and (44), it is of interest to examine the errors for only $0 < n < N/2$ and $1 < c \leq 2$. Figure 3.13 shows the errors given by Eqs. (42) for some values of $n$ and $1/c$. It is to be noted that the potentiometer, if perfectly aligned, has apparent resolution of at least $1/2T$ and, for $c = 2$, consistent resolution at the center of the potentiometer of $1/4T$.

Often it is impractical to avoid using the potentiometer in the region of $x = 0$. This is especially true when a function capable of positive and negative values is being converted into an electrical voltage by means of a tapped potentiometer. There is a region of zero voltage at the tap that is $[Kd + (d/c)]$ units wide. This represents a separation of

\[
(K - 1)d + \left(\frac{d}{c}\right)
\]

between the intercept on the $x$-axis of the best voltage slope for negative $x$. 
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and the intercept on the \( x \)-axis of the best voltage slope for positive \( z \). This, if the error is split, makes the voltage always too low on either side of the tap, and an additional constant error of magnitude

\[
\frac{K - 1 + (1/c)}{2T}
\]

is present. Obviously, in such tapped potentiometers \( K \) must be kept small.

The broad zero-voltage region may be avoided by "floating" the potentiometer, that is, not grounding the zero potential point. This, however, permits the coordinate of the zero potential to drift if, because of loading, \( +E_s \) is not identical with \( -E_s \) or if thermal differences cause nonuniform changes of the resistance in the potentiometer.

It can be seen that the noise arising from the finite resolution of the potentiometer will have a fundamental frequency dependent upon spacing of the wires, the portion of the potentiometer in use, the contact arm parameter \( c \), and the velocity of the contact arm. The amplitude of the noise will be dependent on the first three of these parameters. Because of this noise, it is generally unwise to attempt to utilize error-derivative nets in high-gain servos using such error-measuring systems, for the amplifier or motor may overload or overheat as the result of the high gain for such noise.

Since only discrete voltages may be obtained from such potentiometers, high-gain servos may display a tendency to chatter with a very small amplitude in seeking a voltage value that is not obtainable. With a higher degree of stability in the loop, the tendency usually disappears.
Computational error-measuring elements are not restricted to those which perform the algebraic manipulations of multiplication, division, addition, and subtraction. There are also elements that can be used to perform the operations of integration and differentiation. To accomplish these operations, any device can be used that has an output proportional to the time rate of change of the input. Such a device will be called here a "tachometer." If the input exists as a shaft rotation, a simple tachometer is a small d-c generator. Usually such a tachometer has a permanent-magnet field, but there is no reason why the field cannot be supplied by an external electrical source; the output voltage will then be the product of some function and the speed of the shaft of the tachometer. Indeed, one might thus obtain the second derivative of the motion of a shaft, although accuracy greater than a few per cent would be difficult to obtain.

Simple examples of circuits using electrical tachometers and potentiometers are presented in Fig. 3.14. In Fig. 3.14a, the error voltage is

$$V_e = K_T p \theta_1 - E_s \frac{\theta_o}{(\theta_o)_{\text{max}}},$$

and, for the steady state,

$$\theta_o = \left[ \frac{K_T}{E_s (\theta_o)_{\text{max}}} \right] p \theta_1 = C_1 p \theta_1.$$

In Fig. 3.14b, the error voltage is

$$V_e = E_s \frac{\theta_i}{(\theta_i)_{\text{max}}} - K_T p \theta_o,$$

whence

$$\theta_o = \left[ \frac{E_s}{(\theta_i)_{\text{max}}} \frac{1}{K_T} \right] \frac{\theta_i}{p} = C_2 \frac{\theta_i}{p}.$$
a slight load may be imposed. If the shafts can be so placed as to have a common axis, the low-torque shaft can carry the rotor of a rotatable transformer and the high-torque shaft the stator. If the unit is properly aligned, there will be zero output voltage at zero error; and if error exists, the phase of the output voltage will indicate the sense of the error. Since the null position is used, no error will be contributed by the rotatable transformer. It is important that the error-voltage output be fairly linear with error, but this is a problem of servo-loop gain and not of positional accuracy.

It is apparent that many types of null device are possible. One shaft may, for instance, carry one set of the plates of a condenser, and the other shaft the other set of plates for the condenser. If, then, this condenser is one arm of a bridge circuit excited by alternating current, proper error signals can be obtained from the output of the bridge. On the other hand, coupling between the two shafts may be by a narrow light beam. The low-torque shaft may carry a light source or a mirror to reflect a beam of light from a source on the follow-up shaft. The follow-up shaft then carries a prism which splits the received light beam and sends it to two photoelectric tubes. Zero error, of course, should exist when the outputs of the two photoelectric tubes are equal. Both of the examples in this paragraph, however, are subject to possible errors arising from variations in several elements; for example, variations in the other arms of the bridge in the first case or differences in the characteristics in photoelectric tubes in the second. On the other hand, such systems impose truly negligible loads on the low-torque shaft. The designer must weigh such considerations for each particular application.

In some problems, the displacement to be followed exists as a linear motion. Many of the devices used in following rotational displacement are then applicable with obvious modifications.

One device, a so-called "E-transformer," has been widely utilized, especially in following linear motions. A sketch is presented in Fig. 3-15a. The E section is carried by the follow-up, while the bar section is carried by the displacement to be followed. Motions are in the plane of the paper and across the figure as indicated by $x_0$ and $x_1$. Terminals 1 to 2 are excited from the appropriate a-c source. There is one position of the bar for which zero voltage (ideally) is observed across terminals 3 to 4. This is the position in which the bar gives such coupling that equal and opposite emf's are induced in the secondary. Practically, there will be harmonic and quadrature voltages left at the null position. For a displacement of the bar to the left of that zero position, a voltage of phase $\phi$ appears across the secondary terminals 3 to 4; and for a displacement to the right, a voltage of phase $\phi + 180^\circ$ appears across the secondary. This voltage, then, may be used as an error voltage, and it is
not difficult to obtain at least approximate proportionality between error and voltage for small errors. One must be certain, however, that variations in coupling arising from causes other than the difference between \( x_1 \) and \( x_0 \), such as mechanical looseness, do not occur, because such variations impair the accuracy of the device.

There is an important extension of the idea of an \( E \)-transformer that is useful in following an object that moves in two coordinates. Such a problem is encountered when a radar director is to be stabilized by reference to a gyro axis that is kept pointed at the target. The device consists of two single-coordinate \( E \)-transformers at right angles to each other, with a common center, or primary pole. This assembly is moved by the follow-up. The input motion, from a gyro in our example, moves a dome, shown dotted in the plan view of Fig. 3.15b. The separate error voltages for the two servo systems involved, train and elevation, are available from the two secondary systems.

3.10. Motors and Power Amplifiers.—Most d-c servo motors, used with controlled armature voltage and fixed-field excitation, have torque-speed characteristics that, to a very good approximation, may be defined by either of the sets of conventional coefficients. If one starts with the assumption that the torque \( M \) is linear with the armature current and that the current is a function of motor speed \( \Omega_m \) and applied voltage \( E_m \), one has

\[
M = \frac{dM}{di_m} i_m = \frac{dM}{di_m} \left( \frac{E_m}{\partial i_m} \right)_{\Omega_m} + \frac{dM}{di_m} \left( \frac{\partial i_m}{\partial \Omega_m} \right)_{E_m} \Omega_m
\]

\[
= K_i \frac{E_m}{Z_m} - K_t \frac{K_i}{Z_m} \Omega_m, \quad (47)
\]
or one may directly assume $M = f(\Omega_m, E_m)$, and then

$$M = -\left(\frac{\partial M}{\partial \Omega_m}\right)_{E_m} \left(\frac{\partial \Omega_m}{\partial E_m}\right)_{M} E_m + \left(\frac{\partial M}{\partial E_m}\right)_{\Omega_m} \Omega_m = f_m K_m E_m - f_m \Omega_m. \quad (48)$$

In the above equations $E_m$ and $i_m$ are the voltage applied to the motor armature and the current flowing through the armature. The coefficients defined by Eqs. (47) and (48) have descriptive names: $K_i$ is the torque-current constant; $K_e$ is the back-emf constant; $K_m$ is the speed-voltage constant; and $f_m$ is the internal-damping coefficient. It is seen that $K_m = K_e^{-1}$. Strictly, Eq. (48) assumes that there is no time lag between $i_m$ and $E_m$. Figure 3-16 illustrates the constants for a hypothetical d-c servo motor. Except at high values of $i_m$ where saturation effects may appear, existing d-c servo motors have characteristics that are, for practical purposes, similarly linear.

Two-phase low-inertia motors have been developed that are very convenient for low-wattage control applications. For many of these a-c motors the conventional coefficients are far from constant over the whole range of excitation and speed. More accurate analysis of the motors, however, does not yield a simple relation for $M = f(\Omega_m, E_m)$. For this reason it is common practice to use the coefficients defined in Eqs. (47) and (48). Fortunately, they are often fairly constant for low speeds and voltages. Figure 3-17 shows how the coefficients vary for one two-phase motor. For this same motor $K_i/Z_m$ is reasonably constant over a wide range of $E$ and $\Omega_m$. It is seen that for speeds less than one-fourth of maximum speed, $f_m$ and $K_m$ are fairly constant. Thus, for
applications where accurate performance is not required at the higher speeds, one may analyze the loop using low-speed evaluations of the constants. It is advisable, however, to investigate the stability of the loop at intermediate and high speeds, because different values of the motor time constant and the loop gain will be encountered.

In many cases it is possible to employ gain devices or amplifiers that are nearly independent of the frequency over the region of frequencies that is of interest in the closed servo loop. For example, most vacuum-tube amplifiers can be represented as having a transfer characteristic

$$Y_{12}(p) = \frac{G_{12}}{T_p + 1}$$

(49)

to a satisfactory degree of exactness. Since the attainment of an appropriate value of $G_{12}$ is the primary concern in amplifier design, the equivalent time constant $T$ is often somewhat accidental. Fortunately, it is usually small. The wise designer, however, will experimentally determine $Y_{12}(p)$ to reassure himself concerning the small magnitude of $T$ and to obtain its value. Similar statements hold for any vacuum-tube amplification that might exist in Box 23 or Box 32.

The final, or power, stage of amplifying equipment may employ any
of several elements depending upon the magnitude of power required and the designer’s preferences. For applications utilizing very small motors (less than 1 hp) saturable reactors or electronic tubes, either the gaseous or vacuum type, are in common use. Power vibrators, thyratrons, or rotary magnetic amplifiers are often employed for controlling larger motors.

Since the rotary magnetic amplifier (amplidyne) has received wide application as a power stage driving a d-c motor, it may be of value to obtain an expression for the transfer characteristic of such a combination. The equivalent circuit is shown in Fig. 3.18. The axis of the rotary amplifier established by the direction of the flux from the excitation current $i_f$ is commonly called the direct axis. Quantities associated with this axis will be characterized by the subscript $d$, and those associated with the axis at right angles to this direction (the quadrature axis) will have a subscript $q$. In this primary direct-axis field, $\phi_d$ is a wound rotor driven by an auxiliary motor at a speed $S$. It is apparent that

$$\phi_d = K_1 i_f = \frac{K_1 e_f}{R_f T_f p + 1}, \quad T_f = \frac{L_f}{R_f},$$

(50)

in which $K_1$ is a constant describing the magnetic circuit. Because of the rotation of the rotor, an emf is developed between the brushes $b$ with a magnitude

$$e_q = SK_2 \phi_d = (R_a + R_q)(T_q p + 1)i_q, \quad T_q = \frac{L_a + L_q}{R_a + R_q},$$

(51)

The constant $K_2$ is determined by the material and structure of the machine. The quadrature-axis current $i_q$ creates a quadrature-axis field $\phi_q$ that may be augmented by the coil $Q$ of impedance $R_a + L_q p$. 
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The quadrature field causes an emf to be developed between brushes $a$. An expression for this emf can be derived from Eqs. (50) and (51),

$$e_d = SK_3i_q = \frac{G_4e_f}{(1 + T_f p)(1 + T_{q3}p)},$$

$$G_4 = \frac{S^2K_1K_2K_3}{R_f(R_a + R_q)}.$$ (52)

The load current in the armature circuit would produce a direct-axis flux that would oppose the exciting flux. Thus the machine would have very poor regulation. To eliminate this difficulty, compensating coils $C$ are present to cancel out the flux in the direct axis due to load current.

Since the emf $e_d$ is applied to the motor-armature circuit, the relation may be written

$$e_d = i_m R(T_o p + 1) + K_e \Omega_m,$$ (53a)

in which

$$R = R_a + R_c + R_m = \text{total armature circuit resistance},$$ (53b)

$$T_o \equiv \frac{L_a + L_c + L_m}{R_a + R_c + R_m}.$$ (53c)

The torque resulting from the motor-armature current $i_m$ will be consumed in accelerating the inertia $J_m$ of the motor rotor, the inertia $J_o$ of the gear train which is reflected to the motor, and the inertia of the load $J_l$ reduced to motor speed; it also will be dissipated in overcoming any viscous friction $f_\alpha \Omega_m$ in the gearing and bearings. Thus the torque equation is

$$\left( J_m + J_o + J_l \frac{1}{N^2} \right) p \Omega_m + f_\alpha \Omega_m = \frac{K_t}{R} \frac{(e_d - K_e \Omega_m)}{T_o p + 1},$$ (54)

in which $N$ is the gearing ratio to the load. With $J'$ as the total effective inertia at the motor shaft, Eq. (54) may be rewritten as

$$\frac{K_t}{R} (e_d - K_e \Omega_m) = f_\alpha \left( \frac{J'}{f_\alpha} p + 1 \right) (T_o p + 1) \Omega_m.$$ (55a)

Since $J'/f_\alpha \gg T_o$, this equation is usually approximated as

$$\frac{K_t}{R} e_d = \left( f_\alpha + \frac{K_e K_t}{R} \right) (T_{ma} p + 1) \Omega_m,$$ (55b)

$$T_{ma} = \frac{J'}{f_\alpha + \frac{K_e K_t}{R}}.$$
for the power stage and motor is, since \( \Omega_m = p\theta_0 \),

\[
\frac{\theta_0}{\epsilon_f} = \frac{K_mG_a}{p(T_m p + 1)(T_q p + 1)(T_f p + 1)}.
\]  

Suppose that a simple servo is constructed using an electronic amplifier (with gain \( G_1 \) and lag \( T \)) in Box 12, a motor-amplidyne combination in Box 23, and no equalizing-feedback path. If an error-measuring system is employed with a voltage gain of \( G \), volts per unit of error and Box 3l is a simple gear train of reduction \( N \), Eq. (2) becomes

\[
\frac{\theta_0}{\epsilon} = \frac{K_v}{p(T_m p + 1)(T_q p + 1)(T_f p + 1)}
\]

\[
K_v = \frac{G G_1 G_a K_m}{N}.
\]

**3.11. Modulators.**—It is sometimes desirable to convert a d-c signal to an a-c signal that has a determinate phase relative to an existing a-c voltage. For example, this is desired when a two-phase a-c servomotor is used in a loop that has an error-measuring system utilizing d-c voltages. Because of the difficulties of d-c amplification, it is often preferred to make this transition before any d-c amplification and to postpone amplification until the signal is in a-c form. Thus it is common that little or no extraneous noise or false error signal can be tolerated. This often rules out various schemes of modulation employing vacuum tubes in favor of mechanical modulation, such as is obtained with a vibrator.

One form of a synchronous vibrator employs a flat reed, or leaf, fixed at one end and with the other end free and carrying an iron slug. Encircling this free end is a fixed coil, excited from the alternating current to which the vibrator is to be synchronized. The coil creates an oscillating magnetic field with its vector lying along the length of the reed; as a result the face of the slug at the tip of the reed has an alternating magnetic polarity. Just above this end of the reed are the poles of a permanent magnet, so placed that the face of the slug is subjected to a fixed field perpendicular to the flat of the reed. Thus the reed is subjected to an alternating force and will oscillate with a fundamental frequency equal to the fundamental frequency of the current flowing in the exciting coil. If the reed is mechanically resonant at a frequency near the exciting frequency, large amplitude is obtained with little expenditure of exciting power. This resonance frequency, however, must not be too near the exciting frequency or a small change of exciting frequency will produce a large change in the phase of the oscillation of the reed. One commercial design\(^1\) has made the compromise that a vibrator for 60-cycle use employs

a reed resonant at about 80 cps. This gives about a 12° lag between the reed motion and the exciting voltage; the latter may, of course, be shifted in phase by a fixed amount if so desired. In servos using two-phase motors, it is often convenient to obtain the required phase shift for the controlled phase in this fashion. The same vibrator, to be excited from 6.3 volts, has a coil impedance of about 120 ohms, almost purely resistive. Because of the harmonic content in the exciting voltage, it is preferable to
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Fig. 3.19.—Vibrators as modulators. (a) Three possible circuits; (b) generalized output.

obtain the phase shift by a series inductance rather than by using a series capacitance.

The reed carries electrical contacts and acts as the pole of a double-throw single-pole switch with a noise level less than 2 μv. For a certain fraction of the cycle, the pole may short-circuit both fixed contacts.

Figure 3.19a presents three possible circuits employing synchronous vibrators as modulators. A generalized output, for which it is assumed that the input voltages do not vary significantly during a modulation period, is given in Fig. 3.19b. It may be expressed as

\[
f(t) = \left( \frac{E_1 - E_3}{2} \right) (1 - s) + sE_2 + \frac{2}{\pi} (E_1 + E_3) \sum_{m=1}^{\infty} \frac{1}{2m - 1} \cos \left[ s \frac{\pi}{2} (2m - 1) \right] \sin [\omega_0(2m - 1)t] + \frac{2}{\pi} (2E_2 - E_1 + E_3) \sum_{n=1}^{\infty} \frac{1}{2n} \sin (s\pi n) \cos (2\omega_0 nt),
\]

(58)
where the driving voltage has been assumed to be $V \sin (\omega_0 t + \beta)$, $\beta$ is equal to the lag observed in the vibrator reed, and $s$ is the fraction of the cycle for which the pole and the two contacts are shunted to each other.

For Circuit 1 in Fig. 3.19a, $E_2 = E_3 = 0$, and the output can be expressed, from Eq. (58), as

$$f(t) = \frac{E}{2} \frac{R_2}{R_1 + R_2} (1 - s) + \frac{E}{\pi} \frac{R_2}{R_1 + R_2}$$

$$\left\{ \left[ 1 - \left( \frac{s\pi}{2} \right)^2 \right] \sin \omega_0 t + \frac{1}{3} \left[ 1 - \left( \frac{3s\pi}{2} \right)^2 \right] \sin 3\omega_0 t + \cdots \right\}$$

$$- \frac{E}{\pi} \frac{R_2}{R_1 + R_2} \left( s\pi \cos 2\omega_0 t + \cdots \right) \quad (59)$$

if $s$ is considered to be a small quantity. The harmonic terms will cause some heating and overloading; they are small, however, and are usually so attenuated by the amplifier that these effects are not serious.

If the input to the vibrator is $E \sin mt$, then, when only the first two terms of Eq. (59) are considered, the output is

$$f(t) = \frac{E}{\pi} \frac{R_2}{R_1 + R_2} \left[ 1 - \left( \frac{s\pi}{2} \right)^2 \right] \left[ \frac{\pi}{2} \frac{(1 - s)}{1 - \left( \frac{s\pi}{2} \right)^2} \sin mt \right.$$

$$\left. + \cos (\omega_0 - m)t - \cos (\omega_0 + m)t \right]. \quad (60)$$

In such a case the sole objective is usually to obtain the sideband terms of frequency $\omega_0 - m$ and $\omega_0 + m$. In many cases the presence of the additional $(\sin mt)$-term in the output causes no apparent difficulty. In feedback loops, however, it has been observed that a circuit similar to Circuit 2 in Fig. 3.19 permits higher gain. Such a circuit has only the $(\sin \omega_0 t)$-terms in its output, so that no term similar to the first in Eq. (60) is produced.

Circuit 3 is of interest because it combines the operations of obtaining the difference of two voltages and of modulating that difference. Often $Z_2$ is so chosen that it is very large compared with $R_1$ and $R_3$. If $Z_2$ is complex, care must be taken to maintain the gain at the carrier frequency.

The output of Circuit 3 may be expressed in terms of servo error. If $R_1 = R_3, Z_2 = \infty, E_a = K\theta_t,$ and $-E_b = K\theta_o$, its output reduces to

$$f(t) = K \left[ \theta_t \left( \frac{3}{2} s + \frac{1}{2} \right) + \theta_o \left( \frac{3}{2} s + \frac{1}{2} \right) \right]$$

$$+ \epsilon \frac{2K}{\pi} \left[ 1 - \left( \frac{s\pi}{2} \right)^2 \right] \sin \omega_0 t \cdots \quad (61)$$

When modulation is performed at a low signal level, care has been
taken to avoid coupling by stray capacitance to a-c voltage leads. For example, in Circuit 1 there is stray capacitance $C_n$ between a voltage source $E_n \sin (\omega t + \phi)$ and the leaf contact and ungrounded contact. Since this stray capacitance will be quite small, for usual circuits the contribution to $E_0(t)$ from this coupling is

$$\omega_0 \left[ \frac{(R_1 R_2)}{(R_1 + R_2)} \right] C_n E_n \cos (\omega_0 t + \phi)$$

for the half of the modulation cycle that $E_0$ is not zero. For simplicity, assume that $s$ is zero and that the voltage driving the reed is $\sin (\omega_0 t + \beta)$, where, as before, $\beta$ is the phase lag of the reed. Then the effect on $E_0$ of the stray coupling is, in fundamental frequency components,

$$E_0(t) = \left( \frac{2}{\pi} \frac{R_2}{R_1 + R_2} E - \frac{1}{2} \omega_0 \frac{R_1 R_2}{R_1 + R_2} C_n E_n \sin \phi \right) \sin \omega_0 t$$

$$+ \frac{1}{2} \omega_0 \frac{R_1 R_2}{R_1 + R_2} C_n E_n \cos \phi \cos \omega_0 t. \quad (62)$$

It is seen that, in general, both an in-phase component and a quadrature component have been added by the stray coupling. If the voltage driving the reed has been shifted approximately 90° to obtain phase shift for a two-phase servomotor, the stray coupling causes little or no servo error from "standoff" in the voltage $E$. A quadrature component, however, will exist. If the voltage driving the reed has not been materially shifted in phase, the quadrature component is small but there is a "standoff" error equal to that which would cause a change in $E$ of amount

$$\Delta E = \frac{\pi}{4} \omega_0 R_1 C_n E_n. \quad (63)$$

For example, if $C_n = 2 \times 10^{-6}$ µF, $R_1 = 1$ megohm, $\omega_0 = 377$, $E_n = 6.3$ volts, then $\Delta E$ is about 6 mv.

3.12. Phase-sensitive Detectors.—It is often necessary to change from an a-c error voltage to a d-c error voltage. For instance, if a synchro error-measuring system is used with a servo loop in which the power-output stage is an amplidyne, it is clearly desirable to have a circuit that will have a d-c output with the sign depending on the phase of the a-c error voltage and with the magnitude proportional to the magnitude of the a-c error voltage. Such a device is called a phase-sensitive detector. There are many variations in design; one possible circuit is presented in Fig. 3-20.

In Fig. 3-20, it is seen that the voltage applied to the full-wave rectifying diode $D_1$ is $V_1 = V_r + V_c - V_{o1}$ and the voltage applied to the other diode $D_2$ is $V_2 = V_r - V_c - V_{o2}$. The voltage $V_r$ is often called the "reference voltage." If it is assumed that
\[ V_x = V_x \cos(\omega t + \theta), \]
\[ V_r = V_r \cos \omega t, \]

then
\[ V_1 = \sqrt{(V_r + V_x \cos \theta)^2 + (V_x \sin \theta)^2 \cos(\omega t + \phi_1) - V_{01}}, \]
\[ V_2 = \sqrt{(V_r - V_x \cos \theta)^2 + (V_x \sin \theta)^2 \cos(\omega t - \phi_2) - V_{02}}, \]
\[ \phi_1 = \tan^{-1}\left(\frac{V_x \sin \theta}{V_r + V_x \cos \theta}\right), \quad \phi_2 = \tan^{-1}\left(\frac{V_x \sin \theta}{V_r - V_x \cos \theta}\right). \]

If \( \theta \) is small, Eqs. (65) reduce to
\[ V_1 = (V_r + V_x \cos \theta) \cos \omega t - V_{01}, \]
\[ V_2 = (V_r - V_x \cos \theta) \cos \omega t - V_{02}. \]

It will be noted that the gain is not very sensitive to the phase angle \( \theta \).

For frequencies of the order of \( \omega \), the load impedances across which \( V_{01} \) and \( V_{02} \) are developed are kept large compared with the internal impedance of the diodes and transformers. This avoids the effects of nonsimilarity in these internal impedances and in the loads themselves and helps to realize the full voltage gain \( G_1 \) of transformer \( T_1 \). A high load impedance requires a high value of \( R_1 \) and a low value of \( C_1 \). To decrease time delay, the product \( R_1C_1 \) is kept small, and poor filtering results (10 per cent ripple is usually tolerated). Fortunately, if \( \theta \) is small, the ripple due to the reference voltage tends to cancel in the circuit given here; relatively little ripple is present in that output when the error is small. In connection with ripple it is worth noting that noise similar to ripple can be caused by small differences in the voltage gain of the secondary sections of \( T_1 \). Again this will be proportional to error voltage.

In the steady state, \( V_1 \) and \( V_2 \to 0 \), and the output voltages are approximately d-c, with values
\[ V_{01} = V_r + V_x, \]
\[ V_{02} = V_r - V_x, \]
\[ (V_x \leq V_r); \]
therefore
\[ V_0 = 2V_x \quad \text{if} \quad V_x \leq V_r. \]
Thus $V_0$ is linear with the magnitude of the error. If an error of the opposite sense is assumed, the phase of $V_r$ shifts $180^\circ$, and the sign of the output voltage is negative.

If $V_s > V_r$, $V_{02} = V_s - V_r$ and $V_0 = 2V_r$. This limiting action is sometimes desirable if circuits of integral type follow the rectifier, because it establishes the maximum output that will be "integrated."

If $\theta$ approaches $\pi/2$, Eqs. (65) can be written

$$V_1 = \sqrt{V_s^2 + V_r^2} \cos (\omega t + \phi') - V_{01}, \quad (68a)$$
$$V_2 = \sqrt{V_s^2 + V_r^2} \cos (\omega t - \phi') - V_{02}, \quad (68b)$$
$$\phi' = \tan^{-1} \frac{V_s}{V_r} \quad (68c)$$

It is seen that no net direct current results from the circuit, provided that either the voltage gains of the secondary sections of $T_1$ are identical or that the differences average in such a way as to produce zero net effect. In the output, however, there is increased ripple due to the difference in phase between $V_s + V_r$ and $V_r - V_s$, because the ripple does not cancel.

This insensitiveness to a quadrature component in the error signal is very advantageous, not only in eliminating a quadrature component that has arisen from some sort of unfortunate characteristic of the error-measuring circuit but also in separating for a particular servo the appropriate error signal from a total error signal that contains data for two servos. For instance, in radar tracking the total error voltage may be

$$E_s = G(\varepsilon_E \sin \omega t + \varepsilon_T \cos \omega t), \quad (69)$$

where $\varepsilon_E$ and $\varepsilon_T$ are the errors in elevation and traverse respectively. By applying this error voltage to two phase-sensitive-detector systems in parallel, one of which is supplied with a reference voltage $V_r = V_r \sin \omega t$ and the other with a reference voltage $V'_r = V'_r \cos \omega t$, the error data for the traverse and elevation servos are separated into two isolated voltages. When it is desirable to eliminate a quadrature component but to obtain the final error signal as an a-c voltage, a phase-sensitive detector may be used and followed by a modulator, such as the vibrator discussed in Sec. 3.11.

In some variations of the phase-sensitive-detector circuit, the reference voltage is introduced separately into the two diode-rectifier sections in such a way that a nonuniformity of transformer secondaries may produce a small d-c output of the circuit with zero error. If a zero-error d-c output exists, regardless of cause, the servo will "stand off" from its proper zero. Indeed, such "standoff" may exist in a servo because of any extraneous error data that appear in the forward channel, such as the pickup mentioned in Sec. 3.11 in connection with the synchronous vibrator. Its magnitude can be easily established if limits can be set on the magnitude of the false data. If at the point of origin of the extrane-
ous data (of magnitude $\Delta$) one unit of error produces $G$ units of datum quantity (volts in the above case), the standoff is $\Delta/G$ units of error. Thus the later in the loop the extraneous data appear the less is the resulting inaccuracy. Amplidynes, for instance, often have an appreciable output at zero input due to hysteresis; but because they are used in the final power stage, little inaccuracy results.

\[ \theta_0 = \frac{1}{\epsilon} \frac{K_v}{p(T_1p + 1)(T_3p + 1)(T_5p + 1)} \ldots \]  

(70)

As the gain is increased in an effort to reduce the error in following, the servo often becomes unstable before the gain is high enough for satisfactory performance. By insertion of circuits having proper transfer characteristics in Box 12 (Fig. 3-1), it is often possible to increase the gain to the desired value and yet maintain satisfactory stability. Examples of such networks, useful if the error is at a d-c voltage level, are shown in Fig. 3-21. The transfer characteristics are plotted asymptotically. This type of plot and its departures from the actual curve will be discussed in Sec. 4-10.

The network given in Fig. 3-21a has the transfer characteristic

\[ Y_1 = \frac{E_0}{E_i} = G_0 \frac{T_0p + 1}{G_0T_0p + 1} \left\{ \frac{R_1}{R_1 + R_2} \right\} \]

\[ T_a = R_2C_2 \]

(71)

Such a network is often called a "derivative-plus-proportional net," because it has the same characteristics as an "ideal" derivative-plus-proportional device [$Y = G(Tp + 1)$] for frequencies less than $1/(G_0T_a)$. It is not difficult to obtain any reasonable values for the frequencies $1/T_a$ and $1/(G_0T_a)$.
The network given in Fig. 3.21b has the transfer characteristic

\[ Y_1 = \frac{E_o}{E_1} = G_0 \frac{T_a p + 1}{T_b p + 1}, \]  

(72a)

where

\[ T_a = R_1 C_1, \]  

(72b)

\[ T_b = R_1 + R_3(1 - G_0)C_1, \]  

(72c)

\[ G_0 = \frac{R_3}{R_2 + R_3}. \]  

(72d)

The resistance \( R_3 \) is usually determined by requirements of the following stage. Because this net has the same characteristic as an ideal integral-plus-proportional device \( Y = G[(1/T_p) + 1] \) for frequencies greater than \( 1/T_b \), it is sometimes called an integral-plus-proportional network. Again, \( T_a \) and \( T_b \) can be established independently.

In servo design, cases often arise in which it is desired to have a transfer characteristic combining the properties of both of the above networks. In order to reduce the number of d-c stages, the networks are usually combined directly. Such a composite network is shown in Fig. 3.21c. The transfer characteristic is

\[ \frac{E_o}{E_1} = \frac{(T_1 p + 1)(T_{24} p + 1)}{(T_{12} + T_2) p^2 + \left[ T_1 + T_{24} + \frac{R_4}{R_3} (T_{13} + T_2) \right] p + 1 + \frac{R_4}{R_3}} \]  

(73a)

where \( T_1 = R_1 C_1 \); \( T_{24} = (R_2 + R_4)C_2 \); \( T_{13} = (R_1 + R_4)C_1 \); \( T_2 = R_2 C_2 \).

We may write Eq. (73a) in the form

\[ \frac{E_o}{E_1} = G_0 \frac{(T_1 p + 1)(T_{24} p + 1)}{(T_a p + 1)(T_b p + 1)}, \quad G_0 = \frac{R_3}{R_4 + R_3}. \]  

(73b)

The design of the servo loop involves adjusting the magnitudes of \( T_1, T_{24}, T_a, T_b \), and \( G_0 \). The gain at very high frequencies \( G_\infty \) is

\[ G_\infty = G_0 \frac{T_1 T_{24}}{T_a T_b} \]  

(74a)

and is also of interest because of the presence of noise in the error signal. Since it is obviously defined if \( T_1, T_{24}, T_a, T_b \), and \( G_0 \) are fixed, choice of these quantities should be influenced by considerations of an acceptable \( G_\infty \).

If \( R_3 \) is determined by grid-circuit requirements or other impedance requirements of the following stage, there are precisely the requisite number of parameters to establish the four time constants and the low-
frequency gain $G_0$. It is to be noted that the inequality

$$G_\infty = \frac{G_0 T_1 T_2}{T_2 T_b} \leq 1$$

(74b)
cannot be violated; the upper limit occurs at $R_2 = 0$.

Comparison of Eqs. (73a) and (73b) yields, in terms of $C_1$ and $C_2$, and the quantities that it is desired to fix,

$$T_a T_b = G_0 T_1 T_2 + (1 - G_0)(T_1 + R_3 C_1) \left[ T_2 + \left(\frac{1 - G_0}{G_0}\right) R_3 C_2\right],$$

(75a)

$$T_a + T_b = T_1 + T_2 + R_3 (1 - G_0) \left[ C_1 - \left(\frac{1 - G_0}{G_0}\right) C_2\right].$$

(75b)

Solution of Eqs. (75a) and (75b) for $C_2$ gives

$$C_2 = \frac{G_0}{2R_3(1 - G_0)^2} \left\{ T_1 G_0 + T_2 + (2 - G_0) - T_a - T_b \right\}$$

$$\pm \sqrt{(T_a + T_b - G_0 T_1 - G_0 T_2)^2 - 4G_0 \left[ T_a T_b \left(\frac{1 - G_0}{G_0}\right) - T_1 T_2 (1 - G_0)\right]}.$$ 

(76a)

Commonly the first term under the square-root sign is much greater than the second, and so we may obtain the approximation

$$C_2 \approx \frac{G_0}{R_3(1 - G_0)} \left[ T_2 + \frac{T_a T_b - T_1 T_2 G_0}{T_a + T_b - G_0 (T_1 + T_2)}\right].$$

(76b)

With this value of $C_2$, $C_1$ is obtained from Eq. (75b):

$$C_1 = \frac{T_a + T_b - T_1 - T_2}{R_3(1 - G_0)} + \frac{1 - G_0}{G_0} C_2.$$ 

(77)

Then

$$R_1 = \frac{T_1}{C_1'},$$

$$R_4 = R_3 \frac{1 - G_0}{G_0},$$

(78)

$$R_2 = \frac{T_2}{C_2'} - R_3 \left(\frac{1 - G_0}{G_0}\right).$$

A common difficulty is that the total capacity $C_1 + C_2$ becomes very large, especially if a very large time constant in the denominator is desired. The expression for the total capacity becomes, with use of the approximation of Eq. (76b),

$$C_1 + C_2 = \frac{1}{R_3(1 - G_0)} \left[ T_a + T_b - T_1 - \frac{T_a T_b - T_1 T_2 G_0}{T_a + T_b - G_0 (T_1 + T_2)}\right].$$

(79a)
Apparently $T_1$ should be chosen greater than $T_{24}$, although the economy is not usually impressive. It is seen that the total capacity required decreases if $R_3$ can be increased. For usual design requirements on the time constants, the total capacity also decreases as lower values of $G_0$ are accepted and approaches the lower limit

$$(C_1 + C_2)_{\text{lim}} = \frac{1}{R_3}\left(T_a + T_b - T_1 - \frac{T_a T_b}{T_a + T_b}\right). \quad (79b)$$

Since the components of the network are often determined empirically, an analytical examination of the resulting loop characteristic is desirable. The values of $G_0$, $T_1$, and $T_{24}$ are easily obtained, but the values of $T_a$ and $T_b$ are not so obvious. If $T_a$ is assumed to be the larger of the two time constants, then

$$T_a = \beta + \beta \frac{\sqrt{1 - \frac{4\alpha}{\beta^2}}}{2}, \quad (80a)$$

and

$$T_b = \beta - \beta \frac{\sqrt{1 - \frac{4\alpha}{\beta^2}}}{2}, \quad (80b)$$

where

$$\beta = G_0 \left[ T_1 + T_{24} + \frac{R_4}{R_3} (T_{13} + T_2) \right], \quad (80c)$$

$$\alpha = G_0 \left[ T_1 T_{24} + \frac{R_4}{R_3} T_{13} T_2 \right]. \quad (80d)$$

Frequently $4\alpha < \beta^2$, and then, approximately,

$$T_b \approx \frac{\alpha}{\beta} = \frac{T_1 T_{24} + \frac{R_4}{R_3} T_{13} T_2}{T_1 + T_{24} + \frac{R_4}{R_3} (T_{13} + T_2)}, \quad (80e)$$

$$T_a \approx \beta - \frac{\alpha}{\beta} = G_0 \left[ T_1 + T_{24} + \frac{R_4}{R_3} (T_{13} + T_2) \right] - T_b. \quad (80f)$$

### 3.14. Networks for Operating on A-c Error Signal

It can be demonstrated that if a voltage $V = M(t) \cos \omega_0 t$, in which $\omega_0$ is the fixed carrier frequency, is impressed on a network the transfer characteristic of which is

$$Y(j\omega) = G[1 + jT_d(\omega - \omega_0)], \quad (81)$$

the output is

$$V_0 = G \left[ M(t) + T_d \frac{dM(t)}{dt} \right] \cos \omega_0 t. \quad (82)$$

Thus such a network has precisely the characteristics associated with a
true proportional-derivative device and as such would be useful in equalization of servo loops employing a-c error data.

Many networks have been utilized to approximate the transfer characteristic expressed in Eq. (81). The network that will be discussed first is the parallel "T" net, as given in Fig. 3.22a.

It is to be noted that a load resistor and a source impedance have not been included in Fig. 3.22. If $Y(p)$ is the transfer characteristic of one of the networks of Fig. 3.22, $Z_l$ the input impedance with the output open-circuited, $Z_r$ the impedance looking back into the output with the input short-circuited, then

$$
\frac{E_0}{E_I} = \frac{Y(p)}{\left(1 + \frac{Z}{Z_l}\right)\left(1 + \frac{Z_{22}}{Z_L}\right) - \frac{Z_r}{Z_L}[Y(p)]^2} = Y'(p),
$$

where $Z$ is the source impedance to the voltage $E_0$, $Z_L$ is the load impedance, and $Z_{22} = Z_l + Z_l[Y(p)]^2$. The deviations of $Y'(p)$ from $Y(p)$ have been investigated, both by mathematical analysis and by actual use of the nets in servos, and have been found, in general, to be small when the values of $Z$ and $Z_L$ employed are those associated, for example, with a synchro or a low-impedance phase-shifting net as a source and a vacuum tube as a load. In the following discussion the source impedance and load impedance are neglected, with the approximation that they are zero and infinite, respectively.

The general expression for the transfer characteristic of the parallel T of Fig. 3.22a is

$$
\frac{E_0}{E_I} = \frac{[T_1T_2T_3p^3 + T_1(S_2 + T_3)p^2 + (T_1 + S_1)p + 1]}{[T_1T_2T_3p^3 + T_1(S_2 + T_3)p^2 + T_2(T_1 + S_1 + T_3)p^2 + (T_1 + S_1 + T_2 + S_2 + T_3)p + 1]} (84)
$$

where $T_1 = R_1C_1$, $T_2 = R_2C_2$, $T_3 = R_3C_3$, $S_1 = R_1C_3$, and $S_2 = R_2C_3$. This expression may be made to assume the form

if the following relations are satisfied:

\[
\begin{align*}
E_o &= \left(\frac{u}{\omega_0} p + 1\right) \left(\frac{1}{\omega_0^2} p^2 + \frac{2}{\omega_0^2 T_d} p + 1\right) \times \frac{l}{T_d} \frac{1 + jT_d \omega + \omega_0}{2\omega} (\omega - \omega_0), \\
E_i &= \left(\frac{u}{\omega_0} p + 1\right) \left(\frac{1}{\omega_0^2} p^2 + \frac{2}{\omega_0^2 T_d} p + 1\right) \times \frac{l}{T_d} \frac{1 + j\omega + \omega_0}{2\omega} (\omega - \omega_0). 
\end{align*}
\]  
(85)

If the modulation of the input voltage does not create sidebands lying far from \(\omega_0\), Eq. (85) approximates the ideal characteristics of Eq. (81), except for the presence of the time lag \(l\).

The physical requirement that \(S_1\) and \(S_2\) be positive imposes on \(u\) the simultaneous restrictions

\[
\frac{1}{l\omega_0} - \frac{2}{T_d\omega_0} - \frac{1}{l\omega_0}\sqrt{1 - l^2\omega_0^2} < u < \frac{1}{l\omega_0} - \frac{2}{T_d\omega_0} + \frac{1}{l\omega_0}\sqrt{1 - l^2\omega_0^2} 
\]  
(87)

and

\[
\frac{2l\omega_0 - \omega_0 T_d \left(1 + \sqrt{1 - l^2\omega_0^2}\right)}{4 - \frac{4l}{T_d} - lT_d\omega_0^2} < u < \frac{2l\omega_0 - \omega_0 T_d \left(1 - \sqrt{1 - l^2\omega_0^2}\right)}{4 - \frac{4l}{T_d} - lT_d\omega_0^2}. 
\]  
(88)

It is to be noted that, for realizability, \(l \leq 1/\omega_0\).

A design procedure is apparent. It is assumed that theoretical or experimental considerations have determined acceptable values of \(T_d\) and \(l\). The carrier frequency \(\omega_0\) is, of course, known. The restrictions on \(u\) are established by Eqs. (87) and (88). The time constants \(T_1, T_2, T_3, S_1,\) and \(S_2\) are computed, with a value of \(u\) not too near the end points for a reason discussed later. Then if one component, \(C_3\), for example, is specified, the other components are determined, because

\[
R_1 = \frac{S_1}{C_3}, \quad R_2 = \frac{S_2}{C_3}, \quad R_3 = \frac{T_3}{C_3}, \quad C_1 = \frac{T_1}{R_1}, \quad C_2 = \frac{T_2}{R_2}. 
\]  
(89)

The choice of \(u\) and of the one component should be influenced by impedance considerations. The input impedance, with the output open-
circuited, $Z_i$, and the output impedance with the input short-circuited, $Z_o$, can be expressed as functions of $u$ and $C_3$:

$$Z_1\left(C_3, \frac{u}{\omega_0}\right) = \frac{1}{C_3} \left[ \left( \frac{1}{S_1} + \frac{1}{S_2} \right) \frac{1}{\omega_0^2} + \frac{u}{\omega_0} \right] \frac{u}{\omega_0} p^2 + \left( \frac{2}{\omega_0^2} - \frac{2}{T_d \omega_0^2} \right) \left( \frac{T_1}{S_1} + \frac{u}{\omega_0 S_2} \right) p^2 + \left( \frac{T_1}{S_1} + \frac{T_2}{S_2} + 1 \right) p$$

$$Z_0\left(C_3, \frac{u}{\omega_0}\right) = T_2 \left( \frac{2}{\omega_0^2 T_d} + \frac{u}{\omega_0} \right) p^2 + \left[ \left( \frac{2}{\omega_0^2 T_d} + \frac{u}{\omega_0} \right) (1 + S_2 u \omega_0) + T_2 \right] p + (1 + S_2 u \omega_0)$$

$$C_3 u \omega_0 \left( \frac{u}{\omega_0} p + 1 \right) \left( \frac{1}{\omega_0^2} p^2 + \frac{2}{T_d} p + 1 \right)$$

It is evident that as $u$ approaches an end point of one of the critical regions, so that $S_1$ or $S_2$ approaches zero, $Z_i$ approaches zero. Also, to avoid low input impedance, the gain $G = 1/T_d$ should not be chosen too near the upper bound of $1/(T_d \omega_0)$.

Since odd sizes of condensers are difficult to obtain, it is useful to present a design procedure that may be applied when values of $C_1$, $C_2$, and $C_3$ are known and values for $R_1$, $R_2$, and $R_3$ are desired for a given $T_d$. The relations are

$$R_1 = \frac{1}{\omega_0} \left( \frac{2}{\omega_0 T_d} + u \right) C_1 + C_3,$$

$$R_2 = \frac{C_1 + C_3}{C_1 \omega_0} \left( \frac{2}{\omega_0 T_d} + u \right) C_2,$$

$$R_3 = \frac{1}{\omega_0 C_3},$$

in which $u$ must be a solution of

$$\frac{C_1 + C_3}{C_1} u^3 - \frac{2}{\omega_0 T_d} C_2 (C_1 + C_3) u^2 - \frac{C_2}{C_1} u + \frac{2}{\omega_0 T_d} C_2 = 0.$$

For $C_1 = C_2 = C_3$, the positive solutions for $u$ are $u = 1/\sqrt{2}$ and $u = 2/(T_2 \omega_0)$. The gain $G = 1/T_d$ can be obtained from the expression
\[ \frac{2}{G} = \frac{C_1 + C_3}{C_1} \left( \frac{\omega_0 T_d}{2} + \omega_0 T_d + u \right) + 2. \] (92)

Table 3.2 presents circuit constants for the case of three equal condensers \( u = 1/\sqrt{2} \).

**Table 3.2—Parallel T with Equal Condensers**

<table>
<thead>
<tr>
<th>( T_{\omega_0} )</th>
<th>Notch interval, ( \omega )</th>
<th>( R_1 \times 10^3 ), megohms</th>
<th>( R_2 \times 10^3 ), megohms</th>
<th>Forward gain</th>
<th>Reverse gain</th>
<th>Input impedance ( Z_1 \times 10^3 ), megohms</th>
<th>Output impedance ( Z_0 \times 10^3 ), megohms</th>
<th>Reverse phase shift at ( \omega_0 ), degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>( \pm 24.0 )</td>
<td>1.9980</td>
<td>1.760</td>
<td>0.225900</td>
<td>0.174190</td>
<td>1.324–1.545j</td>
<td>1.798–1.768j</td>
<td>-5.00</td>
</tr>
<tr>
<td>5.0</td>
<td>( \pm 12.0 )</td>
<td>1.4680</td>
<td>2.395</td>
<td>0.110500</td>
<td>0.094550</td>
<td>1.303–1.573j</td>
<td>1.565–1.768j</td>
<td>-1.84</td>
</tr>
<tr>
<td>7.5</td>
<td>( \pm 9.0 )</td>
<td>1.2910</td>
<td>2.723</td>
<td>0.076900</td>
<td>0.064670</td>
<td>1.303–1.620j</td>
<td>1.469–1.768j</td>
<td>-0.95</td>
</tr>
<tr>
<td>10.0</td>
<td>( \pm 6.0 )</td>
<td>1.2030</td>
<td>2.934</td>
<td>0.052370</td>
<td>0.048070</td>
<td>1.289–1.640j</td>
<td>1.418–1.768j</td>
<td>-0.57</td>
</tr>
<tr>
<td>15.0</td>
<td>( \pm 4.0 )</td>
<td>1.1140</td>
<td>3.155</td>
<td>0.039350</td>
<td>0.032000</td>
<td>1.280–1.675j</td>
<td>1.364–1.768j</td>
<td>-0.27</td>
</tr>
<tr>
<td>20.0</td>
<td>( \pm 3.0 )</td>
<td>1.0700</td>
<td>3.286</td>
<td>0.025050</td>
<td>0.023940</td>
<td>1.274–1.695j</td>
<td>1.337–1.768j</td>
<td>-0.18</td>
</tr>
<tr>
<td>30.0</td>
<td>( \pm 2.0 )</td>
<td>1.0260</td>
<td>3.427</td>
<td>0.016400</td>
<td>0.015900</td>
<td>1.267–1.717j</td>
<td>1.306–1.768j</td>
<td>-0.06</td>
</tr>
<tr>
<td>40.0</td>
<td>( \pm 1.5 )</td>
<td>1.0040</td>
<td>3.503</td>
<td>0.012180</td>
<td>0.012020</td>
<td>1.264–1.729j</td>
<td>1.293–1.768j</td>
<td>-0.04</td>
</tr>
<tr>
<td>50.0</td>
<td>( \pm 1.2 )</td>
<td>0.9907</td>
<td>3.550</td>
<td>0.009682</td>
<td>0.009500</td>
<td>1.261–1.737j</td>
<td>1.285–1.768j</td>
<td>-0.02</td>
</tr>
<tr>
<td>60.0</td>
<td>( \pm 1.0 )</td>
<td>0.9818</td>
<td>3.582</td>
<td>0.008034</td>
<td>0.007910</td>
<td>1.260–1.742j</td>
<td>1.279–1.768j</td>
<td>-0.01</td>
</tr>
<tr>
<td>( \infty )</td>
<td>Resonant</td>
<td>0.9378</td>
<td>3.751</td>
<td>0</td>
<td>0</td>
<td>1.250–1.768j</td>
<td>1.250–1.768j</td>
<td>0</td>
</tr>
</tbody>
</table>

The "notch interval" as recorded in Table 3.2 is defined as the frequency interval between the points for which the output of an ideal proportional-derivative net would be \( \sqrt{2} \) times the minimum output.

In Table 3.2, the resistors are in megohms and the capacitors in microfarads. A parallel T differing only in impedance level may be obtained by multiplying the resistors by a constant and dividing the capacitors by the same constant. For certain classes of parallel-T networks, a proportional-derivative characteristic still exists if input and output are interchanged; Table 3.2 also gives some of the reverse characteristics of the T described there.

It is worth mentioning one method of using a parallel T that is sometimes useful in experimental work in which it is desired to obtain a value of \( T_d \) empirically. If \( T_{\omega_0} \) is taken to be infinite in the preceding formulas, a resonant parallel T is obtained, with a transfer characteristic

\[
\frac{j\omega + \omega_0}{2\omega} (\omega - \omega_0)
\]

\[
1 + \frac{j\omega + \omega_0}{2\omega} (\omega - \omega_0)
\]
If this resonant T is then connected as shown in Fig. 3.23 to a potentiometer of impedance low compared with the input impedance of the T, the output can be written as

\[
\frac{E_o}{E_I} = \frac{R_2}{R_1 + R_2} \frac{1 + jT_d \frac{\omega + \omega_0}{2\omega} (\omega - \omega_0)}{1 + j\frac{\omega + \omega_0}{2\omega} (\omega - \omega_0)},
\]

(93)
in which \( T_d = [1 + (R_1/R_2)x]l \) and can thus be adjusted within the limits \( l < T_d < [1 + (R_1/R_2)]l \).

As interesting simplification of the parallel T follows if, in Fig. 3.22a, either \( R_2 = 0 \) or \( C_1 = \infty \). Then circuits of the form shown in (b) and (c) of Fig. 3.22 are obtained. Such networks are commonly called bridge-T networks. In an effort to discuss the circuits simultaneously, the parts have been renumbered.

The transfer characteristic is

\[
\frac{E_o}{E_I} = \frac{T_1T_3p^2 + (T_1 + S_1)p + 1}{T_1T_3p^2 + (T_1 + S_1 + T_3)p + 1},
\]

(94)
where \( T_1 = R_1C_1, \ T_3 = R_3C_3, \) and \( S_1 = R_1C_3 \) in Circuit b and \( S_1 = R_3C_1 \) in Circuit c. To obtain the approximate derivative characteristic of the form

\[
\frac{E_o}{E_I} = \frac{1 + jT_d \frac{\omega + \omega_0}{2\omega} (\omega - \omega_0)}{1 + j\frac{\omega + \omega_0}{2\omega} (\omega - \omega_0)},
\]

(95)
the time constants must be defined by the following relations:

\[
\begin{aligned}
T_1 &= \left( \frac{1}{2} \frac{1}{l} - \frac{1}{T_d} \right), \\
S_1 &= \frac{1}{T_3\omega_0^2} - \frac{1}{2 \left( \frac{1}{l} - \frac{1}{T_d} \right)}.
\end{aligned}
\]

(96)
For positive $S_1$, the gain $G = T$ must satisfy the inequality,

$$G < \frac{4}{4 + T^2\omega_0^2}. \quad (97)$$

Since for the parallel $T$ the upper bound of gain is $1/(T\omega_0)$, it is observed that for a given $T_d$, less gain can be obtained from a bridge $T$. Because of noise in the signal, the smaller time lag $l$ for a given $T_d$ in a bridge $T$ is a disadvantage when compared with a parallel $T$.

Table 3-3.—Constants for Symmetrical Bridge $T$, Circuit $b$

| $T_d\omega_0$ Notch interval, | $R_1 \times 10^3$, | $R_3 \times 10^3$, | Gain | Input impedance $Z_1 \times 10^3$, | Output impedance $Z_0 \times 10^3$, |
| interval, | megaroms | megaroms | | megaroms | megaroms |
| | | | | | |
| 2.5 | $\pm 24.0$ | 1.06100 | 6.63 | 0.2424200 | 1.70790–2.135j | 1.60750–2.009j |
| 5.0 | $\pm 12.0$ | 0.53050 | 13.26 | 0.0740700 | 0.98780–2.470j | 0.98420–2.456j |
| 7.5 | $\pm 9.0$ | 0.35360 | 19.89 | 0.0343300 | 0.68380–2.564j | 0.68300–2.561j |
| 10.0 | $\pm 6.0$ | 0.26530 | 26.53 | 0.0196100 | 0.52030–2.602j | 0.52010–2.601j |
| 15.0 | $\pm 4.0$ | 0.17850 | 39.79 | 0.0085110 | 0.35050–2.629j | 0.35060–2.629j |
| 20.0 | $\pm 3.0$ | 0.13260 | 53.05 | 0.0049750 | 0.26390–2.639j | 0.26390–2.639j |
| 30.0 | $\pm 2.0$ | 0.08841 | 79.58 | 0.0022170 | 0.17640–2.647j | 0.17640–2.647j |
| 40.0 | $\pm 1.5$ | 0.06631 | 106.10 | 0.0012480 | 0.13250–2.649j | 0.13250–2.649j |
| 50.0 | $\pm 1.2$ | 0.05305 | 132.60 | 0.0007994 | 0.10600–2.650j | 0.10600–2.650j |
| 60.0 | $\pm 1.0$ | 0.04420 | 159.20 | 0.0005552 | 0.08836–2.651j | 0.08836–2.651j |
| 100.0 | $\pm 0.6$ | 0.02653 | 265.30 | 0.0002000 | 0.05304–2.652j | 0.05304–2.652j |

For Circuit $b$, in terms of arbitrary condensers,

$$R_1 = \frac{2}{T_d\omega_0^2(C_1 + C_3)}, \quad R_3 = \frac{T_d}{2} \left( \frac{1}{C_1} + \frac{1}{C_3} \right), \quad G = \frac{4}{T_d\omega_0^2 \left( 1 + \frac{C_3}{C_1} \right) + 4}. \quad (98)$$

Similar formulas for Circuit $c$, in terms of arbitrary resistors, are obtained for $C_1$, $C_3$, and $G$ if in Eq. (98) $R_1$ is interchanged with $C_1$ and $R_3$ is interchanged with $C_3$. For Circuit $b$

$$Z_1 = R_1 + \frac{T_3p + 1}{C_1T_3p^2 + (C_1 + C_3)p}, \quad Z_0 = \frac{T_1T_3p^2 + (T_1 + S_1 + T_3)p + 1}{T_1T_3p^2 + (T_1 + S_1 + T_3)p + 1}. \quad (99)$$
and for Circuit $c$

$$
Z_I = \frac{1}{C_3 p} + \frac{R_3(T_1 p + 1)}{(T_1 + S_1)p + 1'},
Z_o = \frac{R_1T_3 p^2 + (R_1 + R_3)}{T_1T_3 p^2 + (S_1 + T_1 + T_3)p + 1'}
$$

(100)

in which $Z_I$ and $Z_o$ have the meaning established above for the parallel $T$.

Table 3-3 gives some circuit constants for the bridge $T$ for Circuit $b$; for Circuit $c$, $R_I$ is merely interchanged with $C_3$, and $R_z$ with $C_4$.

Tolerance requirements have been fully investigated for the $T$ networks given in this section. The expressions, however, are quite lengthy and will not be presented. In general, it may be said that to hold the $\omega_0$ of the $T$ to within 5 per cent, the notch width to within 2 per cent of $\omega_0$, and the phase shift to zero $\pm 10^\circ$, for a parallel $T$ with a $T_{d\omega_0}$ of 15 each component must be held to about 0.5 per cent.

3.15. Operation on $\theta_0$—Feedback Filters.—In the design of servos that are to employ an internal feedback loop, it is necessary to obtain a signal, usually a voltage, from a point in the loop as near the output as possible. This is commonly obtained from a tachometer driven directly from the motor shaft. Thus there results a voltage that is proportional to the speed of this shaft and that may be modified by one of the nets, discussed in this section, before being subtracted from the error.

If it is impractical to employ a tachometer, a simple bridge circuit with d-c motors may be used to obtain a voltage proportional to speed. The motor current may be expressed to a reasonable approximation as

$$
i_m = \frac{e_d - K_i \Omega_m}{R_m + R_e + R_a},
$$

(101)

in which the terms have the same definition as those used in Sec. 3.10. With this relationship and the torque equation

$$
K_{1}i_m = Jp\Omega_m + f_s\Omega_m,
$$
it can be shown that the output voltage $E_o$ from the bridge circuit as shown in Fig. 3.24, is

$$
E_o = \frac{R_1}{R_1 + R_2} K_i(T_{m0} p + 1) \Omega_m,
$$

$$
T_{m0} = \left( \frac{1 - R_2 R_e}{R_1 R_m} \right) T_{ma},
$$

(102)

if it is assumed that $f_m \gg f_s$.

1 Sobczyk, op. cit.
Often $R_c$ includes the resistance of the compensating coil in the motor required for proper commutation. The positive limit of $T_{m_0}$ (at $R_2 = 0$) may be increased, if desired, by shunting this coil with a resistive divider and obtaining $E_0$ between a point on the divider and Terminal 2 of the motor. When the bridge is balanced, $T_{m_0} = 0$, and a voltage directly proportional to speed is obtained.

When $R_2/R_1 > R_mR_c$. The possible infinite negative value of $T_{m_0}$ suggested by Eq. (102) is a fallacy resulting from the fact that the viscous damping of the gear train was considered negligible compared with internal damping of the motor. Actually, the negative values of $T_{m_0}$ are of little interest; usually the bridge is either balanced to obtain the speed voltage or designed to obtain a positive $T_{m_0}$. The presence of the positive $T_{m_0}$ introduces a derivative term in the feedback loop and thus can be used to increase phase margin, permitting higher feedback gain.

If a voltage proportional $d\theta_0/dt$ is subtracted from the error voltage, the effect is identical with that which would be obtained by increasing the viscous damping, say, in the gear train. This, of course, has stabilizing action but also results in greater error in following constant-velocity inputs. Thus, in servos using such an internal feedback loop at d-c level for equalization, it is desirable to use a high-pass network between the source of d-c voltage and the mixing stage in which the modified d-c voltage is subtracted from the error signal. Single-, double-, and triple-section RC-filters are commonly used. Networks employing inductors have also been used, but the usefulness of such networks is limited, owing to the nonlinear properties of the large inductances required (about 1000 to 10,000 henrys).

The single-section high-pass RC-network shown in Fig. 3-25a is characterized by a single time constant $T = RC$, and the transfer function may be written as

$$\frac{E_0}{E} = \frac{Tp}{Tp + 1}$$

$$T = RC,$$

(103)

which, asymptotically, is represented by a rising 6-db/octave section to $\omega = 1/T$ and a constant 0-db gain for high frequencies. Asymptotic plots and the departure from the actual curve are discussed in Sec. 4-10. The phase angle is $+90^\circ$ for low frequencies, decreasing toward zero at high frequencies. At $\omega = 1/T$ the phase shift is $\pm 45^\circ$. 

![Fig. 3-24.—Bridge circuit for obtaining feedback voltage.](image)
The two-section high-pass RC-network is shown in Fig. 3.25b. Its transfer characteristic is

$$\frac{E_o}{E} = \frac{T_1 T_2 p^2}{T_1 T_2 p^2 + \left(1 + \frac{R_1}{R_2} + \frac{T_1}{R_2}\right) T_2 p + 1} \tag{104a}$$

where

$$T_1 = R_1 C_1, \quad T_2 = R_2 C_2. \tag{104b}$$

Equation (104a) can also be written in two other ways:

$$\frac{E_o}{E} = \frac{T_a T_b p^2}{(T_a p + 1)(T_b p + 1)} \tag{104d}$$
$$\frac{E_o}{E} = \frac{(T_p)^2}{(T_p)^2 + 2 \xi T_p + 1} \tag{104e}$$

where $T_a = $ longer effective time constant,

$T_b = $ smaller effective time constant,

$\xi = $ damping ratio ($\xi > 1$),

$T = \sqrt{T_a T_b} = \sqrt{T_1 T_2} = $ mean time constant.

![Diagram of high-pass filters for d-c feedback](image)

**Fig. 3.25.**—High-pass filters for d-c feedback. (a) Single-section high-pass filter, $E_o/E = T_2/(T_p + 1)$; (b) two-section high-pass RC-network, $E_o/E = (T_a T_b p^2)/(T_a p + 1)(T_b p + 1)$.

When the asymptotic transfer function is written in the form of Eq. (104d), it becomes apparent that it rises at 12 db/octave to $\omega = 1/T_a$, then at 6 db/octave to $\omega = 1/T_b$, and is then constant at 0 db for higher
frequencies (see Sec. 4.10). The 12-db/octave portion if extended to the 0-db axis would cross it at

$$\omega = \frac{1}{\sqrt{T_a T_b}} = \frac{1}{T}.$$  \hfill (105)

It is also apparent from Eq. (104d) that there are only two primary parameters, $T_a$ and $T_b$; the form in which these primary parameters will be used here is $T_a/T_b$ and $\sqrt{T_a T_b} = T$.

![Graph for designing two-section high-pass RC-filter.](image)

The following relations hold between the variables:

$$\zeta = \frac{1}{2} \frac{1 + \left( \frac{T}{T_2} \right)^2 \left( 1 + \frac{C_2}{C_1} \right)}{T},$$ \hfill (106a)

$$\frac{T_a}{T_b} = \gamma = 2\zeta^2 - 1 + 2\zeta \sqrt{\gamma^2 - 1} = f \left( \frac{T}{T_2}, \frac{C_1}{C_2} \right).$$ \hfill (106b)

The relationship indicated in Eq. (106b) is plotted for several values of $C_1/C_2$ in Fig. 3.26.
In the usual circuits, the output resistor $R_2$ is required to be less than some critical value due to grid-return requirements or other impedance-level considerations. With this fact in mind, a possible design procedure becomes apparent. Experimental or theoretical work has determined $T_a$, $T_b$, and $R_a$. Thus $\gamma$, $T$, and $R_2$ are fixed. By the use of

$$\gamma = f \left( \frac{T}{T_2}, \frac{C_1}{C_2} \right)$$

as given by Fig. 3-26, $T/T_2$ can be determined for a particular choice of $C_1/C_2$. The value of $T_2$ and thus the value of $C_2$ can be then established. By the particular value of $C_1/C_2$ employed in determining $T/T_2$, $C_1$ is established. Since $T_1 = T^2/T_2$, $T_1$ is known, $R_1$ is established, and the components of the filter are completely determined.

Such a procedure, however, ignores the fact that there are four circuit elements, but it is desired to establish only three parameters. It seems desirable to use the other parameter to minimize the total capacitance $C_0 = C_1 + C_2$ used in the circuit.

Fortunately, $\gamma$ increases monotonically with $\xi$. Thus establishing $\gamma$, $T$, and $R_2$ is equivalent to establishing $\xi$, $T$, and $R_2$. Equation (106a) may be rewritten as

$$\xi = \frac{1}{2} \frac{R_2 C_2 - R_1 C_0}{T}.$$  

Solving for $C_0$ and minimizing $C_0$ for fixed $\xi$, $T$, and $R_2$ produce a new relationship between $\xi$ and the circuit components:

$$\xi c = \frac{1}{2} \frac{R_2 C_2}{R_1 C_1} \frac{2}{C_2} \frac{C_1}{C_2 - 1}.$$  

Comparison of this with Eq. (106a) gives

$$\left( \frac{T_1}{T_2} \right)_c = \frac{\left( \frac{C_1}{C_2} \right)^2}{\left( \frac{C_1}{C_2} \right)^2 - 1}$$  

as the necessary condition for the minimization, which makes it possible to write

$$\xi c = \frac{1}{2} \left[ \frac{T_2}{T} + \frac{T}{T_2} + \sqrt{\left( \frac{T}{T_2} \right)^2 - 1} \right];$$

use of this in Eq. (106b) yields $\gamma c = f(T/T_2)$, a plot of which has been included in Fig. 3-26.
Thus, for economy in total capacitance, the design procedure sug-  
gested above is modified in that the choice of the value of $C_1/C_2$ should be  
determined by the intersection of the desired value of $\gamma$ with the $\gamma_c$-curve.  

General equations relating the tolerance on the components of the  
filter with the variation of $T_a$, $T_b$, $T$, and $\gamma$ may be derived in the usual  
manner.

\[
\frac{\partial T_a}{T_a} = \left( \frac{1}{2} + AD \right) \frac{\partial R_1}{R_1} + \left( \frac{1}{2} - AD \right) \frac{\partial R_2}{R_2} + \left( \frac{1}{2} + BD \right) \frac{\partial C_1}{C_1} + \left( \frac{1}{2} - BD \right) \frac{\partial C_2}{C_2}, \tag{107a}
\]

\[
\frac{\partial T_b}{T_b} = \left( \frac{1}{2} - AD \right) \frac{\partial R_1}{R_1} + \left( \frac{1}{2} + AD \right) \frac{\partial R_2}{R_2} + \left( \frac{1}{2} - BD \right) \frac{\partial C_1}{C_1} + \left( \frac{1}{2} + BD \right) \frac{\partial C_2}{C_2}, \tag{107b}
\]

\[
\frac{\partial T}{T} = \frac{1}{2} \frac{\partial R_1}{R_1} + \frac{1}{2} \frac{\partial R_2}{R_2} + \frac{1}{2} \frac{\partial C_1}{C_1} + \frac{1}{2} \frac{\partial C_2}{C_2}, \tag{107c}
\]

\[
\frac{\partial \gamma}{\gamma} = AD \frac{\partial R_1}{R_1} - AD \frac{\partial R_2}{R_2} + BD \frac{\partial C_1}{C_1} - BD \frac{\partial C_2}{C_2}, \tag{107d}
\]

in which

\[
A = \frac{T_1 \left( C_1 + 1 \right)}{T_2 \left( C_2 + 1 \right)} + \frac{-C_1}{C_2},
\]

\[
B = \frac{T_1 \left( C_1 - 1 \right)}{T_2 \left( C_2 + 1 \right)} + \frac{-C_1}{C_2},
\]

\[
D = \frac{2\gamma}{(C_2 - 1)^2}.
\]

**Table 3-4.**—Tolerance Coefficients for Minimum Capacitance Cases

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$AD$</th>
<th>$BD$</th>
<th>$\frac{1}{2} + AD$</th>
<th>$\frac{1}{2} - AD$</th>
<th>$\frac{1}{2} + BD$</th>
<th>$\frac{1}{2} - BD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.333</td>
<td>0.522</td>
<td>-0.174</td>
<td>1.022</td>
<td>-0.022</td>
<td>0.326</td>
<td>0.674</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.067</td>
<td>0.307</td>
<td>-0.184</td>
<td>0.807</td>
<td>-0.193</td>
<td>0.316</td>
<td>0.684</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.029</td>
<td>0.235</td>
<td>-0.168</td>
<td>0.735</td>
<td>-0.265</td>
<td>0.332</td>
<td>0.668</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.016</td>
<td>0.196</td>
<td>-0.153</td>
<td>0.696</td>
<td>-0.304</td>
<td>0.347</td>
<td>0.653</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-4 gives the tolerance coefficients for two of the minimum capacitance cases. It will be observed that the main contribution to the errors comes from the square-root relation between $T$ and $T_1T_2$ and that the change in the ratio of the effective time constants is of a smaller
order. This means that a given percentage error in one of the components will produce about one-half of that percentage error in the two effective time constants.

3-16. Gear Trains.—For use in control, a gear train must meet certain requirements of efficiency, reversibility, rigidity, backlash, strength, and inertia. Unfortunately, theoretical work has not progressed to the stage where all of these standards can be expressed mathematically.

In regard to efficiency, usual engineering reasoning applies, since this will directly affect the size of the motor that must be employed. Furthermore, it is to be noted that high starting friction produces rough following of the input at low speeds. High viscous friction decreases the effective velocity-error constant. Also, since it cannot be treated as a constant from gear train to gear train or as a function of time, its stabilizing action can be a source of serious design error.

At present there is no satisfactorily complete analysis of the problems encountered when servo control is employed with an irreversible gear train, such as certain worm reductions. Bitter experience, indicates however, that except possibly where the load inertia and load torques are small, irreversible gear trains should be avoided. It is felt that the difficulty is caused by the locking that takes place in many irreversible gear trains when subject to load torques.

The rigidity should be such that with the expected load inertia, there will be no natural frequencies that are less than, as a rough estimate, five to ten times the highest resonant frequency of the rest of the control loop. Naturally the rigidity of any portion of the gear train not enclosed in the loop must be such that errors arising from deflections under load are tolerable.

Backlash in gear trains, if enclosed in the loop, often produces instabilities of either very high or very low frequency. Usually the amplitude is of the order of magnitude of the backlash. A rule based only on experience is that the backlash must be less than one-half of the acceptable following error. If the backlash is not enclosed in the loop, the resulting error can, of course, be equal to the backlash.

Obviously, the gear train should be sturdy enough to withstand the maximum torque load that it will experience. An estimate of the maximum load can be obtained. The torque exerted on the motor rotor \( M_m \) and the torque exerted on the load \( M_l \) are related by

\[
M_l = \frac{J_l N}{J_l + J_m N^2} M_m,
\]

where \( J_l \) is the inertia of the load and \( J_m \) is the inertia of the motor armature and first gear and the inertia of the rest of the gear train, of reduction \( N \), is ignored.
Usually it is only in control problems employing fair-sized motors that concern exists about the strength of the gear train. Thus the motor is usually direct current, and the relation $M = K\tau i_m$ holds over a wide range of $i_m$. Under severe conditions, however, saturation effects may occur.

The greatest torque load will be experienced in one of two cases:

**CASE I:** If the load is blocked and a maximum voltage $E_m$, is applied to the motor, then from Eq. (108)

$$M_t = N(M_m)i_{im},$$

(109)

since in such a case $J_t = \infty$. The quantity $(M_m)i_{im}$ is the torque associated with a current $i_m = E_m/R_m$ and may be less than $K\tau i_m$ due to saturation.

**CASE II:** If the maximum voltage $E_m$ is suddenly reversed after the motor has attained full speed, then

$$M_t = \frac{J_1N}{J_t + J_mN^2} (M_{m})_{2i_{im}},$$

(110)

if the motor is assumed to run with a back emf equal to the applied emf for constant speeds. This is approximately correct with high-efficiency gear trains and no torque load on the output of the gear train. The quantity $(M_{m})_{2i_{im}}$ is the torque produced by a current $i_m = 2E_m/R_m$.

A comparison of Eqs. (109) and (110) shows that if

$$\frac{(M_{m})i_{im}}{(M_{m})_{2i_{im}}} < \frac{1}{1 + \frac{J_m}{J_t} N^2},$$

(111)

Case II gives the greater torque but, if

$$\frac{(M_{m})i_{im}}{(M_{m})_{2i_{im}}} > \frac{1}{1 + \frac{J_mN^2}{J_t}},$$

(112)

Case I gives the greater torque.

In applications involving servomotors of a few mechanical watts output, the inertia of the gear train, especially the first mesh or two, is far from negligible compared with the inertia of the motor armature. If the inertia\(^1\) of the gearing past the fourth gear (Fig. 3-27) is considered negligible, the following equation may be written for the total inertia $J_{m}'$ observed at the motor shaft, $N'$ being the total gear reduction to the inertia load $J_t$:

$$J_{m}' = J_m + J_y + \frac{J_1}{N'^2},$$

(113a)

\(^1\) The following treatment is from an unpublished paper by N. B. Nichols,
If it is assumed that the gears (of diameter \(D\), width \(W\)) are all solid and
of a material with a density \(\rho\),

\[
J_o = \frac{\pi \rho}{32} \left[ W_1 D_1^4 + \left( \frac{D_1}{D_2} \right)^2 W_2 D_2^4 + \left( \frac{D_1}{D_3} \right)^2 W_3 D_3^4 + \left( \frac{D_1}{D_4} \right)^2 W_4 D_4^4 \right].
\] (113b)

In Eq. (110b), the small inertia of the idler shafts has been ignored
or, if desired, absorbed by change of pinion width \(W\). With the use of
\(N_{12} = D_2/D_1\) and \(N = (D_2/D_1)(D_4/D_3)\), Eq. (113b) may be written as

\[
J_o = J_0 \left[ \frac{W_1}{W_2} + N_{12}^2 + \frac{1}{N_{12}^2} \frac{W_3}{W_2} \left( \frac{D_3}{D_1} \right)^4 + \frac{N^2}{N_{12}^2} \frac{W_4}{W_2} \left( \frac{D_3}{D_1} \right)^4 \right],
\] (113c)

where \(J_0\) is the moment of inertia of a motor pinion of the same width
as the second gear.

The interest now lies in the value of \(N_{12}\) that will minimize \(J_o\) for
fixed values of \(W_1/W_2\), \(W_3/W_2\), \(W_4/W_2\), \(N\), and \(D_3/D_1\). Such a value
will be a solution of the equation

\[
N_{12}^8 - \frac{W_3}{W_2} \left( \frac{D_3}{D_1} \right)^4 N_{12}^4 - 2N^2 \frac{W_4}{W_2} \left( \frac{D_3}{D_1} \right)^4 = 0,
\] (114a)

which can be written as

\[
x^3 + 2 = 3Kx
\] (114b)
if
\[ x = N_{12}^3 N^{-\frac{3}{5}} \left( \frac{W_4}{W_2} \right)^{-\frac{1}{5}} \left( \frac{D_3}{D_1} \right)^{-\frac{1}{5}}, \]

\[ 3K = \left( \frac{W_3}{W_2} \right) \left( \frac{W_4}{W_2} \right)^{-\frac{3}{5}} \left( \frac{D_3}{D_1} \right)^{\frac{4}{5}} N^{-\frac{3}{5}}. \]

In general, \( K \) will be small. To a zero-order approximation
\[ x_0 = -2^{\frac{3}{5}}, \]  
and to a first-order approximation
\[ x_1 = -2^{\frac{3}{5}} (1 - \frac{3}{5}Kx_0)^{\frac{1}{5}} \approx -2^{\frac{3}{5}} (1 + 2^{-\frac{3}{5}}K). \]

Usually the zero-order approximation is sufficient. For instance, if \( W_3/W_2 = W_4/W_2 = D_3/D_1 = 1 \), \( N = 8 \), the first-order correction contributes only about 1 per cent to the value of \( x_0 \). When this correction is neglected, \( N_{12} = 2.25 \) and \( J_\phi = 8.6J_0 \). It has often been the practice to make the first reduction as large as possible in a mistaken effort to minimize inertia. It is worth noting in the above case that if the reduction of 8 had been taken in a single mesh, the inertia of the gearing at the motor shaft \( J_\phi \) would have been 65\( J_0 \).

The following table compares the inertia of the gear train for the minimal case with that inertia resulting from an equivalent single reduction. Again, the assumption has been made that
\[ \frac{W_3}{W_2} = \frac{W_4}{W_2} = \frac{D_3}{D_1} = 1. \]

<table>
<thead>
<tr>
<th>( N_{12} )</th>
<th>( N_{34} )</th>
<th>( N )</th>
<th>( J_\phi )</th>
<th>( a ), in.(^2) oz</th>
<th>( b ), in.(^2) oz</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.00</td>
<td>....</td>
<td>8</td>
<td>65.0</td>
<td>0.0074</td>
<td>0.372</td>
</tr>
<tr>
<td>2.25</td>
<td>3.56</td>
<td>8</td>
<td>8.6</td>
<td>0.0010</td>
<td>0.049</td>
</tr>
<tr>
<td>12.00</td>
<td>....</td>
<td>12</td>
<td>145.0</td>
<td>0.0165</td>
<td>0.832</td>
</tr>
<tr>
<td>2.57</td>
<td>4.67</td>
<td>12</td>
<td>11.1</td>
<td>0.0013</td>
<td>0.064</td>
</tr>
<tr>
<td>18.00</td>
<td>....</td>
<td>18</td>
<td>325.0</td>
<td>0.0369</td>
<td>1.870</td>
</tr>
<tr>
<td>2.94</td>
<td>6.12</td>
<td>18</td>
<td>14.0</td>
<td>0.0016</td>
<td>0.080</td>
</tr>
<tr>
<td>27.00</td>
<td>....</td>
<td>27</td>
<td>730.0</td>
<td>0.0828</td>
<td>4.180</td>
</tr>
<tr>
<td>3.36</td>
<td>8.03</td>
<td>27</td>
<td>18.1</td>
<td>0.0020</td>
<td>0.103</td>
</tr>
</tbody>
</table>

Table 3-5 gives in Column (a) the resulting inertia if \( J_\phi \) is from a 9T, 48P, \( \frac{1}{16} \)-in.-wide brass pinion and Column (b) is from a 24T, 48P, \( \frac{3}{16} \)-in.-wide brass pinion. These inertias may be compared with a motor-armature inertia of 0.077 in.\(^2\) oz for a Diehl two-phase 2-watt motor (FPE25) and 0.66 in.\(^2\) oz for Diehl 11- and 22-watt motors (FPE49-2 and FPF49-7).
CHAPTER 4

GENERAL DESIGN PRINCIPLES FOR SERVOMECHANISMS

BY N. B. NICHOLS, W. P. MANGER, AND E. H. KROHN

The systematic treatment of multiple-loop servomechanisms is quite complex and will not be attempted in this chapter. Systems with only one independent input variable will first be treated; the discussion can be readily extended to systems with more than one independent input variable by the usual superposition theorem which applies to all linear systems.

4.1. Basic Equations.—The simplest single-input servomechanism has only one error-measuring element (the differential in the usual symbolic diagram) and one transfer element. A simple example of this type has been discussed in Chap. 1; its symbolic diagram is shown in Fig. 4.1. Its equations may be written

\[ \epsilon = \theta_t - \theta_o, \]  
\[ \frac{\theta_o}{\epsilon} = Y_{11}, \]  
\[ \frac{\theta_o}{\theta_t} = \frac{Y_{11}}{1 + Y_{11}}, \]  
\[ \frac{\epsilon}{\theta_t} = \frac{1}{1 + Y_{11}}, \]

where \( Y_{11}, \theta_o, \theta_t, \) and \( \epsilon \) are functions of \( p \) or \( j\omega \), depending on the type of solution desired. The function \( Y_{11} \) is called the loop transfer function or the feedback function and is usually composed of a number of products that are the transfer functions of the individual elements of the servo loop. The Nyquist stability test discussed in Chap. 2 can now be applied to the loop transfer function \( Y_{11} \), to determine whether or not the expressions in Eqs. (3) or (4) correspond to a stable system. The interpretation of the test is simplified if, as is usually the case, \( Y_{11}(p) \) has no zeros or poles in the right half plane when \( p \) is regarded as a complex variable.

For the simple servo considered in Chap. 1 we have

\[ Y_{11}(p) = \frac{K_v}{p(T_m p + 1)}, \]

1 N. B. Nichols is the author of Secs. 4.1 and 4.14 to 4.19 inclusive; W. P. Manger of Secs. 4.2 to 4.9, and 4.12 to 4.13; E. H. Krohn of Secs. 4.10 and 4.11.
where $K_v = \text{velocity-error constant}$,

$T_m = \text{motor time constant}$.

Adding an equalizing lead network, we obtain

$$Y_{11}(p) = \frac{K_v(T_1 p + 1)}{p(T_m p + 1)(T_2 p + 1)}$$

where $T_1 = \text{lead-network time constant}$, sometimes called the derivative time constant,

$T_2 = \text{lead-network lag (less than $T_1$)}$.

Proceeding in this manner, we can build up more complex functions for a single-loop or single-differential system.

In a two-differential single-input system there are two possible configurations, as illustrated in Fig. 4.2. These systems include another type of junction, which may be called a \textit{branch point}. A branch point has one incoming function and two outgoing functions which are identically equal to the incoming one. The differential junction has two incoming functions and one outgoing function which is equal to the algebraic difference of the two incoming ones. The symbolic diagram or the associated equations must, of course, indicate which of the incoming functions retains its sign on traversing the junction and which changes its sign.

The equations for Fig. 4.2a may be written

$$e + \theta_o = e + Y_{31}\theta_3 = \theta_i, \quad (7)$$

$$e_2 + \theta_{o2} - \theta_{i2} = e_2 + Y_{32}\theta_3 - Y_{12}e = 0, \quad (8)$$

$$\theta_3 - Y_{23}e_2 = 0. \quad (9)$$

Using Eqs. (8) and (9) and eliminating $e_2$, we find

$$\frac{\theta_3}{Y_{12}e} = \frac{1}{Y_{32}} \frac{Y_{23}Y_{32}}{1 + Y_{23}Y_{32}} \quad (10)$$

where the expression on the right may be looked upon as the effective transfer function between the output of $Y_{12}$ and the input to $Y_{31}$. The expression on the right may be rewritten to obtain

$$\frac{\theta_3}{Y_{12}e} = \frac{1}{Y_{32}} \frac{Y_{22}}{1 + Y_{22}^2} \quad (11)$$
where $Y_{22}$ is the loop transfer function for the subsidiary loop associated with differential 2 in Fig. 4.2a. Using Eq. (7), one obtains

$$\theta_0 = \frac{Y_{12}Y_{31}}{Y_{32}} \frac{Y_{22}}{1 + Y_{22}}$$

(12)

or

$$\frac{\theta_0}{\theta_1} = \frac{Y_{12}Y_{31}Y_{32}}{1 + Y_{23}Y_{32}} = \frac{Y_{11}^0}{1 + Y_{22}}$$

(13)

where $Y_{11}^0$ is the loop transfer function associated with differential 1 when $Y_{32} = 0$. We also have

$$\frac{\theta_0}{\theta_1} = \frac{Y_{11}^0}{1 + Y_{11}^0 + Y_{22}}$$

(14)

$$\frac{\theta_0}{\theta_1} = \frac{1 + Y_{22}}{1 + Y_{11}^0 + Y_{22}}$$

(15)

Inspection of Eq. (13) shows that if $Y_{11}^0/(1 + Y_{22})$ has no zeros or poles in the right half plane, then the normal Nyquist stability test may be used to determine the stability of the over-all system characterized by Eqs. (14) and (15). Since $Y_{11}^0$ by itself usually satisfies this requirement, it is necessary to inquire if $1/(1 + Y_{22})$ separately does. It follows that application of the simple Nyquist test to the over-all system requires that the subsidiary loop represented by Eq. (11) be stable. The two-loop transfer functions enter Eqs. (13) to (15) in a rather simple manner that permits an easy derivation of the system equations. Combining Eqs. (12) and (7), one obtains

$$\frac{\theta_0}{\theta_1} = \frac{Y_{12}Y_{31}}{Y_{32}} \frac{Y_{22}}{1 + Y_{22}} = \frac{Y_{11}}{1 + Y_{11}}$$

(16a)

Equation (16a) emphasizes the reason for calling this a two-loop system: $Y_{22}$ appears in $Y_{11}$ in the same manner that

$$Y_{11} = \frac{Y_{12}Y_{31}}{Y_{32}} \frac{Y_{22}}{1 + Y_{22}}$$

(16b)

appears in the complete expression for $\theta_0/\theta_1$.

In Fig. 4.2b there are two single-element paths for data to leave junction 3 and enter junction 2. The equations associated with Fig. 4.2b are easily shown to be

$$\theta_0 = Y_{13}(Y_a + Y_b)Y_{21},$$

(17)

$$\frac{\theta_0}{\theta_1} = \frac{Y_{13}(Y_a + Y_b)Y_{21}}{1 + Y_{13}(Y_a + Y_b)Y_{21}}$$

(18)
where differential 2 has been assumed to have the equation

\[ \Sigma_2 = Y_a\theta_3 + Y_b\theta_3. \]

One observes that \( Y_a \) and \( Y_b \) enter Eqs. (17) and (18) in a different manner from that in which \( Y_{32} \) and \( Y_{23} \) enter the previous equations. The transfer function between junctions 2 and 3 is really only the sum \( Y_a + Y_b \); there is no loop equation associated with differential 2. In other words, Fig. 4.2b is in reality only a single-loop system with a loop transfer function \( Y_{13}(Y_a + Y_b)Y_{21} = Y_{11}. \)

There are many three-differential systems, and no exhaustive treatment is contemplated here. The schematic shown in Fig. 4.3 has been used in amplidyne servos employing quadrature series and armature voltage or tachometer feedback for equalization, together with an error-signal equalizer. The equations for Fig. 4.3 may be written as

\[
\begin{align*}
\epsilon + \theta_0 &= \epsilon + Y_{61}\theta_5 = \theta_1, \\
\epsilon_2 - Y_{12}\epsilon + Y_{32}\Sigma_3 &= 0, \\
\Sigma_3 - Y_{43}\theta_4 - Y_{53}\theta_5 &= 0, \\
\theta_4 - Y_{24}\epsilon_2 &= 0, \\
\theta_5 - Y_{45}\theta_4 &= 0,
\end{align*}
\]

where \( Y_{12} \) = error-equalizer transfer function,
\( Y_{24} \) = power-amplifier and amplidyne transfer function (open circuit),
\( Y_{43} \) = quadrature-series field transfer function,
\( Y_{46} \) = motor-amplidyne transfer function,
\( Y_{53} \) = tachometer transfer function,
\( Y_{32} \) = feedback-equalizer transfer function,
\( Y_{51} \) = gear-train transfer function.

Solving the five simultaneous equations for a number of the variables, we obtain

\[
\begin{align*}
\theta_0 &= \frac{Y_{12}Y_{24}Y_{43}Y_{51}}{1 + Y_{12}Y_{24}Y_{45}Y_{51} + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}}, \\
\epsilon &= \frac{Y_{12}Y_{24}Y_{43}Y_{41} + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}}{1 + Y_{12}Y_{24}Y_{45}Y_{41} + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}},
\end{align*}
\]
\[
\frac{\theta_0}{\epsilon} = \frac{Y_{12}Y_{24}Y_{45}Y_{51}}{1 + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}} 
\]  \hspace{1cm} (26)

\[
\frac{\theta_{02}}{\theta_{12}} = \frac{Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}}{1 + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}} 
\]  \hspace{1cm} (27)

\[
\frac{\theta_{02}}{\epsilon_2} = Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}. 
\]  \hspace{1cm} (28)

Other relations between the variables may be obtained by simple combination of the above, as, for example,

\[
\frac{\theta_4}{\theta_0} = \frac{1}{Y_{46}Y_{51}}. 
\]  \hspace{1cm} (29)

Combination of Eq. (29) with Eq. (24) gives

\[
\frac{\theta_4}{\theta_l} = \frac{Y_{12}Y_{24}}{1 + Y_{12}Y_{24}Y_{45}Y_{51} + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}}. 
\]  \hspace{1cm} (30)

The previous equations are in proper form for a Nyquist test of successive loops in order to determine the stability of the system. Inspection of Eq. (24) shows that the equation for this circuit is the same as that of a two-loop system [see Eq. (14)] with an inner-loop transfer function of \(Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}\) and an outer-loop transfer function given by Eq. (26). This means that one can first study the loop characterized by Eq. (28). The difference between the number of zeros and poles in the right half plane of the function

\[
1 + Y_{24}Y_{43}Y_{32} + Y_{24}Y_{45}Y_{53}Y_{32}
\]

can be found by means of the Nyquist test. In the usual case there will be no poles or zeros (the inner-loop equalization networks being designed to give no zeros), and the system will be stable when the outer loop is opened by making \(Y_{12}\) zero (reducing preamplifier gain to zero). Having applied the Nyquist test to the inner loop, one may draw the Nyquist diagram for the complete system by the use of Eq. (26) and determine the difference between the number of zeros and poles of \(1 + \theta_0/\epsilon\). In order that the system be stable, \(1 + \theta_0/\epsilon\) can have no zeros in the right half plane. If the inner loop is stable and, as is usual, \(Y_{12}Y_{24}Y_{45}Y_{51}\) has no poles in the right half plane, then \(1 + \theta_0/\epsilon\) will have no poles and the simple Nyquist criterion will apply.

4.2. Responses to Representative Inputs.—A general discussion of the nature of typical servomechanism responses to representative inputs requires a general definition of the functions that characterize servomechanisms. All the mathematical knowledge available from an inspection of the structure of a servomechanism can be given by a statement of the loop transfer functions for each closed loop in the system. The
following discussion will apply to a two-loop system. The analysis can readily be extended to include multiple-loop systems if desired. The transfer function of the principal, or error, loop, when the other loop is open, will be denoted by \( Y_{11}^0(p) \); it will be of the form

\[
Y_{11}^0(p) = K_1 p^{a_1} \frac{f_1(p)}{g_1(p)}.
\]  

The loop gain of the inner loop may be written as

\[
Y_{22}^0(p) = K_2 p^{a_2} \frac{f_2(p)}{g_2(p)},
\]

where \( f \) and \( g \) are polynomials in \( p \) of the general form

\[
f(p) = 1 + a_1 p + a_2 p^2 + \cdots + a_p p^r,
\]

\[
g(p) = 1 + b_1 p + b_2 p^2 + \cdots + b_p p^s,
\]

and the \( a \)'s are integers.

The transfer function relating the output \( \theta_0 \) to the input \( \theta_1 \) can be written

\[
\frac{\theta_0}{\theta_1}(p) = \frac{Y_{11}^0(p)}{1 + Y_{11}^0(p) + Y_{22}^0(p)} = \frac{Y_{11}(p)}{1 + Y_{11}(p)}.
\]  

We now proceed to establish certain limitations imposed on the loop transfer functions \( Y(p) \). Suppose that a unit-step function input is applied to the servomechanism with transfer function given by Eq. (34). Then

\[
\frac{\theta_0(p)}{\theta_1(p)} = \frac{Y_{11}^0(p)}{p} \frac{1}{1 + Y_{11}(p) + Y_{22}^0(p)}.
\]  

The asymptotic behavior of \( \theta_0(t) \) for large values of \( t \) is given by (see Chap. 2)

\[
\lim_{t \to \infty} \theta_0(t) = \lim_{p \to 0} p \theta_0(p)
\]

or

\[
\lim_{t \to \infty} \theta_0(t) = \lim_{p \to 0} \left( \frac{K_1 p^{a_1}}{1 + K_1 p^{a_1} + K_2 p^{a_2}} \right).
\]

If the servomechanism is to have zero static error, \( \theta_0(t) \) must approach 1 for large values of \( t \). Evidently \( a_1 \) must be negative for this to be true. Equation (36) may be written

\[
\lim_{t \to \infty} \theta_0(t) = \lim_{p \to 0} \left( \frac{K_1}{p^{-a_1} + K_1 + K_2 p^{a_2 - a_1}} \right).
\]

It is seen that \( a_1 \) must be less than 0 and \( a_2 \) must be greater than \( a_1 \) in order that the servomechanism have zero static error.
The condition on $\alpha_1$ can easily be derived from physical reasoning. We consider $Y_{11}(p)$ as the loop gain and imagine the loop to be opened as shown in Fig. 4-4. If a steady signal $\epsilon$ is applied as shown, then the output $\theta_o$ should move continuously in an attempt to balance out this error signal. This will be the case only if the exponent $\alpha_1$ is equal to or less than $-1$. We call any feedback loop having a transfer function of the form of Eq. (31) or (32) a “zero-static-error loop” if $\alpha_1 \leq -1$.

The restrictions on $\alpha_2$ are somewhat more complicated. When $\alpha_1 = -1$, we have the condition $\alpha_2 \geq 0$. Thus the subsidiary loop cannot be of the zero-static-error type if the over-all loop is to be of the zero-static-error type. In a system with $\alpha_1 \leq -2$ (we will see later that such a servomechanism is characterized by zero final error when following a constant-velocity input) it is necessary that $\alpha_2 \geq -1$. Such a servomechanism may then have a subsidiary loop of the zero-static-error type. It will be seen subsequently, however, that in the presence of such a subsidiary loop the over-all loop will not be characterized by zero velocity error.

A further restriction is placed on the loop transfer functions of Eqs. (31) and (32), in that they must approach zero at infinite frequency. In practice this is assured by the presence of parasitic elements in the loops. In terms of Eq. (33), we must have $r + \alpha < s$. It is sometimes convenient to ignore this restriction when investigating only the low-frequency characteristics of a system. One must, however, always be careful not to draw unwarranted conclusions when this condition is neglected.

It can be shown that the over-all transfer function $\theta_o(p)/\theta_i(p)$ has the same general form as the transfer function of a low-pass filter; such servomechanisms can be considered as a special class of low-pass filter. The frequency response of the two-loop system is given by Eq. (34), with $j\omega$ substituted for $p$. Making use of the least severe restriction on $\alpha_2$, $\alpha_2 = \alpha_1 + 1$, Eq. (34) becomes

$$
\frac{\theta_o}{\theta_i}(j\omega) = K_1 \frac{f_1(j\omega)}{g_1(j\omega)} \frac{1}{(j\omega)^{-\alpha_1} + K_1 \frac{f_1(j\omega)}{g_1(j\omega)} + K_2 j\omega \frac{f_2(j\omega)}{g_2(j\omega)}}.
$$

For zero frequency this reduces (for $\alpha_1$ negative) to

$$
\left[ \frac{\theta_o}{\theta_i}(j\omega) \right]_{\omega=0} = \frac{K_1}{K_1} = 1.
$$
For very large frequencies $\theta_0/\theta_1$ approaches zero at least as fast as $1/\omega$, and we see that a servomechanism does indeed behave like a low-pass filter. An ideal servomechanism, able to reproduce an input signal exactly, would of course have a transfer function of unity, that is, would be an ideal low-pass filter with a very high cutoff frequency. (This description of an ideal servomechanism is reasonable only in the absence of noise, since only then is it desirable to reproduce the input signal exactly.) Such a system cannot, however, be physically realized, and our problem is that of synthesizing a low-pass structure that will reproduce input signals with sufficient fidelity for the purpose being considered in any given application.

Communications engineers have defined an ideal low-pass filter to be one having a transfer function with magnitude and phase such as are shown in Fig. 4.5a. This filter has a gain of unity in a finite pass band from $\omega = 0$ to $\omega$ equal to some frequency $\omega_0$. The gain outside this band is identically zero. The phase of the transfer function is zero for $\omega = 0$ and varies linearly with $\omega$ in the pass band. The phase can be left undefined outside the pass band. It should be pointed out that it is not physically possible to construct a filter with such a rapid cutoff, and we might thus expect some nonphysical behavior of the filter. This particu-
lar transfer function is chosen, however, since it enables one to obtain some rather simple relationships between the frequency and transient behavior of filters. If we suppose that a unit step function is applied to this filter, we can compute the output by means of the inverse Fourier transform. The result is

$$\theta_0(t) = \frac{1}{2} + \frac{1}{\pi} \text{Si} \left[ \omega_0 \left( t - \frac{\phi_0}{\omega_0} \right) \right],$$

where $\text{Si}(x)$ is the sine integral of $x$, given by

$$\text{Si}(x) = \int_0^x \frac{\sin y}{y} \, dy.$$  \hspace{1cm} (41)

Equation (40) is plotted in Fig. 4.6a. Examination of Eq. (40) shows that the response is small but not zero for negative time—one of the nonphysical characteristics introduced by the arbitrary choice of the transfer function. Aside from this behavior, one observes that the response is a damped oscillatory one which reaches a value of 0.5 at a time $\tau_d = \phi_0/\omega_0$, that may be called the delay time. The oscillatory period is $2\pi/\omega_0$, and the first overshoot is 9 per cent. We can define the buildup time $\tau_b$ as the time that would be required for $\theta_0$ to increase from 0 to 1 at the maximum rate. To evaluate the buildup time we calculate the slope of the response curve at $t = \phi_0/\omega_0$:

$$\left( \frac{d\theta_0}{dt} \right)_{t=\phi_0/\omega_0} = \frac{1}{\pi} \frac{d}{dt} \text{Si} \left[ \frac{\omega_0}{\omega_0} \left( t - \frac{\phi_0}{\omega_0} \right) \right]_{t=\phi_0/\omega_0} = \frac{\omega_0}{\pi}.$$  \hspace{1cm} (42)

Thus $\tau_b\omega_0 = \pi$, or, with $\omega_0 = 2\pi f_0$,

$$\tau_b f_0 = \frac{1}{2}.$$  \hspace{1cm} (43)

This expression, together with the expressions for the delay time and oscil-

---

The forms of the attenuation and phase characteristics of a physical low-pass filter are shown in Fig. 4.5b. This real filter differs from the ideal one in that there is some transmission outside the nominal pass band and there are some frequencies in the pass band that are transmitted with gain greater than unity. The phase characteristic is also not a linear function of frequency. We shall define \( \omega_0 \) for such a filter as the value of \( \omega \) at which \( |\theta_0/\theta| \) is \(-3\) db. In the case of filters having a peaked or resonance response it is sometimes convenient to define \( \omega_0 \) as that value of \( \omega \) at which the response becomes unity after the peak. The step-function response of such a filter is sketched in Fig. 4.6b; it is of the same form as the response of the ideal low-pass filter. The response is, of course, zero for negative time.

A low-pass filter characteristic that occurs frequently is given by

\[
\frac{\theta_0}{\theta_t}(p) = \frac{1}{T^2 p^2 + 2\xi T \omega + 1}.
\]  

(44)

The responses of this filter to unit-step functions, for different values of \( \xi \), are plotted in Fig. 4.7, and the frequency response characteristics for similar values of \( \xi \) are plotted in Fig. 4.8. The correlation exhibited between the peak height [maximum value of \( |\theta_0(\omega)/\theta_t(\omega)| \) in the complete frequency range] and the magnitude of the overshoot of the transient response is representative of most servomechanism performances. The magnitude of the first overshoot of the step-function response, the frequency-response peak height, and the frequency at which the peak occurs (or the frequency at which the gain has dropped to unity) are often used
as figures of merit of performance. The buildup time is often considered, also, and the general relationships between these quantities which have been illustrated are very useful in the synthesizing of a system to meet given specifications.

\[
\lim_{t \to \infty} \varepsilon(t) = \lim_{p \to 0} \left( \frac{\Omega}{p} - \frac{\Omega_{1}}{p} \frac{K_{1}p^{\alpha_{1}}}{1 + K_{1}p^{\alpha_{1}} + K_{2}p^{\alpha_{2}}} \right).
\]
If $\alpha_1 = -1$ and $\alpha_2 = 0$, this reduces to

$$\lim_{t \to \infty} \epsilon(t) = \Omega \frac{1 + K_2}{K_1} = \frac{\Omega}{K_a}. \quad (46)$$

The output thus follows the input with a constant position error equal to the input velocity divided by a constant called for obvious reasons the "velocity-error constant." This is a characteristic of all zero-static-error servomechanisms. If $\alpha_1 = -2$ and $\alpha_2 \geq 0$, the servomechanism is said to have zero velocity error, since a calculation similar to the preceding one shows that for a constant velocity input $\theta_1 = \Omega t$,

$$\lim_{t \to \infty} \epsilon(t) = 0.$$ 

If a constant acceleration input $\theta_1 = \frac{1}{2}At^2$ is applied to this servomechanism, and if $\alpha_1 = -2$ and $\alpha_2 = 0$, then

$$\lim_{t \to \infty} \epsilon(t) = A \frac{1 + K_2}{K_1} = \frac{A}{K_a}. \quad (47)$$

This equation defines the "acceleration-error constant" for this particular system. The definition and interpretation of velocity and acceleration-error constants and other error constants will be discussed more thoroughly in Sec. 4.4.

4.3. Output Disturbances.—The performance of a servomechanism may be influenced by many extraneous "inputs" to the system. Changes in the gain of vacuum tubes, changes in the values of resistors and condensers, ripple on the plate-supply voltage of vacuum tubes, changes in friction of bearings, and transient torque loads are all examples of such external influences. It can be shown with great generality that the presence of feedback in a system results in a reduction of the effects of such influences. Rather than attempt such a general treatment, we shall discuss only the important case of transient torque loading on the output of a servomechanism.

Suppose that we have a two-loop servomechanism, as shown in Fig. 4.9, where the output of Element 2 is the servomechanism output $\theta_0$. Element 2 is assumed to be a motor characterized by inertia $J$ and a viscous damping coefficient $f_m$. An external torque $T(t)$ acts on the output shaft. The input signal to the motor is denoted by $\xi$. The differen-

![Fig. 4.9.—Two-loop servomechanism.](image-url)
tial equation for $\theta_o$ can then be written

$$Jp^2\theta_o + f_m p \theta_o = K_m f_m \xi + T(p)$$ \hspace{1cm} (48a)

or

$$\theta_o = Y_2 \xi + Y_2 \frac{T(p)}{K_m f_m}$$

where

$$Y_2 = \frac{K_m}{p(T_m p + 1)}.$$ \hspace{1cm} (48b)

From the basic equations for a two-loop system we have

$$\xi = \frac{Y_1 Y_2}{1 + Y_1 Y_2} \frac{T(p)}{K_m f_m}.$$ \hspace{1cm} (49)

If $\theta_l$ is set equal to zero, then

$$\theta_o(p) = Y_2 T(p) \left( \frac{1 + Y_2^2}{1 + Y_1^2 + Y_{22}^2} \right).$$ \hspace{1cm} (50)

Note that the response of the system without feedback to $T(t)$ is simply

$$\theta_o(p) = \frac{Y_2 T(p)}{K_m f_m};$$ \hspace{1cm} (51)

the presence of feedback modifies the response by the function (or operator) in the parentheses in Eq. (50). For a single-loop servo Eq. (50) reduces to

$$\theta_o(p) = \frac{Y_2 T(p)}{K_m f_m} \left( \frac{1}{1 + Y_1} \right).$$ \hspace{1cm} (52)

This result is similar to the familiar theorem of feedback-amplifier theory which states that the effects of changes in parameters and external influences are reduced by feedback in the ratio $1/(1 + \mu \beta)$, where $\mu \beta$ is the gain around the feedback loop.

As an example, let us use Eq. (50) to compute the asymptotic response of a zero-static-error servomechanism to a sustained torque $T_0$ suddenly applied to the output shaft. We have as before

$$\lim_{t \to \infty} \theta_o(t) = \lim_{p \to 0} Y_2 T_0 \left( \frac{1 + Y_{22}^2}{1 + Y_{11}^2 + Y_{22}^2} \right).$$

Using the characteristics of $Y_{11}^2$ and $Y_{22}^2$ discussed in Sec. 4.2, we find

$$\lim_{t \to \infty} \theta_o(t) = \frac{T_0}{f_m} \left( \frac{1 + K_2}{K_1} \right) = \frac{T_0}{f_m K_T} = \frac{T_0}{K_T}.$$ \hspace{1cm} (53)

The quantity $K_T$ is called the "torque-error constant" and is directly
proportional to the velocity-error constant. It follows that a zero-
velocity-error system will have an infinite torque-error constant; that is,
a constant load torque will not cause an error in output position.

Equation (50) can be used to compute the response of a system to any
arbitrary torque loading if such a calculation is necessary in a given
application. Usually, however, a computation of $K_T$ gives enough
information. Since we are dealing with linear systems, the errors result-
ing from torque loading or other external influences add directly to the
errors that are caused by the dynamics of the system when following any
input signal.

It should be noted that the response to a torque disturbance $T(t)$ is
identical with the response to an equivalent input signal

$$[\theta_i(p)]_{\text{equivalent}} = \frac{Y_2T(p)}{K_m f_m} \left(1 + \frac{Y_0}{Y_{11}}\right).$$

Frequently, particularly for simple systems, this equivalent input is
easily calculated and is of such a nature that the response is readily
estimated from a knowledge of the step-function response of the system.

4.4. Error Coefficients.—The discussion in the preceding sections led
naturally to the definition of certain system parameters called "error
coefficients," which characterized the performance of a given system to
some given input. Specifically, we have defined the velocity-, accelera-
tion-, and torque-error constants for several simple systems. The con-
cept of error coefficient can be considerably generalized, and such a
generalization provides a very useful and simple way of considering the
nature of the response of a system to almost any arbitrary input.

We consider the Laplace transform of the quantity $\epsilon/\theta_i$ for a general
servomechanism and assume that it can be expanded as a power series
in $p$, valid at least for small $p$. Calling this function $M(p)$, we have

$$\frac{\epsilon}{\theta_i}(p) = M(p) = \sum_{n=0}^{\infty} \frac{C_n p^n}{n!}.$$  

(55)

Proceeding in a formal manner, we have

$$\epsilon(p) = M(p)\theta_i(p) = C_0\theta_i(p) + C_1 p\theta_i(p) + \frac{C_2}{2} p^2 \theta_i(p) + \cdots.$$  

(56)

The region of convergence of the power series for $M(p)$ and $\epsilon(p)$ is the
neighborhood of $p = 0$. These series can therefore be used to obtain an
expression for $\epsilon(t)$ that is valid for large values of $t$, that is, for the steady-
state response. This result is

$$\epsilon(t) = C_0 \theta_i(t) + C_1 \frac{d\theta_i}{dt} + \frac{C_2}{2} \frac{d^2\theta_i}{dt^2} + \cdots.$$  

(57)
The error is seen to consist of terms proportional to the input, the input velocity, input acceleration, and, in general, still higher derivatives of the input signal. The constants \( C_n \), defined by Eq. (55), are clearly a series of error coefficients which can be used to calculate the steady-state error of the servomechanism. Assuming that the \( C_n \)'s are known, let us examine a few typical calculations. If \( \theta_t(t) \) is a unit-step function of position, then the steady-state error is simply \( C_0 \). If \( \theta_v(t) \) is a step function of velocity, then \( C_0 \) must be zero for a finite error; this finite error is then simply \( C_1 \Omega \), where \( \Omega \) is the input velocity. If \( \theta_v(t) = \frac{1}{2} At^2 \),

\[
\epsilon(t) \to \infty = \frac{C_0}{2} At^2 + C_1 At + \frac{C_2}{2} A;
\]

for a finite error, \( C_0 \) and \( C_1 \) must be zero. Comparing these results with Eqs. (46) and (47), Sec. 4.2, we see that the \( C \)'s are related simply to the error coefficients previously defined. For instance,

\[
C_1 = \frac{1}{K_v}, \quad C_2 = \frac{2}{K_a}.
\]

Let the input be a single-frequency sinusoid: \( \theta_v(t) = \theta \sin \omega t \). Equation (57) formally gives the result

\[
\epsilon(t) = \theta \left[ \left( C_0 - \frac{C_2 \omega^2}{2!} + \frac{C_4 \omega^4}{4!} - \cdots \right) \sin \omega t + \left( C_1 \omega - \frac{C_3 \omega^3}{3!} + \cdots \right) \cos \omega t \right].
\]

The error is sinusoidal, and its amplitude is given by \( \theta \) times the square root of the sum of the squares of the two quantities in parentheses in Eq. (60). The restriction to small values of \( \omega \), considered earlier as a restriction to large values of \( t \), corresponds in this case to a restriction to small values of \( \omega \). This is perhaps more easily seen if we go back to Eq. (55) and consider \( \frac{\epsilon}{\theta_v}(j\omega) \) rather than \( \frac{\epsilon}{\theta_t}(p) \). We would then have

\[
\frac{\epsilon}{\theta_v}(j\omega) = C_0 + C_1 j\omega - \frac{C_2 \omega^2}{2!} - \frac{C_3}{3!} j\omega^3 + \frac{C_4}{4!} \omega^4 + \cdots.
\]

Taking the absolute value of both sides, we find

\[
|\epsilon| = |\theta_v| \left[ \left( C_0 - \frac{C_2 \omega^2}{2!} + \frac{C_4 \omega^4}{4!} - \cdots \right)^2 \right.
\]

\[
\left. + \left( C_1 \omega - \frac{C_3 \omega^3}{3!} + \cdots \right)^2 \right]^{1/2}.
\]

Equation (61) will converge if the \( C \)'s are bounded. In this event
Eq. (62) is also a reasonable expression and yields the same amplitude and phase of $\varepsilon$ as Eq. (60). In most cases of practical importance the static-error coefficient $C_0$ is identically zero. Furthermore, the series in Eqs. (55) and (61) usually converges sufficiently rapidly to allow reasonably accurate calculation of errors using only the first few terms; very often $C_1$ and $C_2$ are entirely sufficient.

It can be concluded from the above discussion that Eq. (57) can be used to compute the errors resulting from any arbitrary input signal, providing the Fourier spectrum of the input signal contains only very low frequencies or at least is heavily predominant in low frequencies. This is very often the case in practical applications. The input signal to the elevation servo of an automatic-tracking radar gun director following a plane on a crossing course, for instance, is of this general nature. Examples of calculations for such a signal, using the results of this section, will be given in Sec. 4.19 of this chapter.

So far in the discussion it has been assumed that the coefficients in the power-series expansion in Eq. (55) are known. We must now consider the general nature of the function $M(p)$ and the manner in which the $C_'s$ are determined. In Sec. 4.2 the loop transfer function of a single-loop zero-static-error servo was seen to be of the form

$$Y_{11} = K_1 \frac{f_1(p)}{p^n g_1(p)},$$

where $n = +1$. We can then write

$$\frac{\varepsilon}{\theta_1}(p) = \frac{1}{1 + Y_{11}} = \frac{p^n g_1}{p^n g_1 + K_1 f_1} = \sum_{m=0}^{\infty} \frac{C_m}{m!} p^m. \quad (64)$$

If $f_1$ and $g_1$ are relatively uncomplicated functions of $p$, the first few terms of the series can often be written down by inspection. If this is not the case, then the $C_'s$ may be computed from the formula for the usual Taylor series expansion

$$c_m = \left[ \frac{d^m}{dp^m} \left( \frac{1}{1 + Y_{11}} \right) \right]_{p=0}. \quad (65)$$

Taking $n = 1$ and assuming $f(p)$ and $g(p)$ to be in the form of Eq. (33), we easily find from Eq. (64),

$$C_0 = 0, \quad C_1 = \frac{1}{K_1}, \quad C_2 = \frac{b_1 - a_1}{K_1} - \frac{1}{K_2},$$

$$C_3 = \frac{2}{K_1^3} + \frac{4(a_1 - b_1)}{K_1^2} + \frac{2(a_1^2 - a_1b_1 + b_2 - a_2)}{K_1}. \quad (66)$$

Entirely similar results can be derived for the more complicated cases. For multiple-loop systems the resulting expressions are often very valu-
able in indicating desired gain levels in the subsidiary loops for optimum values of the C's, that is, for minimum error.

In a later section there will be given a very simple way of determining approximate values of the first few C's, at least, directly from the frequency-response curves of the system.

The error coefficients can be given a still different physical significance which is sometimes useful and of more than academic interest. Let us suppose that a unit-step function of position is applied to a general servc. Then

\[ \epsilon(p) = \frac{M(p)}{p}, \]  

and

\[ \mathcal{L} \left[ \int_0^t dt \epsilon(t) \right] = \frac{M(p)}{p^2}. \]  

Furthermore,

\[ \int_0^t dt \epsilon(t) = \lim_{t \to \infty} \int_0^t dt \epsilon(t) = \lim_{p \to 0} \frac{M(p)}{p}. \]  

We are familiar with the fact that a zero-static-error servo is characterized by an \( M(p) \) that has a zero of order one at \( p = 0 \); that is,

\[ M(p) = pN(p). \]  

Substituting in Eq. 65, we get

\[ C_n = \left[ \frac{d^n}{dp^n} \frac{pN(p)}{p} \right]_{p=0}. \]  

This gives immediately

\[ C_0 = 0 \quad \text{(as assumed)} \]

and

\[ C_1 = \lim_{p \to 0} \left[ N(p) + p \frac{dN}{dp} \right] = \lim_{p \to 0} N(p), \]

\[ N(p) = \frac{M(p)}{p}, \]

which is precisely the expression in Eq. (69) for the integral of the error for a step-function input. It follows that \( C_1 \) or \( K_{a^{-1}} \) is a good measure of the speed of response of a servo that has an aperiodic or nearly aperiodic response but may easily be a very poor figure of merit for a servo having a damped oscillatory response, because a very poor system of this type could conceivably be adjusted to give a very low \( C_1 \) (very high \( K_a \)). In a similar manner one can show that \( C_2 \) or \( K_{a^{-1}} \), for a zero-static-error and zero-velocity-error servo, is

\[ K_{a^{-1}} = \frac{1}{2} C_2 = - \int_0^\infty dt \epsilon(t); \]
that is, the acceleration-error constant is the reciprocal of the time integral of the step-function error weighted by the time. Similarly $C_3$ is proportional to the integral of the step-function error weighted by the square of the time and so on for the higher error coefficients. The interpretation of the error coefficients in this manner is often instructive. Similar correlations may be derived if the input is considered as a step function in velocity.

Most of the results of this section have been obtained in a purely formal way, proceeding from Eq. (55), and the conscientious reader will observe many steps involving operations that are open to question. The inversion of Eq. (56) in order to pass to Eq. (57), for instance, results not only in the terms given in the latter but also in a whole series of higher-order impulse functions (delta functions) that have been discarded. The justification for this procedure, as well as for the validity of the term-by-term inversion of the transform in Eq. (55), is too involved to be presented here. The reader interested in these questions, as well as in the general subject of the asymptotic behavior of functions and their Laplace transforms, is referred to Part III of G. Doetsch's excellent book¹ Theorie und Anwendung der Laplace Transformation.

BASIC DESIGN TECHNIQUES AND APPLICATION TO A SIMPLE SERVO

4.5. Introduction.—In the following sections we shall consider a typical servo design problem and examine the various procedures or techniques available for its solution, attempting to emphasize the advantages and limitations of the different modes of approach.

Figure 4.10 is a block diagram of the system to be analyzed. The error-measuring device is assumed to give a voltage proportional to the error. The transfer function of the equalizing network is taken to be

$$\frac{E_o}{\varepsilon} (p) = \frac{1 + Tp}{1 + \alpha T p},$$

which is the transfer function of the network shown in Fig. 4.11, where $T = R_1 C_1$ and $\alpha = (R_1 + R_2)/R_1$. The reasons for using this so-called "integral" type of equalization will be evident from the results of the analyses in the following sections; a discussion of integral equalization

is given in Sec. 4.16. The amplifier can be characterized by a constant gain $G_a$. The motor is characterized by an inertia $J_m$ and a viscous damping coefficient $f_m$; its transfer function is

$$\frac{\theta_o}{E_m}(p) = \frac{K_m}{p(T_m p + 1)},$$

where $T_m = J_m/f_m$ and $K_m$ has the dimensions of angular velocity per volt. The study of this system is important because simple servos of this kind are frequently used and because many more complicated systems can be approximated by this simple system for the purpose of studying the effect of adding integral equalization.

The important physical parameters of the complete system can now be listed:

- $T_m =$ the motor time constant,
- $K_m =$ the motor gain,
- $G_a =$ the amplifier gain,
- $T =$ the integral time constant,
- $a =$ the attenuation factor of the equalizer.

In a given design problem the motor characteristics are usually considered as being given, while $a$, $T$, and $G_a$ are parameters that we can vary in any way we choose in order to improve the performance of the system. In general any “solution” to the design problem should tell us how the performance of the system is influenced by changes in any of the parameters and should provide a rational basis for selection of those parameters whose values can be adjusted at will.

4.6. Differential-equation Analysis.—The method of direct solution of differential equations is commonly employed in the study of most physical systems and immediately suggests itself in connection with the servo problem. Following the basic outline given in the first section of this chapter, we can write for our chosen example

$$\frac{\theta_o}{\theta_r}(p) = \frac{Y_{11}(p)}{1 + Y_{11}(p)},$$

where

$$Y_{11}(p) = \left(\frac{1 + Tp}{1 + aTp}\right)(G_a)\left[\frac{K_m}{p(T_m p + 1)}\right] = \frac{K_v(1 + Tp)}{p(T_m p + 1)(aTp + 1)}.$$

It is important to note that the product $G_a K_m$ appears in these equations in such a way that it can immediately be identified with $K_v$, the velocity-error constant. The differential equation for this system is clearly
This differential equation is to be solved subject to the condition that the system is initially at rest. The Laplace transform method of solution is the most convenient approach, since Eq. (79) is a simple ordinary differential equation with constant coefficients. The transform of the output is

\[ \mathcal{L}[\theta_0(t)] = \frac{K_v(1 + Tp)}{p(T_m p + 1)(p T_p + 1) + K_v(1 + Tp)} \theta_1(p). \]  

We now assume some representative or at least interesting form of input function, the most commonly used one being a suddenly applied displacement of velocity, as discussed in Sec. 4.2. For a suddenly applied velocity \( \Omega_0 \), Eq. (80) can be written as

\[ \mathcal{L}[\theta_0(t)] = \frac{K_v \Omega_0(1 + Tp)}{p^2(T_m p + 1)(p T_p + 1) + K_v(1 + Tp)} \]  

or

\[ \theta_0(p) = \frac{\Omega_0(1 + Tp)}{p^2\left(\frac{\alpha}{\xi} + 1\right)\left(\frac{\beta^2}{\omega_n^2} + 2\xi \frac{\beta}{\omega_n} + 1\right)}, \]

where the denominator has been factored and the parameters \( \alpha, \xi \), and \( \omega_n \) introduced. The inversion of Eq. (82) to find \( \theta_0(t) \) can be performed in general by means of the inversion integral and the calculus of residues, or it may be expanded in partial fractions, and the separate inversions looked up in a standard table of Laplace transform pairs (see Chap. 2).

The result is

\[ \theta_0(t) = \Omega_0 t + \frac{\Omega_0}{\omega_n}\left(\omega_n T - \frac{\alpha}{\xi} - 2\xi\right) - \frac{\Omega_0}{\omega_n}\left(\omega_n T - \frac{\alpha}{\xi}\right) - \frac{\Omega_0}{\omega_n}\left(1 - 2\frac{\xi^2}{\alpha} + \frac{\xi^2}{\alpha^2}\right) e^{-\frac{\xi}{\omega_n} t} \]

\[ - \frac{\Omega_0}{\omega_n}\left[\omega_n T - \frac{\alpha}{\xi} - 2\xi\right] e^{-\frac{\xi}{\omega_n} t} \cos \sqrt{1 - \frac{\xi^2}{\omega_n^2} t} \]

\[ + \frac{\Omega_0}{\omega_n}\left[\frac{(1 - \frac{1}{\alpha})}{\xi}\left(\omega_n T - \frac{\alpha}{\xi}\right) - \omega_n T + \frac{\alpha}{\xi} - 1\right] + 2\xi \]

\[ \sin \sqrt{1 - \frac{\xi^2}{\omega_n^2} t}. \]

\(^1\) See, for instance, M. F. Gardner and J. L. Barnes, *Transients in Linear Systems*, Wiley, New York, 1942, Table C.
Limiting forms of this expression must be used for the cases $\zeta = 1$ and $\alpha = 1$. The errors resulting from this suddenly applied velocity are plotted in Figs. 4-12 and 4-13 for different values of $\zeta$ and $\alpha$. The motor time constant, a fixed system characteristic, is used as the normalization constant. It is necessary to select a value of the parameter $a$ before drawing these curves; the figures are drawn for $a = 10$. It will be apparent later that changes in the value of $a$ have a direct effect on the magnitude of the steady-state following error but practically no effect on the transient nature of the response.

![Graph showing transient responses for different values of $\zeta$. All curves are for $\alpha = 1$.](image)

**Fig. 4-12.—Transient responses for different values of $\zeta$.** All curves are for $\alpha = 1$.

We have not as yet defined the parameters $\alpha$, $\zeta$, and $\omega_n$ in terms of the parameters of the actual system, so that our results are of no practical value as yet. For any given single set of data, of course, the system parameters corresponding to a set of values of $\alpha$, $\zeta$, and $\omega_n$ can be calculated, but it requires a considerable number of such calculations to determine the effects of general variations in system constants. This is an inherent difficulty of the differential equation approach—even in this simple example it shows up quite strongly.

Since the characteristic equation is here of the third order, we can expect to find no simple relationship between the system parameters and the coefficients of the factored cubic in Eq. (82); we are thus led naturally to some sort of graphic presentation of this relationship. Charts relating the coefficients of the general cubic

\[ a_3x^3 + a_2x^2 + a_1x + 1 = 0 \]  

(84)
to the values of $\alpha$, $\zeta$, and $\omega_n$ in the factored cubic

$$
\left( \frac{x^2}{\omega_n^2} + \frac{2\zeta}{\omega_n} x + 1 \right) \left( \frac{\alpha}{\zeta \omega_n} x + 1 \right) = 0
$$

have been prepared in connection with this same problem,\textsuperscript{1,2,3} but their use involves a fair amount of calculation, since the coefficients $a_1$, $a_2$, and $a_3$ are still not related in any simple way to the actual system parameters.

It is apparent that the only satisfactory answer is a chart that directly relates the system parameters to $\alpha$, $\zeta$, and $\omega_n T_m$. Such a chart can be prepared using the equations that result when coefficients of powers of $p$ in Eq. (81) are equated to coefficients of like powers in Eq. (82):

$$
\frac{\alpha}{\zeta} = \frac{a \omega_n^3 T T_m}{K_v}; \quad 1 + 2\alpha = \frac{\omega_n^2 (a T + T_m)}{K_v}; \quad \frac{\alpha}{\zeta} + 2\zeta = \frac{\omega_n}{K_v} + \omega_n T. \quad (86)
$$

\textsuperscript{1} Y. J. Liu, Servomechanisms: Charts for Verifying Their Stability and for Finding the Roots of Their Third and Fourth Degree Characteristic Equations, privately printed by Massachusetts Institute of Technology, Department of Electrical Engineering, 1941.

\textsuperscript{2} Also, L. W. Evans, Solution of the Cubic Equation and the Cubic Charts, privately printed by Massachusetts Institute of Technology, Department of Electrical Engineering, 1943.

\textsuperscript{3} Also, E. Jahnke and F. Emde, Funktionentafeln (Tables of Functions), Dover, New York, 1943, pp. 21–30 of the Addenda.
The three dimensionless parameters \( a \), \( T/T_m \), and \( K_v T_m \) represent the actual constants of the physical system; and in order to present corresponding values of \( a \), \( \xi \), and \( \omega_n T_m \) it is convenient to assign a fixed value to one of \( a \), \( T/T_m \), and \( K_v T_m \) and plot the remaining two against each other. Figure 4-14 is such a chart drawn for \( a = 10 \), in which \( T_m/T \) is plotted against \( K_v T_m \) and the curves are for constant values of \( \xi \) and \( \omega_n T_m \). This is, then essentially a plot of the reciprocal of the integral time constant against the loop gain or velocity-error constant. Figure 4-15 is a similar figure drawn for \( a = 5 \).

We know from the response curves of Figs. 4-12 and 4-13 that values of \( \xi \) in the range from 0.25 to 0.75 result in reasonable transient response and that it is desirable to have as high a value of \( K_v T_m \) (velocity-error constant) as is consistent with satisfactory transient response. The design charts then show that the integral time constant should be between four and eight times as large as the motor time constant and that loop
gains of the order of $K_a T_m = \alpha$ can be used. If the integral equalizer were not used, a maximum usable value of $K_a T_m$ would be 1 or 2; thus the equalizer enables us to increase the velocity-error constant by roughly the attenuation factor $\alpha$ of the network or possibly by as much as twice this factor. Values of $K_a T_m^2$, a dimensionless parameter proportional to

\[ K_a T_m^2 = \frac{\omega_n T_m}{a} \]

Fig. 4-15.—Design chart for single-time-lag servo with integral equalization. Heavy solid lines are for constant values of $\zeta$; light solid lines are for constant values of $\omega_n T_m$; dashed lines are for constant values of $K_a T_m^2$. The entire family of curves is drawn for $a = 5$.

the acceleration-error constant (see Secs. 4.2 and 4.4), have been plotted on the design charts; they indicate clearly an optimum value of integral time constant; optimum, that is, if acceleration errors are considered important. It can be shown that such optimum adjustment corresponds to making the parameter $\alpha$ equal to roughly unity.

Examination of the transient response curves show that if the system is adjusted to $\zeta = 0.25$ and $\alpha = 1(K_v T_m = 2a)$, then the rise time or buildup time of the step-function response will be about $1.5 T_m$ sec and the period of the oscillatory part of the response will be about $5 T_m$ sec. According to Eq. (43), the cutoff frequency of this servo, considered as a low-pass filter, is about $2/T_m$ radians per second. We can conclude that
(as long as \( a \) is chosen greater than about 5) the maximum usable gain for this system is between \( K_Tm = a \) and \( K_Tm = 2a \) and that a value of \( T \) equal to approximately \( 4T_m \) is required for optimum operation at these gain levels. The buildup time is not materially affected by changes in the value of \( a \).

The differential equation analysis\(^1\) carried out in detail yields a great deal of information about the system characteristics; the amount of work involved, however, is relatively large, even in the simple example that we have selected. In a more complex case, charts displaying the effects of varying the numerous system parameters could not be prepared without an unreasonable amount of effort. If a detailed transient analysis of such a system is required, it is common practice to set up the problem on a differential analyzer and determine a large number of solutions by varying the system constants one at a time or (hopefully!) in appropriate combinations. More often than not such a procedure leaves the designer with a large amount of data that are extremely difficult to interpret in terms of optimum performance from the system.

Fortunately, more powerful and convenient design procedures not based on an explicit solution of the differential equations are available; their advantages are so manifold that the differential-equation approach is seldom used by servo engineers at the present time.

The study of simple systems from the differential-equation viewpoint, however, is instructive, particularly to the neophyte, in demonstrating the use of various basic methods of equalization and the effects of varying system parameters. In this connection, charts similar to those presented in this section can be prepared for simple servos with other kinds of equalization. An intimate knowledge of the behavior of such systems is useful to the designer, since so many complex systems can be approximated by these simpler systems.

4.7. Transfer-locus Analysis. The Nyquist Diagram.—The transfer-locus analysis is a study of the steady-state response of the servo system to sinusoidal input signals. It is common practice, for the sake of simplicity and convenience of interpretation, to study the loop transfer function rather than the over-all transfer function, that is, to study the transmission of signals around the servo loop. The essential advantage of this method arises from the familiar fact that the sinusoidal steady-state solution of the differential equation can be written down immediately if the transfer function of the system is known.

We now take up the transfer-locus analysis of the simple system shown in Fig. 4.10. The transfer function defining the transmission of signals around the servo loop is evidently given by

$$\frac{\theta_o}{\epsilon} (p) = \frac{K_v(1 + Tp)}{p(1 + T_m p)(1 + aTp)}.$$  \hfill (87)

To find the sinusoidal steady-state solution we simply replace $p$ by $j\omega$ in Eq. (87), obtaining

$$\frac{\theta_o}{\epsilon} (j\omega) = \frac{K_v(1 + j\omega T)}{j\omega(1 + j\omega T_m)(1 + j\omega T)}.$$  \hfill (88)

This is, in general, a complex number that can be expressed in its polar form, that is, in terms of its magnitude and phase. A polar plot of this function with the driving frequency $\omega$ as a parameter is called a transfer-locus plot or, more commonly, a Nyquist diagram.

Let us first consider the Nyquist diagram corresponding to the servo with no equalization, which is simply a plot of

$$\frac{\theta_o}{\epsilon} (j\omega) = \frac{K_vT_m}{j\omega T_m(1 + j\omega T_m)}.$$  \hfill (89)
The real factor $K_vT_m$ affects only the magnitude and not the phase of this quantity and hence is simply a radial scale factor on the plot. We will take $K_vT_m$, which is proportional to the loop gain (or velocity-error constant), equal to unity for the purpose of plotting Eq. (89). Curve $A$ in Fig. 4·16 is the Nyquist plot of Eq. (89). The values of $\omega T_m$ corresponding to various points of the curve are labeled in the figure.

The loop phase angle at any frequency (taken as positive) diminished by 180° is defined as the "phase margin" at that frequency, and the frequency at which the curve crosses the $|\theta_0/\epsilon| = 1$ circle is termed the "feedback cutoff frequency."

In this extremely simple system we have just one adjustable parameter at our disposal, namely, the loop gain, and we must determine what values of gain will result in tolerable performance. This is commonly done by relating the Nyquist diagram to the over-all frequency-response curves of the system, a process that is rather easily carried out.

It was pointed out in Sec. 4·2 that the over-all frequency-response curves defined by the function $\frac{\theta_0}{\theta_l} (j\omega)$ are similar to the frequency-response curves of a low-pass filter and that the peak height and corresponding frequency are useful criteria of performance. Curves of constant value of $|\theta_0/\theta_l|$ can be drawn on the Nyquist plot in order to determine the general nature of the over-all frequency-response curve. These curves are drawn in Fig. 4·16 in dotted lines for various values of $M = \frac{|\theta_0|}{|\theta_l|}$.

It is easily shown that this family of circles is defined by the equations

$$\text{Center} = - \frac{M^2}{M^2 - 1}, \quad \text{radius} = \frac{M}{M^2 - 1}. \quad \text{(90)}$$

From the figure we see clearly that for $K_vT_m = 1$ the peak height will be approximately 1.2 and will occur at a frequency given by $\omega T_m$ equals about 0.8. Increasing the gain is equivalent to changing the radial scale factor on the plot. One can easily determine, for instance, that increasing $K_vT_m$ from 1 to 2 will increase the peak height from 1.2 to about 1.5.

Now let us examine what happens when the integral equalizer is added to the system. The quantity $\frac{\theta_0}{\epsilon} (j\omega)$ is then multiplied by the factor

$$G(j\omega T_m) = \frac{1 + j \frac{T}{T_m} \omega T_m}{1 + ja \frac{T}{T_m} \omega T_m}. \quad \text{(91)}$$
This transfer locus of the integral network is plotted in Fig. 4.17; it is always a semicircle, the zero frequency point being at \( r = 1, \theta = 0 \) and the infinite frequency point at \( r = a^{-1}, \theta = 0 \). The parameter \( T/T_m \) determines the distribution of frequencies along the arc of the semicircle. To combine this curve with the transfer locus \( A \) of Fig. 4.16, we must first select values of \( a \) and \( T/T_m \), then "multiply" the two loci in the way in which complex numbers are multiplied, that is, by multiplying the magnitudes of the radius vectors at a given frequency and adding their phase angles. The curves in Fig. 4.16 show the results of such a process when \( a \) is taken to be 10 and the curves are for various values of \( T/T_m \). These curves are drawn with \( K_v T_m = 10 \), as compared with \( K_v T_m = 1 \) in the case of the curve for the unequalized servo. If \( T/T_m = 1 \), we see that the transfer locus passes very near the critical point \(-1 + j0\); the servo is decidedly unstable when \( K_v T_m = 10 \). If, however, \( T/T_m \) is increased to 8, a gain of \( K_v T_m = 10 \) can be used, giving a frequency-response peak height of less than 1.6 at \( \omega T_m \) equal to approximately 0.8. The gain could be increased to 20 without causing the peak height to grow to more than 1.8. If \( T/T_m \) is increased to 20, this same high gain can be used, and the performance will not differ essentially from the performance obtained with \( T/T_m = 8 \). Further analysis would show

![Fig. 4.17.—Nyquist diagram for integral equalizer.](image)
It is quite clear from these curves that the phase margin at feedback cutoff is a good criterion of stability when the transfer locus is more or less parallel or tangent to one of the circles of constant $M$ in the vicinity of feedback cutoff. This condition obtains in many, if not most, actual systems. More than $30^\circ$ phase margin at feedback cutoff is usually desirable; more than $60^\circ$ will usually result in a system that is greater than critically damped.

Assuming that $KvT_m = 20$ with $T/T_m = 8$, feedback cutoff occurs at about $\omega T_m = 1.3$, giving a buildup time of $2.4T_m$ (see Sec. 4.2)—somewhat larger than the value found from the differential-equation analysis in the preceding section; if $T/T_m$ were reduced to about 4 (we have already mentioned that this is possible), the frequency of feedback cutoff would be increased, resulting in a somewhat shorter buildup time.

It is instructive to interpret the curves of Fig. 4.16 in terms of the Nyquist stability criterion developed in Chap. 2. The transfer loci have been drawn only for the range of frequencies from 0 to $\infty$; and since the stability criterion requires the curves for the complete range of all real frequencies, $-\infty$ to $+\infty$, we must imagine the curves of Fig. 4.16 to be completed by drawing in their complex conjugates, i.e., their reflections about the real axis. We can see that no matter how high the gain is raised, the critical point $-1 + j0$ will never be enclosed, so that in the mathematical sense the system never becomes unstable. This apparent paradox and its explanation have already been discussed in Chap. 2, and we have already seen in this section how more detailed considerations of stability set an upper limit to the usable gain.

The Nyquist diagram is most commonly used in conjunction with curves of constant magnitude of $|\theta_0/\theta|$ to determine parameter values that result in a satisfactory over-all frequency response rather than for determining stability in the absolute mathematical sense. For more complicated systems, additional factors will appear in the expression for $\theta_0/\epsilon$, and these can be combined one at a time in the same way that the two simple factors were combined in our example; thus the effects of additional equalization or more complex motive elements are easily studied. The economy of thought and time inherent in this approach, as compared with the direct solution of the differential equations, is much more striking in more complex examples where the differential-equation method is all but unfeasible; even in our simple example, however, the transfer-locus method is much more convenient and less time-consuming, as the reader can verify by going through the detailed calculations involved in solving the same or a similar problem by the two different techniques. The principal advantage of the transfer-locus tech-
nique is the manner in which the results of varying system parameters can be determined.

This type of analysis has been exhaustively treated by A. C. Hall, who gives a detailed account of the basic philosophy of the method and treats many different practical examples. The treatment of multiple-loop systems by this method is somewhat involved, since the loop transfer function is then no longer a product of simple factors. Several writers have pointed out the advantages of using a diagram in which $\epsilon/\theta_0$ is plotted rather than $\theta_0/\epsilon$ for such multiple-loop systems. Since the general approach to the design problem to be discussed in the following section is ideally suited for multiple-loop systems, these inverse Nyquist diagrams are not described here in any detail.

4.8. Attenuation-phase Analysis.—The "attenuation-phase" or "decibel-log-frequency" type of analysis to be introduced in this section has been found to be the most satisfactory approach to the servo design problem and is the method that will be used in the later sections which deal with the general servo design problem in detail.

The general theoretical foundations of this type of analysis are discussed in Sec. 4.9, and the present section is intended to give no more than a brief introduction to the method, which, like the transfer-locus method, is basically a study of the steady-state transmission of sinusoidal signals around the servo loop. The real and imaginary parts of the logarithm of the loop transfer function are plotted as functions of the frequency, on a logarithmic frequency scale. Writing

$$\ln \frac{\theta_0}{\epsilon} (j\omega) = \ln \left| \frac{\theta_0}{\epsilon} (j\omega) \right| + j \text{ Arg} \frac{\theta_0}{\epsilon} (j\omega),$$

(92)

we see that the real part is the logarithm of the magnitude of $\frac{\theta_0}{\epsilon} (j\omega)$ and the imaginary part is simply the phase of the same function. The quantity $20 \log_{10} \left| \frac{\theta_0}{\epsilon} \right|$, proportional to the real part of the above expression, is usually plotted rather than just $\ln \left| \frac{\theta_0}{\epsilon} \right|$ and is then called the loop attenuation in decibels. It should be remarked here that the terms "attenuation" and "gain" are used interchangeably in this text for the same quantity, even though the gain in decibels is the negative of the


attenuation in decibels. The context in any particular instance will prevent confusion. The significance of this seemingly trivial modification of the usual Nyquist diagram stems from certain asymptotic properties of the resulting curves and from certain relationships between the two diagrams. It will be shown later that for a large class of transfer functions, the so-called minimum-phase class, the attenuation characteristic is completely determined when the phase characteristic is prescribed, and vice versa. A knowledge of the nature of this functional relationship between the attenuation and phase characteristics often makes it possible to carry through a large portion of the design procedure using only the attenuation curve, which is extremely simple to construct, even for very complex systems.

Let us now consider the attenuation and phase diagrams for the transfer function of Eq. (88). First we notice that the real part of the logarithm of this expression can be written

\[ A = 20 \log_{10} K_\ast T_m + 20 \log_{10} |(1 + j\omega T_m)| - 20 \log_{10} |j\omega T_m| - 20 \log_{10} |(1 + j\omega T_m)| - 20 \log_{10} |(1 + j\omega T_m)|; \] (93)

the attenuation characteristic is the sum of the characteristics of the individual factors of the complete expression. The first term is simply an additive constant; we therefore take \( K_\ast T_m = 1 \) and eliminate this term for the time being. The attenuation characteristic corresponding to a typical term, say \( A_1 = 20 \log_{10} |(1 + j\omega T_m)| \), is easily constructed. For very low frequencies this term approaches \( 20 \log_{10} \omega T_m \), or zero. For very large frequencies we have \( 20 \log_{10} |(1 + j\omega T_m)| \sim 20 \log_{10} \omega T \). (94)

Thus

\[ A_1 \sim 0, \quad \omega T < 1, \]
\[ A_1 \sim 20 \log \omega T, \quad \omega T > 1. \] (95)

In this asymptotic relation \( A_1 \) is obviously a linear function of the logarithm of the frequency and becomes zero at a frequency \( \omega = 1/T \). To determine the slope of the linear plot of \( A_1 \) as a function of \( \log_{10} \omega T_m \), we notice that if a given value of \( \omega \) is doubled, that is, if the frequency is raised one octave, then \( A_1 \) is increased by \( 20 \log_{10} 2 \). Thus the slope may be expressed as 6 db per octave. These high- and low-frequency asymptotes are shown in Fig. 4-18, where \( x = \omega T \). The exact function \( 20 \log_{10} |(1 + j\omega T)| \) is also plotted, in dashed lines, and is seen to differ from the asymptotic curve by at most 3 db, at the corner frequency \( \omega = 1/T \). The term \( 20 \log_{10} |j\omega T_m| \) in Eq. (93) is easily seen to have an attenuation characteristic that is simply a straight line with a slope of 6 db per octave passing through zero at the frequency \( \omega = 1/T_m \).
If we now assume that $T/T_m > 1$, we can draw the asymptotic curves for each of the terms in Eq. (93) all on one drawing and finally take the sum of these curves to find the asymptotic attenuation characteristic for the entire loop. This is shown in Fig. 4.19. In this and the following figures the symbol $\nu$ has been used to denote the quantity $T/T_m$. Actually, of course, the individual curves $A$, $B$, $C$, $D$ need not be drawn in
order to draw the complete curve \( E \) once a little insight into the nature of the process is gained.

Several important features of the over-all curve \( E \) should be noted. (1) The final break from 6 to 12 db per octave will always occur at \( \omega T_m = 1 \), independent of the particular values of \( a > 1 \) and \( T/T_m \) that are selected, as long as \( T/T_m > 1 \). (2) It is extremely simple to observe the changes that result when the parameters \( T/T_m \) and \( a \) are varied. The ratio \( T/T_m \) determines the length of the 6-db per octave stretch between \( \omega T_m = T_m/T \) and \( \omega T_m = 1 \), and \( a \) determines the length of the 12-db per octave stretch between \( \omega T_m = (aT/T_m)^{-1} \) and \( \omega T_m = T_m/T \). Finally, a value of loop gain \( K_vT_m \) different from unity results simply in a shift of the \( A = 0 \) line up or down on the plot, according to whether \( K_vT_m \) is made less than or greater than unity.

We now take up the construction of the phase characteristics. It is evident that the complete phase angle for the loop transfer function is equal to the sum of the phases of each of the separate factors of the transfer function. The factor \( K_vT_m \), being real, contributes nothing to the phase, while the factor \( (j\omega T_m)^{-1} \) contributes \(-\pi/2\) radians or \(-90^\circ\), independent of the frequency. The phase of a typical factor \((1 + jx)\) is given by

\[
\phi = \tan^{-1} x.
\] (96)

This is plotted in Fig. 4.20. If \( x = \omega T \) and \( \omega = 1/T \), then \( x = 1 \); thus this curve is the phase associated with the attenuation characteristic of Fig. 4.18, the point \( x = 1 \) corresponding to the frequency \( \omega T_m = T_m/T \). We now have all the data that we need to construct the over-all loop characteristics.
phase characteristic. It should be noticed that rapid changes in phase can occur only in the vicinity of those frequencies at which the slope of the attenuation characteristic changes and that if the attenuation characteristic has a constant slope over any appreciable frequency range, then the associated phase will be essentially constant. This is illustrated in Fig. 4-21, where the phases of the individual factors of the transfer function are sketched \((A, B, C, D)\) along with their sum \(E\). Comparing

![Figure 4.21: Phase characteristics. Curves are drawn for \(\nu = 8, \ a = 10, \ K_{vt} T_m = 1\). See Fig. 4-19 for identification of curves.](image)

the over-all phase characteristic with the over-all attenuation curve of Fig. 4-19, we see that for very low frequencies, where the slope of the attenuation curve is constant at \(-6\) db per octave, the phase is essentially constant at \(-90^\circ\). As we approach the frequency of the first break \(\omega T_m = (a\ T/T_m)^{-1}\), the phase begins to change rapidly and tends toward a new constant value of \(-180^\circ\), associated with the long \(-12\)-db per octave stretch of the attenuation curve. As the attenuation curve breaks back to \(-6\) db per octave, the phase once again changes rapidly back toward the \(-90^\circ\) value always associated with a \(-6\)-db per octave slope. However, since the frequencies \(\omega T_m = T_m/T\) and \(\omega T_m = 1\) are relatively close together (the 6-db per octave portion of the curve is rela-
tively short), the phase does not reach $-90^\circ$ again but rather decreases asymptotically to $-180^\circ$ under the influence of the break from $-6$ to $-12$ db per octave at the frequency $\omega T_m = 1$. It is evident from Fig. 4-21 that as long as the frequencies at which the breaks occur are fairly well separated, the phase changes associated with the breaks are more or less independent of one another.

The discussion in the previous section showed that the amount of phase margin at the frequency of feedback cutoff was a good practical criterion of system stability, at least $30^\circ$ and preferably $45^\circ$ or more phase margin being required. Figure 4-21 indicates that a phase-margin maximum occurs about midway between the two critical frequencies $\omega T_m = T_m/T$ and $\omega T_m = 1$, in the center of the $-6$-db per octave slope. We now change the loop gain $K_v T_m$ in such a way as to make feedback cutoff occur at a frequency with the desired phase margin, that is, we slide the $A = 0$ line down in Fig. 4-19 until it intersects the attenuation curve at the desired cutoff frequency. The curve has been drawn for $T/T_m = 8$, $a = 10$, and in this case we find that a loop gain of $K_v T_m = 26$ db will give sufficiently stable performance ($30^\circ$ phase margin). A value of $K_v T_m = 12$ db will give $45^\circ$ phase margin at cutoff and a more stable system. It will be shown later that a 6-db per octave stretch of this type must be at least $2\frac{1}{2}$ octaves long in order to develop sufficient phase margin; it follows that $T/T_m$ must be greater than or equal to roughly 4. We also observe from Fig. 4-19 that the maximum usable value of $K_v T_m$ will always be very nearly equal to $2a$, twice the attenuation factor of the integral network. To arrive at an estimate of the rise time of the transient we consider the equation

$$\frac{\theta_o}{\theta_i}(j\omega) = \frac{\theta_o(j\omega)}{\epsilon} \frac{1}{1 + \frac{\theta_o(j\omega)}{\epsilon}}. \quad (97)$$

This tells us that when $|\theta_o/\epsilon|$ is large, then $|\theta_o/\theta_i|$ is very nearly 1 and that when $|\theta_o/\epsilon|$ is small, $|\theta_o/\theta_i|$ is approximately equal to $|\theta_o/\epsilon|$. Thus we can form an asymptotic curve for $|\theta_o/\theta_i|$ by taking $|\theta_o/\theta_i|$ equal to 1 from zero frequency out to the frequency of feedback cutoff and equal to $|\theta_o/\epsilon|$ at all higher frequencies. We then have once again a typical low-pass filter characteristic that cuts off at 12 db per octave. According to Eq. (43), the rise time of the step function response is $\pi/\omega_0$, or $2.25 T_m$ sec, when $T/T_m = 8$, $a = 10$, $K_v T_m = 26$ db.

The acceleration-error constant is easily found from the attenuation curve. Equation (66) gives us

$$\frac{1}{K_v} = \frac{aT + T_m - T}{K_v} - \frac{1}{K_v^2}. \quad (98)$$
and we can write, approximately,

$$K_a = \frac{K_0}{aT} \quad (99)$$

If we extend the 12-db per octave slope in the low-frequency region until it intersects the line of selected gain level, the frequency of intersection will give the acceleration-error constant through the formula

$$\omega_c^2 = \frac{K_0}{aT} \quad (100)$$

where $\omega_c$ is the frequency of intersection.

The reader should observe that given a certain amount of prior knowledge of attenuation-phase relationships, it would not have been necessary to compute the phase characteristic in detail and that most of the design procedure is based on the attenuation characteristic, which can be drawn in asymptotic form with no computation and negligible effort. The more complex examples considered later in the chapter will illustrate even more strikingly the superiority of the attenuation-phase concepts.

### ATTENUATION-PHASE RELATIONSHIPS FOR SERVO TRANSFER FUNCTIONS

#### 4.9. Attenuation-phase Relationships

A complete mathematical treatment of attenuation-phase relationships will not be presented here because the detailed results of the theory are not actually used in this book, and the theory has been exhaustively treated elsewhere. A brief survey of the theory is given, followed by a detailed exposition of the practical procedures involved in the analysis of servo problems.

The transfer functions considered may represent the physical characteristics of many different kinds of devices. For example, they may be over-all loop transfer functions, subsidiary loop transfer functions, or perhaps the transfer functions of simple passive equalizing networks. In general, we consider the logarithms of these functions, the real part $A(\omega)$ being the attenuation, or gain, and the imaginary part $\phi(\omega)$ being the phase. The general symbol $Y(p)$ is used here to represent the transfer function, considered as a function of the complex frequency $p = \alpha + j\omega$. We can divide the class of transfer functions considered into two subclasses, depending on the location of the zeros and poles of $Y(p)$. If $Y(p)$ has no poles or zeros in the right half of the $p$-plane, then

---

$Y(p)$ is called a "minimum-phase" function. The great majority of the functions encountered in servo theory belong to this class, which possesses the following important property: If the attenuation $A(\omega)$ is known over the entire range of frequencies, then the phase $\phi(\omega)$ is uniquely determined; and similarly, if $\phi(\omega)$ is known over the entire range of frequencies, then $A(\omega)$ is uniquely determined. This property is not possessed by functions $Y(p)$ having poles or zeros in the right half of the $p$-plane, and this case, which arises occasionally in connection with systems having more than one feedback loop, must be treated differently.

![Graph of ln coth $|\mu|$ vs $\omega/\omega_0$](image)

Fig. 4.22.—Weighting function.

The formula expressing the minimum phase associated with a given attenuation characteristic can be given in a variety of forms, and numerous other attenuation-phase relationships can be derived by function-theory considerations. One form of the relation is

$$\phi(\omega_0) = \frac{\pi}{12} \left( \frac{dA}{d\mu} \right)_{\omega=\omega_0} + \frac{1}{6\pi} \int_{-\infty}^{\infty} d\mu \left[ \left( \frac{dA}{d\mu} \right) - \left( \frac{dA}{d\mu} \right)_{\omega=\omega_0} \right] \ln \coth \frac{|\mu|}{2}, \quad (101)$$

where $\mu = \ln \omega/\omega_0$. This formula places in direct evidence the important characteristics of the attenuation-phase relationship. The phase in radians at any frequency $\omega_0$, $\phi(\omega_0)$, is expressed in terms of the slope of the attenuation diagram and a weighting function, where

$$\left( \frac{dA}{d\mu} \right) = \text{slope of attenuation curve in decibels per octave}.$$

The weighting function $\ln \coth |\mu|/2$ is plotted in Fig. 4.22; it has a total weight, with respect to integration over $\mu$, of 1. Several important results,
obtained in a more experimental manner in the last section, can be derived from Eq. (101). It is clear, for instance, that the phase associated with a constant attenuation slope of $6n$ db per octave is just $n\pi/2$ radians. It is also clear from the form of the weighting function that the phase must always change most rapidly in the vicinity of changes in slope of the attenuation characteristic and that the phase at any given frequency is influenced appreciably only by the changes in attenuation slope near that given frequency. The actual use of Eq. (101) for computational purposes would be extremely involved; and when a phase characteristic must be computed from a given attenuation characteristic, it is more convenient to approximate the given curve with straight-line asymptotes and to compute the corresponding phase by means of the procedures and charts developed by Bode for this purpose. In servo problems it is nearly always possible to approximate the attenuation characteristic with sufficient accuracy, using only straight lines with slopes that are integral multiples of $6$ db per octave; consequently the phase can be computed using the simplified techniques and charts presented in the following section.

Occasionally a nonminimum-phase network may be used for a passive equalizer. The transfer function for such a network will have one or more zeros in the right half of the $p$-plane and will thus have, for instance, a factor of the form $(-1 + Tp)$, which has the same attenuation characteristic as $(1 + Tp)$ but a reversed phase characteristic. Another nonminimum-phase situation arises in the case of an unstable subsidiary loop, for which the transfer function has a factor $(T^2p^2 - 2\xi Tp + 1)^{-1}$; this again has the same attenuation characteristic as $(T^2p^2 + 2\xi Tp + 1)^{-1}$ but a reversed phase characteristic. The occurrence of these special cases is not troublesome in servo problems if the techniques of the following sections are employed, since we have always sufficient knowledge of the origin of the attenuation characteristic to know whether or not such nonminimum-phase structures are present. Clearly, however, if one is simply given an attenuation characteristic, it cannot be assumed automatically that it is the characteristic of a minimum-phase structure, and the phase cannot be computed with certainty. Obviously the attenuation and phase may be computed from the transfer function.

4.10. Construction and Interpretation of Attenuation and Phase Diagrams.—For the construction of attenuation and phase diagrams the feedback transfer function $\theta_0/\epsilon$ is expressed, as far as possible, as the product or quotient of factors of the form $(Tp + 1)$; its decibel magnitude $|\theta_0/\epsilon|_{db}$ and phase angle $\text{Arg} (\theta_0/\epsilon)$ are then plotted on semilog coordinates as a function of frequency. In this type of plot an asymptotic method can be used to approximate the curves.

1 Bode, op. cit., Chap. XV.
As an illustration of the construction of decibel-log-frequency graphs let us take the transfer function

\[
\frac{\theta_o}{\varepsilon} = \frac{K_v}{p(Tp + 1)}.
\] (102)

As \(\omega \to 0\), \(|\theta_o/\varepsilon|_{db} \to 20 \log_{10} K_v - 20 \log_{10} \omega\). The argument then proceeds as in Sec. 4.8. Since doubling the frequency diminishes the value of \(|\theta_o/\varepsilon|\) by a factor of 2, the asymptote to the actual curve for small values of \(\omega\) has a slope of \(-6\) db/octave [the log of 2 is 0.30103;

\[
20(0.30103) = 6.0206\text{ db},
\]
which is usually approximated by 6 db]. When \(\omega \gg 1/T\), that is, \(\omega T \gg 1\), \(|\theta_o/\varepsilon|\) varies inversely as the square of the frequency. Therefore the asymptote has a slope of \(-12\) db/octave. If \(|\theta_o/\varepsilon|\) is represented by these two asymptotes intersecting at \(\omega = 1/T\), the maximum departure from the actual curve is only 3 db and occurs at the intersection. For one octave above or below this point the departure is 1 db.

When more time constants are present, the approximate plot is made similarly, with a change of 6 db in its slope at each value of \(\omega\) for which \(\omega\) times one of the time constants equals unity. The slope is decreased for time constants in the denominator but increased for those in the numerator. The departure from the actual curve near each slope-change point is the same as that for Eq. (102) if the time constants are not too close to each other.

The plot of \(\text{Arg}(\theta_o/\varepsilon)\) for Eq. (102) is approximated from the following:

As \(\omega \to 0\), \(\text{Arg}\left(\frac{\theta_o}{\varepsilon}\right) \to -90^\circ\),

\(\omega \to \infty\), \(\text{Arg}\left(\frac{\theta_o}{\varepsilon}\right) \to -180^\circ\).

At \(\omega = \frac{1}{T}\), \(\text{Arg}\left(\frac{\theta_o}{\varepsilon}\right) = -135^\circ\),

\(\omega = \frac{1}{2T}\), \(\text{Arg}\left(\frac{\theta_o}{\varepsilon}\right)\) is \(-26.5^\circ\) from the \(-90^\circ\)-phase asymptote,

\(\omega = \frac{2}{T}\), \(\text{Arg}\left(\frac{\theta_o}{\varepsilon}\right)\) is \(+26.5^\circ\) from the \(-180^\circ\)-phase asymptote.

For convenience, the “decibel-log-frequency” and “Arg-log-frequency” plots are usually made on the same sheet.

In using this method of plotting transfer functions for servo design, numerous short-cut methods can be devised.

The attenuation plot may be constructed entirely by projecting the line at one slope to the next break point and then projecting the new
slope to the next break point and so on. However, since the errors in this process are cumulative, better accuracy is obtained for the asymptotic-attenuation plot if the value of the attenuation at each break point in the asymptotic curve is computed directly. The following procedure has been found useful: The decibel value is computed at the first break point \( \omega = 1/T_1 \). If \( |\theta_0/K\epsilon| \) (\( K \) being the gain term) is being plotted and the low-frequency asymptote has a slope of 6 db/octave, the required value is \(-20 \log_{10} (1/T_1)\). If the asymptote preceding the next break point \( \omega = 1/T_2 \) has a slope of \( 6m \) db/octave, the decibel value at this break point is computed by subtracting \( 20 \log_{10} (T_1/T_2)^m \) from the decibel at the previous break point. The decibel values at the other break points are similarly computed.

A log-log duplex vector slide rule is useful for calculation of the decibel magnitude or phase contributed by any of the \((Tp + 1)\)-terms and of the departure of the asymptotic plot from the actual curve.

In calculating the magnitude \( \sqrt{\omega^2 T^2 + 1} \), use is made of the relation \( 1/\tanh \mu = \sqrt{1 + 1/\sinh^2 \mu} \), with \( \omega = 1/\tanh \mu \) and

\[
\omega T = \frac{1}{\sinh \mu}.
\]

In detail, the procedure involves

1. Computation of \( 1/\omega T \).
2. Determination of \( \mu = \sinh^{-1} (1/\omega T) \).
3. Determination of \( \tanh \mu \).
4. Computation of \( 1/\tanh \mu \).
5. Determination of \( \log (1/\tanh \mu) \).

By leaving the slide exactly in the mid-position these operations are completed by only two settings of the cursor. To illustrate the method, let \( \omega T = 0.5 \).

1. Set the cursor to 0.5 on the CI-scale and read the value \( \mu = 1.442 \) on the Sh2-scale. (The Sh1-scale is used if \( \omega T > 1 \).)
2. Set the cursor to 1.442 on the Th-scale. The figure 1.12 on the CI-scale is the magnitude \( \sqrt{\omega^2 T^2 + 1} \), but 0.05, the log of the magnitude, may be read directly on the L-scale by reading this linear scale as if the zero gradation were at its right-hand end and the one gradation at the left end. Mental multiplication by 20 gives 1 db for the contribution of this time constant.

Since the asymptotic plot uses 0 db/octave for a \((Tp + 1)\)-term when \( \omega T < 1 \), the magnitude of 1 db obtained in the example is also that of the departure of the asymptotic plot from the actual curve for \( \omega T = 0.5 \); and since the departures are symmetrical about \( \omega T = 1 \), this is also the departure at \( \omega T = 2 \).
The phase angle is obtained for $\omega T < 1$ by setting the cursor to $\omega T$ on the $C$-scale and reading the angle on the $T$-scale; for $\omega T > 1$ it is obtained by setting the cursor to $\omega T$ on the $CI$-scale and reading the angle on the $T$-scale, but using the complement, which is usually given in red numbers on this scale. The $ST$-scale is used for $\omega T > 10$ or $< 0.1$.

When two time constants of the transfer function are close together and one is in the numerator and the other in the denominator, the maximum departure of the approximate plot from the actual curve is less than the $3 \text{ db}$ resulting from one time constant alone. Figure 4.23 shows both plots for $T_1 = 2T_2$.

At the geometric mean ($\omega_m = 1/\sqrt{T_1T_2}$) the departure is always zero. If $T_1$ is the larger time constant, a maximum departure of

$$10 \log \left(2 \left\{ \left[1 + \left(\frac{T_2}{T_1}\right)^2\right]^{-1}\right\} \right) \text{ db}$$

occurs both at $\omega = 1/T_1$ and at $\omega = 1/T_2$. The phase angle is zero for small $\omega$, increasing to a maximum of $-\pi, 2 + 2 \tan^{-1} \sqrt{T_2/T_1}$ at the geometric mean ($T_1$ being the larger time constant) and then decreasing to zero for higher frequencies.

When two time constants are close together and both are either in the numerator or in the denominator of the transfer function, the maximum departure of the approximate plot from the actual curve is greater than the $3 \text{ db}$ resulting from one time constant alone. If the two time constants are equal, the maximum departure is $6 \text{ db}$ at $\omega = 1/T$. If there are $n$ equal time constants, the maximum departure is $3n \text{ db}$ at $\omega = 1/T$. For two time constants, with $T_1 = 2T_2$, the maximum departure is $4 \text{ db}$. This is shown in Fig. 4.24.
If $T_1$ is the larger time constant, a maximum departure of

$$10 \log \left\{ 2 \left[ 1 + \left( \frac{T_2}{T_1} \right)^2 \right] \right\} \text{ db}$$

occurs both at $\omega = 1/T_1$ and at $\omega = 1/T_2$. At the geometric mean ($\omega_m = 1/\sqrt{T_1T_2}$), the phase angle is $-90^\circ$; the departure of the approximate curve reaches a local minimum and is $20 \log [1 + (T_2/T_1)]$ db. The phase-angle asymptotes are $0^\circ$ for low frequencies and $\pm 180^\circ$ at high frequencies for the time constants in the numerator or denominator.

![Graph showing actual and approximate plots of $|1/[(T_1p + 1)(T_2p + 1)]|$ with $T_1 = 2T_2$. The dotted projection of the 0- and the 12-db asymptotes in Fig. 4.24 indicates that the region above $\omega = 1/T_2$ may be approximated by a 12-db break at $\omega = 1/\sqrt{T_1T_2}$.]

When a quadratic factor having a pair of conjugate complex roots appears in the transfer function, the shape of the actual curve is that shown in Fig. 4.8. This plot is for the dimensionless quadratic factor

$$\frac{1}{T^2p^2 + 2\xi Tp + 1}$$
Only the cases where $\zeta < 1$ need be considered, since when $\zeta = 1$ the denominator $= (Tp + 1)^2$ and, when $\zeta > 1$ it may be factored into $(T_1p + 1)(T_2p + 1)$.

The asymptotic plot is constructed as for $\zeta = 1$, using a 12-db change in slope at $\omega = 1/T$. The phase-angle asymptotes are $0^\circ$ for low fre-
quencies and $-180^\circ$ for high frequencies with $-90^\circ$ at $\omega = 1/T$. The departures of the asymptotes from the actual curve both for attenuation and phase are given on Fig. 4.25. When the quadratic factor occurs in the numerator of the transfer function, the signs of the departures on this plot are reversed. The departure curves are symmetrical about $\omega = 1/T$. For the frequencies not covered by the plot, below $\omega T = 0.1$ and above $\omega T = 10$, the phase-angle departure may be computed very closely by using a change of a factor of 2 for each change of one octave in frequency.

When nonminimum-phase terms such as $(Tp - 1)$ or

$$(T^2p^2 - 2\tau Tp + 1)$$

(resulting, for example, from an unstable internal loop) appear in the transfer function, the approximate attenuation plot is constructed in the same way as for $(Tp + 1)$ or $(T^2p^2 + 2\tau Tp + 1)$, and the departure from the actual curve is also the same. The associated phase angle is, however, not the same as for the minimum-phase terms. (The actual curves can, of course, always be computed directly.) Since these factors are seldom encountered, they are neglected in this discussion.

For construction of the actual curve from the asymptote lines, it is convenient to use the following relations that hold true for all of the factors considered in this section.

1. For both phase angle and attenuation the departure contributed by a single time constant or by a quadratic factor is symmetrical about $\omega = 1/T$ and that from two time constants close together is symmetrical about $\omega = 1/\sqrt{T_1T_2}$ but may be treated as two separate time constants if desired.

2. The phase-angle departure decreases by a factor of approximately 2 for each octave along the $\omega$-scale in the direction away from the maximum departure point. From the data given in the previous discussions it is seen that this approximation does not hold in the region close to the maximum departure point.

3. The attenuation departure decreases by a factor of approximately 4 for each octave along the $\omega$-scale in the direction away from the maximum departure point. Since the attenuation departure decreases at a more rapid rate, this approximation may be used closer to the maximum departure point than that for phase but it is not satisfactory less than 1 octave from this point or 2 octaves if more accuracy is required.

To illustrate an approximate method for computing total phase angles, let the equation for the phase angle be
\[
\text{Arg} \frac{\theta_0}{\varepsilon} = -n \frac{\pi}{2} + \tan^{-1} \omega T_1 + \tan^{-1} \omega T_2 + \tan^{-1} \omega T_3. \tag{103}
\]

This may be approximated by
\[
\text{Arg} \frac{\theta_0}{\varepsilon} \approx -n \frac{\pi}{2} + \omega \sum_{i} T_i + k \frac{\pi}{2} - \frac{1}{\omega} \sum_{h} \frac{1}{T_h}, \tag{104}
\]

where \(\sum_{i} T_i\) includes only the time constants for which \(\omega T < 1\), \(\sum_{h} \frac{1}{T_h}\) those with \(\omega T > 1\), and \(k\) is the number of those in \(21/T_h\). For \(\omega T = 0.5\) or \(2\), the error is about \(2^\circ\); and for \(\omega T = 0.25\) or \(4\), the error is about \(0.4^\circ\). The maximum error is \(12.4^\circ\) for \(\omega T = 1\). The terms for which \(0.5 < \omega T < 2\) would ordinarily be handled separately by more accurate methods.

A pair of dividers may be used to facilitate the calculation of the phase-angle and attenuation departure for any frequency, using the asymptotic attenuation plot. Suppose that the attenuation plot consists of 6-db attenuation to \(\omega = 1/T_1\), 12 db to \(\omega = 1/T_2\), and 24 db for the higher frequencies and that the phase angle is desired at a certain frequency \(\omega_o\), lying between \(\omega = 1/T_1\) and \(\omega = 1/T_2\). The dividers are set to the distance along the \(\omega\)-axis between \(1/T_1\) and \(\omega_o\). Then one point of the divider is placed on 1 on the \(\omega\)-scale, and the value of \(\omega T_1\) is read where the other point on the divider lies on the \(\omega\)-scale, \(\omega T\) being greater than 1 when \(1/T\) is less than \(\omega_o\) and less than 1 when \(1/T\) is greater than \(\omega_o\). From the value of \(\omega T\) the phase angle or attenuation departure may then be computed by the methods previously suggested. The same procedure may be used with all the time constants but would not be necessary with those for which \(1/T\) differs by several octaves from \(\omega_o\) since their contribution is close to the asymptotic value. If the double time constant \(T_2\) in the example is due to a quadratic factor, the angle is obtained by use of Fig. 4.25. The total phase angle is the sum of the angles for the terms in the numerator minus the sum for the denominator terms, with \(90n^\circ\) for \(p^n\).

The attenuation diagram for a transfer function may be constructed before determination of the value of the gain term \(K\) associated with it. Frequently \(|\theta_o/K\varepsilon|\) is plotted. At very low frequencies the expression reduces to \(|p^n|\) where \(n\) is a positive or negative integer. Zero db is located on the scale at the point where the low-frequency asymptote crosses \(\omega = 1\) on the frequency scale.

The case where \(n = -1\) is frequently encountered. In this case \(K\) is the velocity-error coefficient \(K_v\), which may be read off the plot in two ways. On the attenuation diagram the line representing a unit value of \(|\theta_o/\varepsilon|\) is usually located for optimum phase-angle conditions. Its position on the decibel scale of the \(|\theta_o/K\varepsilon|\) plot gives the decibel value of
K_v for the gain setting chosen. The value of \( \omega \) at which the projection of the 6-db/octave low-frequency asymptote crosses the unit line is the value of \( K_v \).

When the low-frequency asymptote has a slope of \(-12\) db/octave, the intersection of its projection with the unit line in the plot of \( |\theta_o/K_e| \) occurs at \( \omega_c = \sqrt{K_a} \), where \( K_a \) is the acceleration-error coefficient. If a 6-db/octave low-frequency asymptote is followed by a long 12-db/octave section due to a \((T_p + 1)\)-term in the denominator \((K_v T_i \gg 1)\), the projection of the 12-db section may be used in the same way to obtain \( K_a \approx \omega_c^2 \). Under the same conditions \( K_a \approx K_v/T_i \).

The error \( \epsilon(t) \) for an input \( \theta_i(t) \) can be obtained with sufficient accuracy from the equation

\[
\epsilon(t) = C_0 \theta_i(t) + \frac{1}{K_v} \frac{d \theta_i}{dt} + \frac{1}{K_a} \frac{d^2 \theta_i}{dt^2}
\]

(105)

when the frequency components of the input are low enough so that the higher-order terms are negligible. This is usually the case, for example, in a servo loop used for automatic tracking of an airplane.

4.11. Decibel–phase-angle Diagrams and Frequency-response Characteristics.—This section contains a discussion of methods that facilitate

---

**Fig. 4.26.**—Constant-amplification and phase-angle contours on the loop-gain phase-angle diagram and illustrative plots of \( Y_{11} \), \( 1/Y_a \), and \( 1/Y_b \).
the determination of control-system constants compatible with good frequency-response characteristics. By means of a study of the transfer function relating the output \( \theta_o \) to the input \( \theta_i \), we shall see how to adjust the servo parameters so that the ratio \( M = |\theta_o/\theta_i| \) has a limited departure from the ideal \( |\theta_o/\theta_i| = 1.0 \) over a suitable bandwidth of operation. To do this it is convenient to plot both \( M \)-contours and the loop transfer function \( \theta_o/\epsilon \) on the same diagram. The contours are analogous to the \( M \)-circles in the complex plane of the transfer-locus plots.

If \( \theta_o/\theta_i = Y_1 \) and \( \theta_o/\epsilon = Y_{11} \), then

\[
Y_1 = \frac{Y_{11}}{1 + Y_{11}}. \tag{106}
\]

Contours of constant \( M = |Y_1| \) in decibels and contours of constant \( \psi = \text{Arg } (Y_1) \) in degrees are plotted on Fig. 4.26, against \( |Y_{11}| \text{db} \) on the vertical axis (loop gain in decibels), and \( \text{Arg } (Y_{11}) \) on the horizontal axis (angle in degrees). Since these plots repeat for each successive 360° section of \( \text{Arg } (Y_{11}) \) and are symmetrical about the middle of each section it is possible to use a larger and more accurate plot showing only a 180° region of \( \text{Arg } (Y_{11}) \), as in Fig. 4.27.

For convenience the angle is also indicated on both figures in terms of the degrees departure from –180° and labeled “phase margin.” The equations for the contours are

\[
|Y_{11}|_{\text{db}} = 20 \log_{10} \left( \frac{\cos \phi \pm \sqrt{\cos^2 \phi + M^{-2} - 1}}{M^{-2} - 1} \right) \tag{107a}
\]

and

\[
|Y_{11}|_{\text{db}} = 20 \log_{10} \left[ \frac{\sin (\phi - \psi)}{\sin \psi} \right], \tag{107b}
\]

where \( \phi = \text{Arg } Y_{11}, \psi = \text{Arg } Y_1 \).

On Fig. 4.27 the \( M \)-contours are given from +12 to –24 db. Below –24 db, since \( |Y_{11}| \ll 1 \), Eq. (106) yields \( |Y_1| \approx |Y_{11}| \). At the same time \( \text{Arg } (Y_1) \approx \text{Arg } (Y_{11}) \) also; the \( \text{Arg } (Y_1) \)-contours asymptotically approach the \( \text{Arg } (Y_{11}) \)-lines and are not separately labeled, except those for –5° and –2°. As \( Y_{11} \) increases, \( Y_1 \rightarrow 1, \ Y_1 \rightarrow 0 \text{ db}, \) and \( \text{Arg } (Y_1) \rightarrow 0° \).

For each contour for \( M > 1 \) there are two values,

\[
|Y_{11}|_{\text{db}} = -20 \log_{10} (1 \pm M^{-1}),
\]

where the phase margin is zero. When \( |Y_{11}|_{\text{db}} = -10 \log_{10} (1 - M^{-2}) \), the phase margin reaches a maximum and is \( \cos^{-1} \sqrt{1 - M^{-2}} \). (In the above formulas the numerical value of \( M \) is used rather than the

\footnote{The examples \( Y_s, Y_o, \) and \( Y_{11} \) are discussed later in this section.}
decibel value.) For the $\psi$-contours the highest value of $|Y_{11}|$ is reached where the phase margin is equal to $90^\circ + \psi \pm n\pi$ and in decibels equals $20 \log_{10} |1/\sin \psi|$. 

![Decibel-Phase-Angle Diagram](image)

**Fig. 4-27.**—Constant-phase-angle and constant-amplification contours on the decibel-phase-angle loop diagram.

It is obviously possible to transfer the $M$-contours and the $\psi$-contours from this decibel-phase-angle diagram to the type of decibel-log-frequency graph discussed in Sec. 4-10. Then, after a study of the manner in which the attenuation curve crosses the $M$-contours, it is possible to alter the gain and, if necessary, the shape of the attenuation plot to
obtain a satisfactory frequency-response characteristic. Since a large number of $M$-curves must be plotted, it is easier (if the designer has available enlarged copies of Fig. 4.27) to plot the transfer locus of $Y_{11}$ on this decibel–phase-angle diagram, by use of data from the attenuation and phase diagram. This $Y_{11}$ plot should, in general, remain away from the 0-db and 0-phase-margin point and should not cross over the $M$-contour that corresponds to the quality of performance that can be tolerated. A change of gain moves the $Y_{11}$ plot vertically on this diagram. If this transfer function has a phase margin that is very large at low frequencies and decreases continually with frequency increase, the gain may be increased to the value where the plot on this diagram is tangent to the $M$-contour representing the tolerable performance.

Frequently the transfer function has a maximum phase margin at a frequency other than zero. It is customary to design so that the gain that is used places this in the region where the plot crosses the larger $M$-contours. The lowest peak amplitude in $|Y_1|$ is obtained by locating the maximum phase-margin point on the $Y_{11}$ plot tangent to an $M$-contour near the maximum phase-margin point on the $M$-contour. If the $Y_{11}$ plot on Fig. 4.27, when adjusted in this way, passes between two of the $M$-contours that are plotted, interpolation may be used with due consideration of the fact that the maximum phase-angle point on an $M$-curve is higher in decibels than that for the next lower value $M$-curve.

With the best gain adjustment for a given maximum phase-margin, the peak height of $|\theta_o/\theta_0|$ is obviously the value of the $M$-contour that is tangent to the maximum phase-margin line, provided that the curvature of the $Y_{11}$ plot does not exceed the curvature of the $M$-contour. The numerical value of the peak amplification is then

$$M = (1 - \cos^2 \phi)^{-1/2}.$$  \hfill (108)

The proper gain adjustment may be determined by setting the $Y_{11}$ gain at the maximum phase-margin point equal to

$$|Y_{11}|_{db} = -10 \log_{10} (1 - M^{-2}) = -10 \log_{10} (\cos^2 \phi).$$  \hfill (109)

If the Arg $(Y_{11})$ decreases in phase margin much more rapidly on one side of the maximum than on the other and if large gain changes in the loop are expected, a gain should be used that differs from the adjustment mentioned above in that it provides equal performance (that is, the same maximum $M$ is reached) at both extremes of the gain variation.

In order to illustrate the details of these methods and interpretation of the results, two examples will be given, using the loop transfer functions

$$Y_{11} = \frac{K(T_1p + 1)}{p^2(T_2p + 1)}.$$  \hfill (110a)
and

\[ Y'_{11} = \frac{K(T_1p + 1)}{p^2(T_2p + 1)^2} \]  \hspace{1cm} (110b)

with \( T_1 = \frac{1}{10} \) sec and \( T_2 = \frac{1}{30} \) sec.

The attenuation and phase diagrams for these transfer functions are given in Fig. 4.28. The asymptotes from which the actual attenuation curves were plotted by the departure method (see Sec. 4.10) are shown dotted. The curve for \( M = +3 \) db for \( Y_{11} \) [that is, plotted against \( \text{Arg} (Y_{11}) \)] illustrates the use of these curves on this type of diagram. It has been found convenient to use the same linear distance for a degree of angle on this attenuation and phase diagram as on the decibel-phase-angle diagram of Fig. 4.27. A pair of dividers can then be used in transferring either \( M \)-curves to the decibel-log-frequency diagram or a transfer locus to the decibel-phase-angle diagram. In either case the dividers are set to the distance corresponding to the phase margin at \( \omega \) for a given value of decibels on the attenuation diagram and then used to mark off that distance along the corresponding decibel line on the decibel-phase-angle diagram.
Figure 4.29 shows plots of $Y_{11}$ and $Y'_{11}$ on the decibel–phase-angle diagram. The $\omega$-parameter values are marked along these plots.

The decibel scale on the attenuation plot corresponds to a correct gain setting for $Y_{11}$ but is not correct for $Y'_{11}$. A third curve shows that a gain lowered by slightly over 8 db is the best adjustment and gives a peak of slightly over 6 db.

The plot for $Y'_{11}$ actually crosses the $-180^\circ$ phase-angle line shown on Fig. 4.26. On Fig. 4.29 it is shown by reflecting the curve at 

$$\text{Arg } (Y'_{11}) = -180^\circ$$
and plotting back across the same set of contours, with $-170^\circ$ for $-190^\circ$, $-150^\circ$ for $-210^\circ$, and so on. The phase margin is then the negative of that read on the diagram, but the decibel scale applies unchanged.

The plots on the decibel–phase-angle diagram approach an asymptote of an integral multiple of $90^\circ$ for both low and high decibel values. The plot of $Y'_{11}$ approaches $-180^\circ$ at high decibel values and $-270^\circ$ at low decibel values. In constructing the plot, use may be made of the approximate rate of approach, which is such that the departure from a $90n^\circ$ asymptote changes by a factor of 2 for a change of $6n$ db.

It is a general rule that a fairly long $6$-db/octave section between two long $12$-db/octave sections on the attenuation plot will provide a region of positive phase margin that varies in extent directly with the length of the $6$-db/octave section. In the case of $Y'_{11}$ this section is about $15$ db long; best servo performance results when the unity gain line crosses the $6$-db/octave section about a third of its length from its high-frequency end. Since this type of plot is frequently obtained from lead or derivative equalization, a further discussion of it is given in Sec. 4·15, where Table 4·1 gives the maximum phase-angle contribution toward positive phase margin for various lengths of the $6$-db/octave section.

When the $6$-db/octave section is followed by an $18$-db/octave section, the phase margin is less than with the $12$-db/octave section, and the gain must be lowered, as is illustrated in the case of $Y'_{11}$. If desired, the values of $M$ from the diagram can be plotted against $\omega$, as is done in Sec. 4·15, but usually the shape of this plot can be seen with sufficient detail directly from the decibel–phase-angle diagram. With a knowledge from past experience of the attenuation and form of phase diagram required for satisfactory performance, it is possible to omit also the decibel–phase-angle plot in the early design stages. This plot is generally made only after the gain has been determined roughly by inspection of the attenuation and phase diagram.

The decibel–phase-angle diagram may be used for functions other than those of the type of Eq. (106) by plotting and/or reading reciprocal values. As examples, we may take

\[ \frac{\epsilon}{\theta_l} = \frac{1}{1 + \frac{\theta_0}{\epsilon}} = \frac{\epsilon}{\theta_0} \]

or

\[ 1 + Y_a = \left( \frac{1}{\frac{Y_a}{1 + \frac{1}{Y_a}}} \right)^{-1} \]

(111)

(112)
The reciprocal functions are handled by changing the signs of both the decibel and phase angle of the function or changing the signs (on the decibel–phase-angle diagram) of the scales that apply. On Fig. 4·26 the plot of $1/Y_a$ represents this quantity with the signs on the loop-gain and phase-angle scales as labeled. If the signs of these two scales are reversed, the plot is that for $Y_a$. To read $1 + Y_a$ from the $M$- and $\psi$-contours, the signs on the scales must be reversed.

It is of interest to study the case where the plot on the decibel–phase-margin diagram passes close to or through a 0-db and 0-phase-margin point. The relation of Eq. (112) is used as an example, with the plots of $1/Y_a$ and $1/Y_b$ on Fig. 4·26 representing a transfer locus for two different gain adjustments. With $|Y_a|$ increasing, Arg $(1 + Y_a)$ changes rapidly from $-270^\circ$ to $-90^\circ$ and, if the gain of $Y_a$ is reduced by 1 db, will make the change instantaneously, since the new plot passes through the $-180^\circ$ phase angle and 0-db point. This is seen to be the actual case by inspection of Fig. 4·30. Further reduction of the gain by 1 db leads to the plot of $1/Y_b$ in Fig. 4·26. Here Arg $(1 + Y_b)$ appears to jump from $-360^\circ$ to $0^\circ$ at the 0-phase-margin point. This does not actually happen, as may be seen from Fig. 4·30.

4·12. Multiple-loop Systems.—The design of multiple-loop systems is a very important topic, and a later section will carry through a detailed design of an actual system, showing the advantages of equalization by means of subsidiary loops. In this section we shall consider a simple double-loop system in order to introduce the techniques that will be needed in a later analysis and in order to illustrate further the ideas developed in the preceding sections. The equations for a general two-loop system are given in Sec. 4·1, Eqs. (13) to (15), and the schematic diagram is given in Fig. 4·2. As a simple example let us take

$$Y_{11}^0 = \frac{K_{22}T}{T_p(T_p + 1)}$$  (113)

and

$$Y_{22} = \frac{K_{22}T^3}{(T_p + 1)^3(0.25T_p + 1)}.$$  (114)

The transfer function of the principal loop when the subsidiary loop is
Fig. 4-31a.—Phase and attenuation characteristics for a double-loop system with a stable subsidiary loop.

Fig. 4-31b.—Phase and attenuation characteristics for a single-loop system with an unstable subsidiary loop.
open, \( Y_{11}^0 \), represents a simple amplifier and motor combination, and the transfer function of the subsidiary loop represents a tachometer feedback circuit with a rather complex equalizing network. The physical realization of this network (which, incidentally, would require active impedances) is not discussed here, since it would take us too far afield from the purposes of the present discussion. The curves labeled \( A \) in Fig. 4-31a and b are the asymptotic and actual attenuation characteristics corresponding to \( Y_{11}^0 \), drawn with \( K_2 T = 1 \). This simple characteristic falls at \(-6 \text{ db/octave}\) from low frequencies up to \( \omega T = 1 \) and then cuts off asymptotically to \(-12 \text{ db/octave}\). The phase of this function is not plotted but is clearly asymptotic to \(-90^\circ\) at low frequencies and changes rapidly in the vicinity of \( \omega T = 1 \) to become asymptotic to \(-180^\circ\) at high frequencies.

The attenuation characteristic for the subsidiary-loop transfer function is proportional to \( T^3 p^3 \) at low frequencies and hence rises at 18 db/octave toward \( \omega T = 1 \). At high frequencies \( Y_{22} \) cuts off at a rate of \(-6 \text{ db/octave}\), the asymptote starting at \( \omega T = 4 \). This curve and also the actual attenuation curve, easily plotted from the asymptotic characteristics by the methods given in Sec. 4-10, are labeled \( B \) in Fig. 4-31a and b. The phase of \( Y_{22} \), which again is easily computed using the methods already referred to, is labeled \( C \) in the same figure. The subsidiary-loop transmission characteristics, we see, are those of a typical bandpass filter, which, for \( K_{22} = 1 \), has asymptotically unity gain in the pass band that extends from \( \omega T = 1 \) to \( \omega T = 4 \).

We must now determine what values of subsidiary-loop gain \( K_{22} \) will result in a complete system that is suitably stable. The equation

\[
\frac{\theta_0}{\epsilon} = Y_{11} = \frac{Y_{11}^0}{1 + Y_{22}}. \tag{115}
\]

tells us that we are interested in the function \( 1 + Y_{22} \). The behavior of this function is most easily investigated by replotting the attenuation and phase of \( Y_{22} \) on a gain–phase-angle diagram as described in Sec. 4-11. It was shown that by plotting a function \( 1/F \) on the special coordinate system shown in Fig. 4-26, the attenuation and phase of \( 1/(1 + F) \) are immediately determined. In Fig. 4-32 the reciprocal of \( Y_{22} \) has been plotted on a decibel–phase-angle diagram by reading off corresponding values of attenuation and phase from the \( Y_{22} \) curves in Figs. 4-31a and b and reversing their signs. The grid in Fig. 4-32 has been reflected about both the \( 0^\circ \) and \(-180^\circ\) phase-angle lines in order to make the single-section grid serve in place of an extended diagram of the kind shown in Fig. 4-26. The upper curve in Fig. 4-32 is for \( K_{22} = 11 \text{ db} \), while the lower curve is for \( K_{22} = 31 \text{ db} \), a 20-db increase in loop gain as compared with the upper curve. The two curves are, of course, identical in shape.
As mentioned in Sec. 4.11, caution must be exercised when reading values of the magnitude and phase of \((1 + Y_{22})^{-1}\) from the labeled curves in any such plot in which the extreme phase change in \(Y_{22}\) is greater than 180°. The observation that the phase of \(1 + Y_{22}\) must be continuous as long as \(1 + Y_{22}\) is continuous is usually sufficient to resolve any question as to what phase should be assigned any given value of \(1 + Y_{22}\). A crude sketch of the Nyquist diagram for \(Y_{22}\) can always be made with no difficulty, either by inspection of \(Y_{22}\) itself or from the \(Y_{22}\) curves of...
Fig. 4.31a and b; such a diagram will always show clearly the behavior of the phase of $1 + Y_{22}$. The Nyquist diagram for $Y_{22}$, drawn for $K_{22} = 11$ db, is given in Fig. 4.33. Let us now consider the asymptotic behavior of $1 + Y_{22}$ when the gain $K_{22}$ is set at a level of 11 db. When $Y_{22}$ is small compared with 1, then $1 + Y_{22}$ is essentially unity; when $Y_{22}$ is large, $1 + Y_{22}$ is essentially just $Y_{22}$. These considerations lead us to the asymptotic curve for $1 + Y_{22}$ which is labeled $D$ in Fig. 4.31a and b. The actual attenuation characteristic can be read directly from the upper curve of Fig. 4.32 and is plotted as Curve $E$ in Fig. 4.31a. The phase corresponding to the asymptotic attenuation curve $D$ is the dashed curve $F$, while the actual phase, corresponding to $E$ (taken from Fig. 4.32), is the solid curve $G$. We notice, first, that the asymptotic and actual attenuation curves differ quite considerably from each other; the phase characteristics also differ, but not as markedly as the attenuation characteristics. It will be seen later that use of the asymptotic attenuation curve for $1 + Y_{22}$ and the corresponding phase in place of the actual characteristic would not appreciably affect the final results of the analysis.

Inspection of the form of $Y_{22}$ shows that it has no poles in the right half of the $p$-plane, and, therefore, neither does $1 + Y_{22}$. Application of the usual Nyquist test to the transfer locus of Fig. 4.33 then shows that $1 + Y_{22}$ has no zeros or poles in the right half plane; we conclude that the subsidiary loop is stable and, furthermore, that the usual simple form
of the Nyquist criterion will suffice to test the stability of the over-all system.

From Eq. (115) we see that the attenuation characteristic for the over-all loop transfer function $Y_{11}$ is found simply by subtracting the attenuation (in decibels) and phase of $1 + Y_{22}$ from the attenuation and phase of $Y_{11}$. The results of this procedure are shown in Fig. 4-34, where the Curves $A$ are the asymptotic and actual characteristics for the case $K_{22} = 11$ db, $K_wT = 0$ db. The actual characteristic was computed using the Curve $E$ from Fig. 4-31a, not directly from the asymptote, although the latter procedure would be satisfactory in this particular case. The phase of $Y_{11}$ is given as Curve $B$ in Fig. 4-34, once again computed from the curves of Fig. 4-31a, although a direct computation from the attenuation asymptote would be permissible. If such a calculation were carried out, we would find that the phase-angle maximum that occurs near $\omega T = 10$ on Curve $B$ would be shifted to $\omega T = 8$ and would be about $-132^\circ$ instead of $-145^\circ$. It will be seen that this change would have only a slight effect on the value of loop gain $K_w$ that is to be selected. Examination of the over-all characteristics shows that if we select $K_wT$ equal to 44 db, then feedback cutoff (the point at which the attenuation characteristic crosses the 0-db line) will occur approximately in the center of a $-6$-db/octave slope and near the phase-angle maximum of $-145^\circ$, corresponding to a phase margin of $+45^\circ$. According to the discussion given in the preceding section this represents a

![Fig. 4-34.—Over-all phase and attenuation characteristics for cases of stable and unstable subsidiary loops.](image-url)
satisfactory adjustment of gain, and we see that we can obtain a dimensionless velocity-error constant \((K_vT)\) of 44 db, or 158, a great improvement over the value of 1 or 2 obtainable with the simple unequalized single-loop system. A good approximation to the speed of response is easily obtained by forming the asymptotic curve for the magnitude of \(\theta_o/\theta_l\). From the equation

\[
\frac{\theta_o}{\theta_l} = \frac{\theta_o}{\epsilon} \frac{1}{1 + \frac{\theta_o}{\epsilon}}
\]

it is seen that when \(\theta_o/\epsilon\) is large, the magnitude of \(\theta_o/\theta_l\) is simply 1, or 0 db, and when \(\theta_o/\epsilon\) is small, the magnitude of \(\theta_o/\theta_l\) is very nearly just the magnitude of \(\theta_o/\epsilon\); thus the desired asymptote for the magnitude of \(\theta_o/\theta_l\) is flat (zero slope) from zero frequency out to the frequency of feedback cutoff and is identical with the asymptote of \(\theta_o/\epsilon\) at all higher frequencies. Having set \(K_vT = 44\) db, we find that the \(-12\) db/octave cutoff asymptote of the \(\theta_o/\theta_l\) characteristic intersects the 0-db line at \(\omega_cT = 13\). According to Eq. (43), Sec. 4.2, the buildup time is given closely by

\[
\tau_b = \frac{1}{2\omega_c^2} = \frac{\pi}{\omega_c} = \frac{\pi}{13} T.
\]

In the same manner the buildup time of the unequalized single-loop system is found to be \(\tau_b = \pi T\). Thus we have materially improved the speed of response of the system by addition of the subsidiary loop.

A rough sketch of the Nyquist diagram of the over-all system is easily drawn from Fig. 4.34 and is shown in Fig. 4.35a. If this curve is imagined to be completed for the complete range of real frequencies, \(-\infty\) to \(+\infty\), by adding the complex conjugate of the curve shown, the usual Nyquist test will show that \(1 + YII\) has no zeros in the right half plane; in view of our earlier discussion, this establishes the stability of the over-all system. This drawing is given here principally for use in a later discussion. If a detailed picture of the frequency response of the system were desired, we could plot the data of Fig. 4.34 on a gain–phase-angle diagram. This is not actually necessary, however, since we have already obtained the asymptotic \(\theta_o/\theta_l\) curves, and we know that with the system adjusted to give a 45° phase margin in the vicinity of feedback cutoff, the resonance curve will have a peak of certainly not more than 6 db.

We now consider the effects on the over-all system of changes in value of the subsidiary loop gain \(K_{22}\). Referring to Fig. 4.32, we see that increasing \(K_{22}\) over 11 db simply slides the upper curve down on the diagram. In particular, if \(K_{22}\) is increased to 21 db, the curve passes
through the singular point of the diagram, corresponding to an infinite attenuation value of \( 1 + Y_{22} \). This situation corresponds to increasing the radial scale factor in Fig. 4.33 until the transfer locus passes exactly through the critical point \(-1 + j0\). If \( K_{22} \) is increased still more, say to 31 db, we arrive at the lower curve in Fig. 4.32, and we find the behavior of \( 1 + Y_{22} \) for this case in the same way that we determined the behavior of \( 1 + Y_{22} \) with \( K_{22} = 11 \) db. The solid curve \( D \) in Fig. 4.31b is the asymptotic behavior of the attenuation of \( 1 + Y_{22} \) with \( K_{22} = 31 \) db, and the dashed curve \( E \) is the actual attenuation char-
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**Fig. 4.35a.**—Over-all Nyquist diagram for case of a stable subsidiary loop.

**Fig. 4.35b.**—Over-all Nyquist diagram for case of an unstable subsidiary loop.

acteristic. The actual phase characteristic is shown as Curve \( F \); it was plotted directly from Fig. 4.32. We notice immediately that the increase of \( K_{22} \) from 11 to 31 db has radically changed the behavior of the phase characteristic while the behavior of the attenuation characteristic is relatively unchanged. The phase characteristic is quite evidently no longer the minimum phase shift associated with the given attenuation characteristic. This situation is further clarified by consideration of the Nyquist diagram of \( Y_{22} \) (Fig. 4.33). The diagram as drawn is for \( K_{22} = 11 \) db; by allowing the tip of the vector \( 1 + Y_{22} \), drawn from the point \(-1 + j0\) to the curve, to traverse the curve as \( \omega \) varies from 0 to \( \infty \), we easily verify the general behavior of the phase characteristic \( G \) in Fig. 4.31a. Increasing \( K_{22} \) to 31 db changes the scale factor in Fig. 4.33 so that the critical point \(-1 + j0\) is enclosed by the transfer locus; we see that the behavior of the phase of the vector \( 1 + Y_{22} \) is indeed changed and is as given by Curve \( F \) in Fig. 4.31b. We now apply the Nyquist stability criterion to this subsidiary loop. We easily see that
the function $1 + Y_{22}$ has no poles in the right half plane. The curve of Fig. 4.33 (with the changed radial scale factor) is completed by adding the complex conjugate curve, corresponding to frequencies from $-\infty$ to 0, and the Nyquist test is applied. The vector $1 + Y_{22}$ undergoes two complete revolutions in the clockwise sense as the tip of the vector traces the curve from $\omega = -\infty$ to $\omega = +\infty$; we conclude that $1 + Y_{22}$ has two zeros in the right half of the $p$-plane, or, in other words, that the subsidiary loop is unstable. This brings out clearly the nonminimum-phase character of $1 + Y_{22}$ when $K_{22}$ is large and shows why its phase characteristic is so radically altered when $K_{22}$ is increased.

Now let us investigate what happens to the over-all system when the gain of the subsidiary loop is increased enough to make it unstable. At first sight, at least, it appears intuitively obvious that the complete system will become unstable, but closer analysis will show that this is another of many situations in which intuition fails one. The attenuation and phase functions for the over-all systems are obtained from the curves of Fig. 4.31b in the same way as in the earlier case and are shown in Fig. 4.34, $C$ designating the attenuation curves and $D$ the phase curve.

The phase-shift curve has been reflected about the $-280^\circ$ line, since the phase shift exceeds $-450^\circ$ at low frequencies and is asymptotic to $-450^\circ$ at extremely low frequencies. Selecting a value of $K_m$ equal to 86 db, we see that the phase shift at feedback cutoff will be $-130^\circ$, or the phase margin will be $50^\circ$. So far, we apparently have a satisfactory system.

Now let us examine the Nyquist diagram, a rough sketch of which is given in Fig. 4.35b. Again, we must imagine this diagram to be completed by adding the complex conjugate curve and a large semicircle in the right half plane joining the two zero frequency portions of the curve. Application of the Nyquist test shows that the vector $1 + Y_{11}$ undergoes two complete revolutions in the counterclockwise sense as the entire curve is traversed. Thus, the number of poles of $1 + Y_{11}$ in the right half plane exceeds the number of zeros in that region by two. Since

$$1 + Y_{11} = 1 + \frac{Y_{11}^0}{1 + Y_{22}}$$

(118)

and an earlier Nyquist test of the subsidiary loop has disclosed two zeros of $1 + Y_{22}$ in the right half plane, we see that $1 + Y_{11}$ has two poles in this region; it follows that $1 + Y_{11}$ has no zeros in the critical region and that the over-all system is stable. The selected gain level of 86 db gives a velocity-error constant of approximately $20,000 T^{-1}$ and a buildup time of $\tau_b = (\pi/140)T$, representing substantial improvements in system performance.

The reader should appreciate that a designer with a certain background of experience with these methods could carry through the above
design procedure almost completely, using only the asymptotic attenuation characteristics that can be constructed in a matter of minutes. The detailed curves have been presented in an effort to supply the reader with some of the requisite insight into the design procedure.

4.13. Other Types of Transfer Loci.—Occasionally there arise special problems in servo design that are best treated by procedures other than those already presented. The vast majority of problems, however, are readily handled using the "standard" techniques. The ingenious designer will continue to develop new procedures ad infinitum to suit his own out-of-the-ordinary problems, and it would be futile to attempt to give any comprehensive discussion here of all the special methods that have been devised. A few, however, are perhaps worth mentioning.

Several writers have proposed the use of the reciprocal of the usual Nyquist diagram for the treatment of multiple-loop systems and systems in which there are elements in the feedback path or paths such that a true error signal does not actually exist in the system. The advantage of this reciprocal diagram in discussing multiple-loop systems is readily appreciated by writing the equation for $\epsilon/\theta_0$ for a double-loop system. Using the notation of Sec. 4.1, we have

$$\frac{\epsilon}{\theta_0} = \frac{1}{Y_{11}} + \frac{Y_{22}}{Y_{11}}.$$  \hspace{1cm} (119)

Thus the $\epsilon/\theta_0$ diagram can be constructed by a simple vector addition of two preliminary diagrams rather than by a process of "multiplying" two diagrams together, as with the usual Nyquist diagram. The interested reader will find ample discussion of these ideas in the references already cited.

The drawing of Nyquist diagrams is often complicated by the extreme range of values of the radial coordinate that must be plotted. The example in the previous section serves as a good illustration of this difficulty. Referring to Fig. 4.35b, a simple calculation will show that if the sketch were actually drawn to scale, the following values of radius would have to be plotted:

- At the point $A$, $r = \text{approximately } 100$.
- At the point $B$, $r = \text{approximately } 5000$.
- At the point $C$, $r = \text{approximately } 115,000$.
- At the point $D$, $r = \text{approximately } 150,000$.
- At feedback cutoff, $r = 1$.

The obvious difficulty is usually surmounted by plotting various portions of the curve with different scale factors. This is a satisfactory solution,

---

especially since one is usually interested in the detailed shape of the locus only in the vicinity of the feedback cutoff frequency. A detailed drawing can be made of this portion of the locus, while crude sketches of the remaining portion will suffice. Some workers, however, prefer to use a logarithmic radial scale, effectively giving a polar form of the decibel-phase-angle diagram already discussed in this chapter.

Diagrams similar to Nyquist diagrams can also be used in the treatment of servo problems involving pulsed or discontinuous data. These problems are discussed in Chap. 5.

**EQUALIZATION OF SERVO LOOPS**

**4.14. General Discussion of Equalization.**—Equalization circuits and networks are employed in servo circuits in order to obtain a desired behavior for the complete system. In the usual design some of the parts of the system are selected with an eye to availability, cost, ease of maintenance, or other reasons. For example, a synchro data transmission is quite often specified because the completed system may have to tie into a shipboard fire-control system where the synchro system has already been standardized. The power-supply frequency is often specified as, for example, 60 cps. If in addition the use of 1- and 36-speed ordnance synchros is specified, the error signal will consist of a 60-cycle voltage with an error gain for small errors of 1 volt per degree on the 36-speed shaft or 36 volts per degree on the 1-speed shaft. Other considerations may have dictated the choice of an amplidyne and d-c motor as the power drive element. This last choice will then require a servoamplifier capable of accepting a 60-cycle error signal and delivering a d-c current to the control field of the amplidyne; this demands the use of a phase-sensitive detector in the servoamplifier.

The pertinent constants presented to the servo designer will then be approximately the following:

1. Combined motor-amplidyne time constant, 0.25 sec = $T_m$.
2. Effective time constant of the phase-sensitive detector, 0.02 sec = $T_r$.
3. Amplidyne quadrature-field time constant, 0.02 sec = $T_q$.

The loop transfer function with a flat frequency-response amplifier may be written

\[
\frac{\theta_o}{\epsilon} = \frac{K_v}{p(T_m p + 1)(T_r p + 1)(T_q p + 1)^n},
\]

where $K_v = \frac{K_eK_AK_m}{N} = \text{velocity-error constant, deg/sec per deg}$,

$K_e = \text{error-measuring element sensitivity, volts/deg}$,

$K_A = \text{amplifier gain, ma/volt}$,
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\[ K_a = \text{amplidyne open-circuit gain, volts/ma,} \]
\[ K_m = \text{motor speed-voltage ratio, deg/sec per volt,} \]
\[ 1/N = \text{motor-load gear ratio, deg/deg.} \]

This transfer function has a slope of \(-6 \text{ db/octave from zero to } \omega = 1/T_m \)
and \(-12 \text{ db/octave to } \omega = 1/T_r = 1/T_q \) and then decreases at 24 db/

octave. It has a 180° lag and thus zero phase margin at

\[ \omega \approx \frac{2.5}{T_m} = 1.6 \text{ cps.} \]

A value of \( K_v = 6.25/T_m = 25 \text{ sec}^{-1} \) will make the system unstable; a
value of \( K_v = 0.75/T_m = 3 \text{ sec}^{-1} \) is required in order that the phase
margin be 45° at the feedback-cutoff frequency \( \omega_c = 0.75/T_m = 0.48 \text{ cps.} \)
The buildup time will then be approximately \( \tau_b = 1/(2f_c) = 1 \text{ sec.} \) This
system would have a maximum error of 10° when the input is a 30°-ampli-
tude 6-sec sine wave and would ordinarily not be acceptable.

Hysteresis in the amplidyne magnetic circuit may also cause con-
siderable error in a system with as small a velocity-error constant as
the above. An amplidyne may commonly have a hysteresis loop as
wide as \( \pm E_{ah} = \pm 20 \text{ volts.} \) The resulting hysteresis standoff error,
\( \epsilon_h = K_m E_{ah}/NK_v, \) with \( K_m = 85° \text{ per sec/volt and } N = 300, \)
then \( \epsilon_h = 2°. \)

Three more or less general methods may be used to modify the
above system in order to improve its performance at either high or low

frequencies.

1. The proportional integral method is applicable when a buildup
time and cutoff frequency of the same order of magnitude as that
of the simple system are acceptable or desirable. In this method,
the loop transfer function is left substantially unchanged for fre-
quencies above one-fourth the frequency of the \(-6 \) to \(-12 \)-db/

octave transition (that is, above a point 2 octaves below \( 1/T_m \)) and
its magnitude is increased in the lower frequency range.

2. Lead or derivative equalization is used to improve the system per-
formance at all frequencies; in particular, the feedback-cutoff fre-
quency is increased with a corresponding reduction in the buildup
time.

3. One or more subsidiary loops may be introduced in order to
improve the servo performance. This constitutes a very powerful
method of equalization and decreases the effects of variations in
some of the elements.

4-15. Lead or Derivative Control.—Lead or derivative equalization is
used to raise the feedback-cutoff frequency. It will, in general, increase
the velocity-error constant while keeping a satisfactory stability or
phase margin in the region of cutoff. The feedback transfer function of the simple servo mentioned in Chap. 1 may be written

$$\frac{\theta_o}{\epsilon} = \frac{K_v}{p} \frac{1}{T_m p + 1}.$$  \hspace{1cm} (121)

This transfer function has an asymptotic characteristic of $-6$ dB/octave for $\omega < 1/T_m$ and $-12$ dB/octave for $1/T_m < \omega$. The phase angle is $-135^\circ$ at $\omega = 1/T_m$, decreasing to $-153.5^\circ$ at $\omega = 2/T_m$. For $K_v T_m = 1$ the height of the resonance peak will be $+1.25$ dB (1.15 ratio) and the feedback-cutoff frequency will be $\omega_c = 0.78/T_m$. For $K_v T_m = 2(+6$ dB) the resonance peak will be $3.6$ dB with $\omega_c = 1.25/T_m$, and for

$$K_v T_m = 4 \ (+12 \text{ dB})$$

the resonance peak will be $+6.3$ dB with $\omega_c = 1.75/T_m$. Thus the usual stability requirement of a resonance peak between $+3$ and $+6$ dB would allow a $K_v$ between $2/T_m$ and $4/T_m$. Assuming $T_m = 0.25$ sec, this would correspond to $K_v$ between 8 and 16 sec$^{-1}$.

Adding either an a-c or d-c proportional-derivative equalizer of the type discussed in Chap. 3 makes the feedback transfer function

$$\frac{\theta_o}{\epsilon} = \frac{K_v}{p} \frac{1}{G_0(T_d p + 1)} T_m p + 1,$$

$$\frac{\theta_o}{\epsilon} = \frac{K_v}{p} \frac{1}{T_m p + 1} T_d p + 1.$$ \hspace{1cm} (122a)

where $T_d = \text{derivative time constant}$,

$$G_0 = \text{d-c or carrier gain (} G_0 < 1),$$

$$K_v = K_v G_0 = \text{velocity-error constant}.$$  

The complete study of this transfer function involves the two parameters $T_d/T_m$ and $G_0$ as well as the velocity-error constant $K_v$. It will be most convenient to study first the case where $T_d/T_m \ll 1$. With this assumption, Eq. (122) can be approximated as

$$\frac{\theta_o}{\epsilon} = \frac{K_v T_m}{(T_m p)^2} T_d p + 1.$$

The first factor in Eq. (123) produces a phase lag of $180^\circ$ at all frequencies; thus the proportional-derivative equalizer must supply all of the lead required to give the desired phase margin near feedback cutoff. Inspection of the decibel–phase-margin contour diagram (Fig. 4.27) shows that the over-all frequency response is $|\theta_o/\theta_t| = +3$ dB and the loop phase margin is $+45^\circ$ where the loop gain is $+3$ dB, whereas $|\theta_o/\theta_t| = +6$ dB and the loop phase margin is $+30^\circ$ where the loop gain is $+1.3$ dB.

The proportional-derivative equalizer has an asymptotic characteristic of $(G_0)_{cd}$ up to $\omega = 1/T_d$, increases at 6 dB/octave to $\omega = 1/G_0 T_d$, and is
then constant at 0 db for higher frequencies. Its phase angle is zero for small \( \omega \), increasing to a maximum at the geometric mean of the two above frequencies, \( \omega_m = 1/(T_d \sqrt{G_0}) \), and then decreasing to zero for higher frequencies. The maximum phase angle is easily shown to be

\[
\phi_m = \frac{\pi}{2} - 2 \tan^{-1} \sqrt{G_0};
\]

solving for \( G_0 \), we find

\[
G_0 = \tan^2 \left( \frac{\pi}{4} - \frac{\phi_m}{2} \right).
\]

The gain at the geometric mean frequency is \( \sqrt{G_0} \). Table 4.1 gives a few corresponding values of \( G_0 \) and \( \phi_m \). An equalizer with \( G_0 = -15.31 \) db will therefore have a resonance peak of +3 db when \( K_v T_m \) is adjusted to put the maximum phase margin at a loop gain of +3 db. When this is the case,

\[
\frac{K_v T_m}{(T_m/T_d)^2 \sqrt{G_0}} = 1.414 = (+3 \text{ db}),
\]

or

\[
(K_v T_m)_{\text{db}} = +3.0 + 2 \left( \frac{T_m}{T_d} \right)_{\text{db}} - \frac{1}{2} (G_0)_{\text{db}},
\]

\[
(K_v T_1 T_m)_{\text{db}} = +3.0 + 2 \left( \frac{T_m}{T_d} \right)_{\text{db}} - \frac{3}{2} (G_0)_{\text{db}}.
\]

Figure 4.36 is a decibel-log-frequency plot of this system for \( T_m/T_d = 10 \). Curve \( a \) is the attenuation—log-frequency plot. The lower phase-angle curve \( c \) is drawn from the approximate Eq. (123); there is relatively little difference between curve \( c \) and the exact phase-angle curve \( b \) in regions near the phase-margin maximum for a value of \( T_m/T_d = 10 \). The main difference is a slightly lower maximum phase margin in the approximate curve. To obtain the desired phase margin of 45° it would suffice to use a lead equalizer with \( G_0 \) so chosen that the approximately computed phase margin is 45° — \( \tan^{-1} T_d \sqrt{G_0/T_m} \) instead of 45°. To evaluate this expression the approximate value \( G_0 = -15.31 \) db may be used; one finds that the required approximate maximum lead is 42.5°. The correction of \( G_0 \) for this small change in maximum phase margin is ordinarily not necessary.
Using Eq. (127), one computes a value of $K_v T_m = +50.7$ db for the velocity-error constant. If $T_m = \frac{1}{4}$ sec, this corresponds to

$$K_v = 340 \text{ sec}^{-1}$$

and $T_d = 0.025$ sec. The notch width (see Sec. 3.14) of this lead equalizer for a-c use is then $40/2\pi = \pm 6.4$ cps. It should be pointed out, however, that a parallel-T lead equalizer used with a 60-cps carrier will yield a lower value of $G_0$ than is required in this example and will thus provide a larger phase margin than is necessary for the $+3$-db resonance peak.

Figure 4.37 is a decibel–phase-margin diagram for the system with $K_v$ and $T_d/T_m$ selected as above. Frequency parameter values have been marked on the curve. The frequency response $|\theta_0/\theta_i|$ can then be plotted from this curve by observing the frequencies at which the decibel-phase-margin curve crosses the respective resonance contours. The resulting curve is shown in Fig. 4.38. The asymptotic frequency response is, of course, constant for frequencies less than feedback cutoff and follows the $|\theta_0/\theta_i|$ asymptote for frequencies above feedback cutoff.

Use of the lead equalizer has thus resulted in an increase of $K_v T_m$ by $50.7 - 3.0 = 47.7$ db (increase of $K_v$ from 5.7 sec$^{-1}$ to 340 sec$^{-1}$). The
feedback-cutoff frequency has been raised from $\omega_c = 1/T_m$ to $\omega_c = 32/T_m$ ($\omega_c = 128$ radians/sec $= 20$ cps).

It would appear that a higher value of $K_u$ could be obtained through the use of a smaller value of $T_d$, with a corresponding further increase in the cutoff frequency. In the usual case, however, Eq. (121) will require modification because of the presence of other time constants which will begin to make their influence felt as the cutoff frequency is raised. In the use of a 60-cps carrier frequency there appear to be limitations placed on the use of cutoff frequencies that approach the carrier frequency or, in some instances, even one-half of the carrier frequency. Another source of difficulty arises when a phase-sensitive detector is used. A ripple filter is then required to decrease the ripple voltage, in order not to overload the output stages of the power amplifier. This ripple filter must have appreciable attenuation at twice the carrier frequency in a full-wave rectifier and will thus contribute appreciable phase shift at frequencies above one-half of the carrier frequency.

Inspection of Fig. 4.37 shows that an increase in loop gain of approximately 12 db will increase the resonance peak to $+6$ db, and a reduction

---

**Fig. 4.37.—Lead equalization applied to a single-time-lag servomotor.** $K_u = 340$ sec$^{-1}$; $T_d/T_m = 0.1$.  

---

$\omega_c = 128$ radians/sec $= 20$ cps.
in loop gain of approximately 27 db will increase the resonance peak to 5.4 db—the largest resonance peak that can be obtained by reducing the loop gain. These two quantities give the magnitude of the amplification tolerances that should be placed on the system in order to maintain satisfactory stability if the other quantities are constant. The velocity-error constant would, of course, change by the same factor, and over-all system specifications may not permit a reduction in $K_v$ of more than 12 db. A check can be made on the effect of a change in $T_m$ on the system stability by use of Figs. 4.36 and 4.37. Change in $T_m$ is practically equivalent to a change in gain, since the $T_m$-phase-margin contribution near feedback cutoff is small. An increase of $T_m$ by a factor of 2 would require a factor of 4 (+12 db) increase in $K_v$ to keep the phase-margin maximum in the gain region for maximum stability since it would increase the length of the $-12$-db/octave section by 1 octave. Allowing an increase of $T_m$ by a factor of 2 without changing the velocity-error constant would correspond approximately to a reduction in gain of 12 db and would increase the resonance peak to +3.9 db.

No attempt will be made at this time to make a complete tolerance discussion of the above circuit. The following equations for the lead equalizer will be useful in a further study:

![Diagram](image-url)
\[
\frac{E_0}{E_i} = G_0 \frac{T_d p + 1}{G_0 T_d p + 1},
\]
\[
\phi_m = \frac{\pi}{2} - 2 \tan^{-1} \sqrt{G_0},
\]

where

\[
G_0 = \frac{R_1}{R_1 + R_2},
\]
\[
T_d = R_2 C_2,
\]
\[
\frac{\delta T_d}{T_d} = \frac{\delta R_2}{R_2} + \frac{\delta C_2}{C_2},
\]
\[
\frac{\delta G_0}{G_0} = \frac{R_2}{R_1 + R_2} \frac{\delta R_1}{R_1} - \frac{R_2}{R_1 + R_2} \frac{\delta R_2}{R_2},
\]
\[
\delta \phi_m = -\frac{1}{2} \cos \phi_m \frac{\delta G_0}{G_0}.
\]

4.16. Integral Equalization.—Integral equalization is used in a servo loop in order to increase the loop gain at relatively low frequencies; it may be used in conjunction with lead equalization in a loop.

For the moment we shall assume that a given transfer function has been selected and that it is then desired to increase the loop gain at low frequencies. One example of this type arises in connection with a servomotor having a quadratic lag factor,

\[
\theta_o = K_e \frac{1}{p T^2 p^2 + 2 \zeta T p + 1}.
\]

This basic loop equation could arise from a tachometer-equalized servomotor of the type discussed in the next section. An equation of approximately this form also arises in the design of a gyro-stabilized fire-control director. In the latter case Eq. (134) represents the transfer function relating the precession torque applied to the gyro and the angle through which the director turns in response to error signals between the gyro and the director.

The feedback transfer function of Eq. (134) has an asymptotic characteristic of \(-6 \text{ dB/octave}\) for frequencies below \(\omega = 1/T\) and \(-18 \text{ dB/octave}\) for frequencies above \(1/T\). The usual design for the subsidiary
loop would yield a value of $\zeta$ of the order of 0.25, resulting in a resonance peak in $|p\theta_0/\epsilon|$ of +6 db. Figure 4.39 is a decibel–log-frequency and phase-angle–log-frequency plot of the transfer function of Eq. (134), for $\zeta = 0.25$. Since the loop gain is relatively constant in the region where the phase angle is going through $-180^\circ$ (0 phase margin), it will be necessary to choose a value of $K_vT$ that will give a loop gain of $-5$ db or less when the phase margin goes through zero, in order to have a resonance peak of $+3$ db or less in the frequency-response curve. A value of $K_vT = -11$ db will satisfy this requirement. Figure 4.40 is a decibel–phase-margin plot of this system with over-all frequency-response contours drawn in for $K_vT = -11$ db; a part of the curve has been reflected in the zero-phase-margin line. The frequency-response maximum increases to +6 db with a further +1.5-db increase in $K_vT$. The servo becomes unstable for an increase in $K_vT$ of only +5 db and would be
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rather unsatisfactory. Figure 4.41 is the corresponding over-all frequency response \(|\theta_0/\theta_1|\).

Feedback cutoff occurs at \(\omega_c = 0.3/T\), although the resonance peak occurs at \(\omega_r = 1/T\). The frequency response exhibits a fairly deep minimum at a frequency between feedback cutoff and the resonance peak. If one assumes \(T = \frac{1}{15}\) sec, then \(K_r = 5.3\) sec\(^{-1}\), \(\omega_c = 0.7\) cps, and \(\omega_r = 2.4\) cps.

This system can be equalized by the use of a proportional-integral network having the transfer characteristic

\[
\frac{E_o}{E_i} = \frac{T_1 p + 1}{A_0 T_1 p + 1}, \quad (A_0 > 1).
\]  

(135)

This has an asymptotic characteristic of 0 db for \(\omega < 1/(A_0 T_1)\), -6 db/octave for \(1/(A_0 T_1) < \omega < 1/T_1\) and is constant at \(1/A_0\) for higher frequencies. The attenuation \(A_0\) will be chosen quite large, and the time constant \(T_1\) will be larger than the time constant \(T\) appearing in the quadratic factor. The phase angle of the proportional-integral equalizer will be zero for low and high frequencies and will approach a maximum negative value at the geometric mean of the frequencies \(1/(A_0 T_1)\) and \(1/T_1\).

Addition of the equalizer phase angle to that of the original loop will give an over-all phase angle having a maximum negative value of about \(-180^\circ\) at \(\omega = (\sqrt[3]{A_0/T_1})^{-1}\) and a minimum negative value between the frequencies \(\omega = 1/T_1\) and \(\omega = 1/T\); it then decreases toward \(-270^\circ\) at higher frequencies. It will then be desirable to place feedback cutoff near the minimum negative phase angle between \(\omega = 1/T_1\) and \(\omega = 1/T\). The phase angle near cutoff should be in the neighborhood of \(-135^\circ\).

The phase-angle contribution of the proportional-integral equalizer is

\[
\text{Arg} \frac{E_o}{E_i} = -\tan^{-1} \omega A_0 T_1 + \tan^{-1} \omega T_1.
\]  

(136)

For large \(A_0\) \((A_0 = 40 = +32\) db in the present example) we have approximately

\[
\text{Arg} \frac{E_o}{E_i} = -\frac{\pi}{2} + \tan^{-1} \omega T_1.
\]  

(137)

From Fig. 4.40 it appears that the phase margin of the original loop can be decreased by approximately \(30^\circ\) at \(\omega = 0.3/T\). This would mean that we can set

\[
\tan^{-1} 0.3 \frac{T_1}{T} = 60^\circ
\]  

(138)

or

\[
\frac{T_1}{T} = 5.7.
\]  

(139)
The feedback transfer function can then be written

\[
\theta_0 = \frac{K_0 T}{T_p} \frac{T_1 p + 1}{A_0 T_1 p + 1} \frac{1}{(T_p)^2 + 2\xi T_p + 1}
\]  

Figure 4.42 is a decibel-log-frequency and phase-angle-log-frequency plot for \( A_0 = +32 \text{ db}, \ T_1/T = 5.62 = +15 \text{ db}, \ \xi = 0.25. \) The factor \( A_0/K_0 T \) has been taken out in order to facilitate comparison with the previous system. The loop gain curve is still flat in the region of zero phase margin; it will again be desirable to set \( K_0 T \) at such a value that the loop gain will be \(-5\text{ db}\) when the phase margin is zero. This will correspond to \( K_0 T/A_0 = -12 \text{ db} (K_0 T = +20 \text{ db}) \) for this example. Figure 4.43 is then the decibel-phase-margin diagram, with the appropriate \(|\theta_0/\xi|\) contours. Figure 4.44 shows the frequency-response curve and the asymptotic \(|\theta_0/\xi|\)-curve. The \(|\theta_0/\xi|\)-curve is useful for estimating the magnitude of the error at low frequencies where \(|\theta_0/\xi|\) and \(|\theta_1/\xi|\) are nearly equal. The frequency response is seen to have two maxima of \(+3\text{ db}\), one below and one above feedback cutoff. Inspection of the decibel-phase-margin diagram shows that any smaller value of \( T_1 \) would make the phase-margin maximum so narrow that either one or both of the frequency-response maxima would be larger than \(+3\text{ db}\). The choice of \( T_1/T = +15 \text{ db} \) has also made this system quite sensitive
to a change in $K_v T$. A change in $K_v T$ of $+1.5$ or $-12.5$ db will raise one of the frequency-response maxima to $+6$ db.

Comparing this with the original system, we see that the addition of an integral equalizer with an attenuation $A_0$ of $+32$ db has increased $K_v T$ from $-11$ to $+20$ db, an increase of $+31$ db. The feedback cutoff frequency is now $\omega_c = 0.34/T$, as compared with the previous $\omega_c = 0.3/2T$. In other words, the low-frequency loop gain has been increased without an appreciable change in cutoff frequency. This is the usual result obtained with integral equalization.

It should be pointed out, however, that the use of $\xi = 0.25$ and $T_1/T = +15$ db has made this system more sensitive to changes in $K_v T$ than would ordinarily be desired. The most straightforward method of improvement would call for a larger value of $\xi$ (perhaps 0.5) and a slight increase in the ratio $T_1/T$. 

![Fig. 4.43.—Characteristics of integral-equalized servomotor with quadratic lag.](image1)

![Fig. 4.44.—Frequency response of servc with integral-equalized servomotor with quadratic lag.](image2)
4.17. Equalization Using Subsidiary Loops.—Feedback has long been used to change and improve the performance of electronic amplifiers. Feedback may be used to linearize the power-output stages, to hold more nearly constant gain, to obtain a special frequency response, and for many other purposes.

Subsidiary loops are used in servomechanisms for these same purposes, with the added complication that more kinds of elements are available, since here one admits mechanical and electromechanical devices. The tachometer generator, for example, delivers a voltage proportional to the velocity, or the derivative of the rotation angle of a shaft. A motor acts like an integrator in that its velocity is proportional to its applied voltage. A potentiometer delivers a voltage proportional to its rotation angle. A synchro transmitter and control transformer deliver a voltage proportional to the difference in their shaft angles.

The MIT differential analyzer¹ is an example of a complex multiple-loop servomechanism which is used in the solution of differential equations. Each of its major units has two or more servomechanisms incorporated in it. The integrator, for example, has two servo follow-ups which receive electrical data and drive the lead screw and integrator disk. The integrating wheel merely turns an electrical transmitter which is followed up by another servo at the point where the integrator wheel angle is used. The various units are interconnected through an electrical switchboard. The whole mechanism may be looked upon as one or more major loops representing the differential equation, with many subsidiary loops involved in the servo follow-ups.

Consider the subsidiary loop represented symbolically in Fig. 4.45. Its transfer function may be written

\[
Y_{14} = \frac{\theta_4}{\theta_1} = \frac{Y_{12}Y_{34}}{Y_{32}} \frac{Y_{23}Y_{32}}{1 + Y_{23}Y_{32}} \quad (141)
\]

or

\[
Y_{14} = Y_{12}Y_{23}Y_{34} \frac{1}{1 + Y_{23}Y_{32}} \quad (142)
\]

Equation (142) is convenient to use in the frequency region where

\[
Y_{23}Y_{32} = Y_{22}
\]

is small compared with 1; it indicates that the subsidiary loop has practic-

ally no effect on the direct transmission through its element $Y_{23}$. In the frequency region where $Y_{22}$ is large compared with 1, the direct-transmission element $Y_{23}$ is replaced by the reciprocal of the reverse-transmission element $Y_{32}$, as can be seen from Eq. (141). The above will be recognized as the usual result: one can obtain the reciprocal of a network over a given frequency range by placing it in the $\beta$-portion of a feedback amplifier.

It should be pointed out that although it is usually convenient, it is not necessary that a transfer function be stable when it is used as an element in a larger feedback loop. The function $Y_{14}$, for example, could have a negatively damped quadratic factor in its denominator, arising from the function $(1 + Y_{22})^{-1}$. The use of such an element will, however, require careful use of the general Nyquist criterion as discussed in Chap. 2.

Proceeding to an example, let us consider an amplidyne coupled to a d-c motor with a d-c tachometer driven by the motor. Figure 4.2a of Sec. 4.1 is the corresponding symbolic diagram, with

$$
\frac{\theta^m}{\epsilon_2} = Y_{23} = \frac{K_A K_a K_m}{p(T_{ma}p + 1)(T_qp + 1)(T_f p + 1)}, 
$$

(143)

$$
\frac{\theta_{23}}{\theta_m} = Y_{32} = K_v p, 
$$

(144)

$$
\frac{\theta_o}{\theta_m} = Y_{31} = \frac{1}{N'}, 
$$

(145)

$$
\frac{\theta_{12}}{\epsilon} = Y_{12} = \frac{K_e}{T_f p + 1}, 
$$

(146)

$\theta_m$ has been used in place of the $\theta_3$ of Fig. 4.2a. The over-all feedback-transfer function associated with differential 1 is then

$$
\frac{\theta_o}{\epsilon} = \frac{Y_{11}^o}{1 + Y_{22}} = Y_{11}, 
$$

(147)

where

$$
Y_{11}^o = Y_{12} Y_{23} Y_{31} = \frac{K_{11} T_{ma}}{T_{ma} p (T_{ma} p + 1)(T_qp + 1)(T_f p + 1)}, 
$$

(148)

$$
Y_{22} = Y_{23} Y_{32} = \frac{K_{22}}{(T_{ma} p + 1)(T_qp + 1)(T_f p + 1)}, 
$$

(149)

$$
K_{11} = \frac{K_v K_A K_a K_m}{N}, 
$$

(150)

$$
K_{22} = K_A K_\phi K_m K_v. 
$$

(151)

Equation (148) has been partially nondimensionalized through the use of $T_{ma}$. This is usually a relatively fixed parameter and cannot be
varied in the solution of a particular design problem. The following time-constant values will be assumed:

- \( T_{ma} = \) motor-amplidyne time constant = 0.25 sec,
- \( T_q = \) amplidyne-quadrature time constant = 0.02 sec,
- \( T_f = \) amplidyne-control-field time constant = 0.002 sec,
- \( T_r = \) ripple-filter time constant = 0.04 sec.

The constant \( K_{11} \) has the dimensions of \( \text{sec}^{-1} \) and is related to the velocity-error constant. The constant \( K_{22} \) is dimensionless; it has been called the

\[ Y_{11} = \frac{Y_{11}^0}{Y_{22}^0} \frac{Y_{22}}{1 + Y_{12}}. \]  

(152)

It will be useful to make first a decibel-log-frequency plot of both \( Y_{11}^0 \) and \( Y_{22} \) on the same piece of paper, as shown in Fig. 4-46. Curve \( A \), the asymptotic plot of \( Y_{22} \), has a break from \(-6\) to \(-12 \text{ db/octave} \) at \( \omega T_{ma} = 12.5 \); its corresponding phase margin at this break would be approximately \( 45^\circ \), decreasing to approximately \( 30^\circ \) at \( \omega T_{ma} = 25 \). This would mean that the largest useful value of \( K_{22} \) would be between \(+22\) and \(+34 \text{ db} \) since it is most convenient in this case to make the subsidiary loop stable. The value of \( K_{22} = +30 \text{ db} \) gives the asymptotic Curve \( B \) for \( Y_{22}/(1 + Y_{22}) \); this coincides with \( Y_{22} \) for frequencies above \( \omega_{c2} = 19.5/T_{ma} \). The 0-db axis for Curve \( B \) has been set at \(-30 \text{ db} \). From Eq. (152), the asymptotic Curve \( D \) for \( Y_{11} \) is \( |Y_{11}|_{ab} \) (Curve \( C \)) minus \( |Y_{22}|_{ab} \) (Curve \( A \)) plus \( [Y_{22}/(1 + Y_{22})]_{ab} \) (Curve \( B \)); this coincides with \( Y_{11}^0 \) (Curve \( C \)) at frequencies above \( \omega_{c2} \). The resulting \( Y_{11} = \theta_0/e \) asymptote has a break from \(-6\) to \(-12 \text{ db/octave} \) at \( \omega = 1/T \), and a break from \(-12\) to \(-18 \text{ db/octave} \) at \( \omega = \omega_{c2} \). The subsidiary loop has shifted the break in \( Y_{11}^0 \) at \( 1/T_{ma} \) up to its cutoff frequency \( \omega_{c2} \).
The phase margin associated with the $Y_{11}$ asymptote would then be approximately 45° at $\omega = 1/T_r$; the complete system would probably be operated with feedback cutoff occurring at a slightly higher frequency of perhaps $\omega_c = 8/T_{ma}$. This would correspond to a value of 

$$K_{11}T_{ma} = +50 \text{ db}.$$ 

Curve $E$ is the asymptote for $\theta_0/\theta$, with its 0 db at -50 db. Curve $D$, when referred to this axis, is then the loop gain $\theta/\varepsilon$; it gives an indication of the error for low-frequency sinusoidal inputs. The low-frequency -6 db/octave, if extended to higher frequencies, will intersect the -50-db ordinate at a frequency equal to the velocity-error constant: $K_vT_{ma} = 10$ or $K_v = 40 \text{ sec}^{-1}$. The single-loop system with $Y_{11} = Y^0_1$ would have been operated with feedback cutoff at approximately 

$$\omega_c = 2/T_{ma}$$ 

and with a velocity-error constant of $K_vT_{ma} = 2$ or $K_v = 8 \text{ sec}^{-1}$. The addition of the subsidiary loop has thus made an appreciable improvement in the system.

It may be remarked that a reduction in $T_v$ that would permit a larger antihunt gain and higher feedback-cutoff frequency in the tachometer loop would not make an appreciable improvement in the over-all system; the -6 to -12-db/octave break will still occur at $\omega = 1/T_r$, and this sets an upper limit on the feedback-cutoff frequency for the combined system. The feedback transfer function $Y_{11}$ could, of course, be modified by a lead equalizer in $Y_{12}$, and in this way a higher cutoff frequency could be obtained for the complete system.

A more accurate computation of the over-all feedback transfer function $Y_{11}$ can be obtained by plotting the tachometer transfer function $Y_{22}$ on the decibel-phase-margin diagram with the appropriate contours for $|Y_{22}/(1 + Y_{22})|$ and Arg $[Y_{22}/(1 + Y_{22})]$. These curves can then be used together with $Y^0_{11}/Y_{22}$ to give accurate values of $Y_{11}$. This procedure will be illustrated in the next section.

The feedback transfer function $Y_{11}$ can be increased for low frequencies by including in $Y_{22}$ a high-pass filter that will reduce $Y_{22}$ to zero at low frequencies. The cutoff frequency of this high-pass filter should be made so low that the -6-db/octave asymptote in $Y_{11}$ is at least 2.5 octaves in length (15 db). A single-section high-pass $RC$-filter gives 

$$Y_{32} = \frac{T_k p}{T_k p + 1} K_v p,$$

which changes $Y_{22}$ into 

$$Y_{22} = Y_{23} Y_{32} = \frac{K_v T_k p}{(T_k p + 1)(T_{ma} p + 1)(T_v p + 1)(T_f p + 1)}.$$

The transfer function $Y^0_{11}$ is left unchanged.
Equation (152) can also be used to construct the asymptotic decibel-log-frequency curves for $Y_{11}$. Figure 4.47 is constructed with the same upper cutoff frequency for the tachometer loop and with

$$T_h = 0.28 \text{ sec} = 1.1 T_{ma}.$$ 

The various curves have been lettered in the same manner as Fig. 4.46.

**Fig. 4.47.**—Asymptotic characteristics of amplitidyne with high-pass tachometer equalization.

Curve $E$ is the $|\theta_o/\theta_i|$ asymptote. Feedback cutoff has been reduced to $\omega_c = 4/T_m$, and the system would be operated with

$$(K_T T_m)_{ab} = (K_{11} T_m)_{ab} = +39 \text{ db},$$

as compared with the previous value of +20 db. A comparison of the loop-gain Curve $D$ with the previous result shows that the two systems have equal gains, +28 db, at $\omega = 4/T_{ma}$; the high-pass system has the higher loop gain at lower frequencies and the lower loop gain at higher frequencies.

**APPLICATIONS**

4.18. **SCR-584 Automatic-tracking Loop.**—This system serves as a good illustration of the decibel-log-frequency design techniques because of the availability of the considerable amount of experimental data contained in Radiation Laboratory Report 370.$^1$ The Nyquist locus and differential-equation methods were used in the design of this equipment.

The system$^2$ comprises a radar transmitter and a receiver which delivers a modulated video signal to a diode detector. A so-called “slow” automatic gain control operates on the radar receiver gain in

---


such a way that the amplitude of the video modulation envelope is proportional to the angle between the parabolic-reflector axis and the target, that is, to the angular error in tracking the target. The signal is modulated at 30 cps, since reception takes place through a conical-scanning antenna placed at the parabola focus and rotated at this speed by an 1800-rpm induction motor; this motor also drives a two-phase permanent-magnet reference generator. The 30-cps reference generator is used in the commutating or phase-sensitive detector to enable separation of the elevation and traverse (or azimuth) error signals.

![Tracking servo block diagram](image)

In what follows it will be assumed that the commutating detector has performed its function and that the analysis can be carried out separately for the elevation and azimuth channels. The circuits of the two channels are identical and can therefore be considered separately. Figure 4.48 is a block diagram of the servo system. The torque limit circuits will not be discussed in the following and have not been included in Fig. 4.48. Neglecting noise modulation effects, the modulation envelope is a true representation of the antenna misalignment and will be assumed to be in phase with the actual error $\varepsilon$. Radiation Laboratory Report 370 gives an over-all frequency response for the third detector and 30-cps filter. The data are fairly well fitted by a single-lag transfer function with $T_3 = 0.013$ sec:

$$\frac{e_3}{\varepsilon} = \frac{K_3}{T_3 p + 1},$$

where $e_3$ is the amplitude of the 30-cps error signal. The commutating circuit can be considered as producing a slowly varying voltage with superimposed ripple. Most of the ripple power is 60 cps and higher, since it is full wave. The average value of the commutator output is equal to the amplitude of the 30-cps error signal associated with the
azimuth or elevation error. The commutator output is then fed through a ripple filter of the type illustrated in Fig. 4-49. The nominal values indicated would give a quadratic lag with \( \zeta = 0.35 \) and a cutoff frequency of 71 radians/sec or 11.3 cps. Actual measurement indicates that the frequency response depends on the amplitude of the input voltage \( E_r \) but is fairly accurately represented by the transfer characteristic

\[
\frac{E_r}{E_r} = \frac{1}{(T_r p + 1)^2}
\]

with \( T_r = 0.01 \) sec.

The 6L6 output stage can be looked upon as a combined mixer and amplifier. The output of the ripple filter is applied to the grids of a pair of 6L6 tubes, and the amplified antihunt feedback voltage is differentially applied to the screen grids. The plate currents of the two 6L6's flow through two amplidyne control fields; the difference current is effective in producing the amplidyne output voltage. The inductance of each control field is approximately 30 henrys, which, with the assumption of 100 per cent coupling between the two control fields and a 30,000-ohm plate resistance for the 6L6, gives

\[
\Delta I_c = \frac{K_r E_r}{T_c p + 1} - \frac{K_f E_f}{T_c p + 1}
\]

with the control-field time constant \( T_c = 0.002 \) sec. The quadrature-field time constant \( T_q \) was measured and found to be 0.02 sec. Using the armature resistance of 6.9 ohms, rotor inertia of 7 lb in\(^2\), and the name-plate data of 0.5 hp, 3450 rpm, 250 volts, 1.9 amp, one obtains \( T_m = 0.041 \) sec. Combining the motor and amplidyne and using the armature circuit resistance of 11 ohms together with the motor resistance of 6.9 ohms, one finds the combined motor-amplidyne time constant \( T_{ma} = 0.10 \) sec. This compares with a measured value of 0.11 sec for the combined time constant in the system. Using Eq. (157) and the above time constants, one then obtains

\[
(T_{ma} p + 1)(T_q p + 1)(T_c p + 1)p \theta_m = K_m K_r E_r - K_m K_f E_f.
\]
\[ R_e = R_5 + R_6 = 3.1 \text{ ohms}, \]
\[ R_m = R_3 + R_4 = 5.8 \text{ ohms}, \]
\[ R_a = R_7 + R_8 = 10.1 \text{ ohms}. \]

The speed-feedback voltage is then related to \( \theta_m \) by the equation
\[ E_s = K_\phi (T_m p + 1)p\theta_m, \quad (159a) \]
where
\[ K_\phi = \frac{R_1}{R_1 + R_2} K_e \]
is the effective tachometer constant, and
\[ T_m = \frac{R_m - R_2}{R_1 + R_1 + R_a} T_{ma}, \]
the loading effect of \( C_1 \) in Fig. 4.50 has been neglected. On substituting in the numerical values, one obtains \( T_{m0} = 0.22 \), \( T_{ma} = 0.024 \text{ sec.} \)

![Amplidyne-motor connections and speed-feedback bridge.](image)

The capacitor \( C_1 \) in Fig. 4.50 is a capacity load on the divider resistors \( R_1 \) and \( R_2 \). It looks into a very high impedance at the input to the feedback filter. Equation (159a) then becomes
\[ E_s = K_\phi \frac{T_m p + 1}{T_x p + 1} p\theta_m, \quad (159b) \]
where \( T_x = (R_1 R_2 / R_1 R_2) C_1 = 0.0017 \) sec. This capacitor is introduced to provide a high-frequency cutoff and prevent brush noise and general pick-up in the system from activating the feedback-amplifier stages.

Figure 4.51 is a schematic diagram of the high-pass equalizer or anti-hunt filter used in this system. The voltage \( E_s \) is supplied by the low-
impedance bridge and may be considered to have a zero source impedance. The voltage \( E_I \) is applied to a vacuum-tube control grid \( R_2 \) can then be taken as the only load. The transfer function can be shown to be

\[
\frac{E_I}{E_s} = \frac{R_2C_2R_1C_p^2\left(\frac{L}{R_1} p + 1\right)}{R_1C_p\left(R_2C_p + 1 + \frac{C_2}{C_1}\right)\left(\frac{L}{R_1} p + 1\right) + R_2C_p^2 + 1}.
\]  

(160)

This transfer function can be factored and rewritten as

\[
\frac{E_I}{E_s} = \frac{T_1}{T_L} \left(\frac{p}{\omega_n}\right)^2 \frac{(T_L p + 1)}{(T_1 p + 1) \left[\left(\frac{p}{\omega_n}\right)^2 + 2\xi \frac{p}{\omega_n} + 1\right]}
\]

(161)

where \( T_L = L/R_1 \) and \( T_1, \omega_n, \xi \) are obtained by factoring the denominator. Putting in the constants given in Fig. 4.50, one finds

\[
T_L = 0.253 \text{ sec}, \\
T_1 = 0.558 \text{ sec}, \\
\omega_n = 3.835 \text{ radians/sec}, \\
\xi = 0.608, \\
T_1/T_L = 2.206 = +6.9 \text{ db}, \\
\omega_n T_1 = 2.140 = +6.6 \text{ db}, \\
\omega_n T_L = 0.970 = -0.3 \text{ db}.
\]

The asymptotic characteristic rises at 12 db/octave to \( \omega = 1/T_1 \), at 6 db/octave for \( 1/T_1 < \omega < \omega_n \), at –6 db/octave for \( \omega_n < \omega < 1/T_L \); it is then constant at 0 db for higher frequencies. Using the previously defined quantities, one obtains

\[
\frac{\theta_m}{\epsilon} = \frac{K_mK_rK_3}{(T_3p + 1)(T_3p + 1)^2} - \frac{K_mK_rK_0(T_1/T_L)(p/\omega_n)^2(T_L p + 1)(T_m p + 1)}{(T_1 p + 1)\left[\left(\frac{p}{\omega_n}\right)^2 + 2\xi \frac{p}{\omega_n} + 1\right](T_L p + 1)} \theta_m
\]

\[
\frac{p(T_m p + 1)(T_q p + 1)(T_c p + 1)}{(T_3 p + 1)(T_3 p + 1)(T_3 p + 1)^2}
\]

(162)

Solution for \( \theta_m/\epsilon \) gives

\[
\frac{\theta_m}{\epsilon} = \frac{K_mK_rK_3}{p(T_m p + 1)(T_q p + 1)(T_c p + 1)(T_3 p + 1)^2} \left[\frac{K_mK_rK_0 T_1}{T_L} \left(\frac{p}{\omega_n}\right)^2 (T_L p + 1)(T_m p + 1) \right]
\]

\[
1 + \frac{K_mK_rK_0 T_1}{T_L} \left(\frac{p}{\omega_n}\right)^2 (T_L p + 1)(T_m p + 1) \left[\left(\frac{p}{\omega_n}\right)^2 + 2\xi \frac{p}{\omega_n} + 1\right]
\]

(163)
In terms of the gear ratio \( N \) between \( \theta_0 \) and \( \theta_m \) and the loop-transfer functions \( Y_{11}^0 \) and \( Y_{22} \), one can write

\[
\frac{\theta_0}{\epsilon} = Y_{11} = \frac{Y_{11}^0}{1 + Y_{22}},
\]

where

\[
Y_{11}^0 = \frac{K_v}{p(T_{ma}p + 1)(T_qp + 1)(T_3p + 1)(T_r p + 1)}
\]

\[
Y_{22} = \frac{K_{22}}{T_L} \left( \frac{p}{\omega_n} \right)^2 \frac{(T_L p + 1)(T_{m0} p + 1)}{(T_2 p + 1)(T_3 p + 1)(T_r p + 1)},
\]

\[
K_v = K_m K_s K_3/N = \text{velocity-error constant},
\]

\[
K_{22} = K_m K_s K_3 = \text{antihunt gain}.
\]

The antihunt gain \( K_{22} \) has been so defined that it is the zero-frequency loop gain around the speed-feedback loop when the capacitors in the antihunt filter are short-circuited out (the filter then has unity gain at all frequencies). The antihunt gain is a dimensionless number; the antihunt gain control on the servoamplifier can be adjusted to a maximum value of \( K_{22} = 70 \). The forward gain control on the servoamplifier could be adjusted to make \( K_v \) a maximum of 540 sec\(^{-1}\).

The following is a summary of the constants for the system:

\[
T_1 = 0.558 \text{ sec} = \frac{1}{1.8},
\]

\[
\omega_n = 3.8 \text{ radians/sec},
\]

\[
T_L = 0.253 = \frac{1}{3.9},
\]

\[
T_{ma} = 0.11 \text{ sec} = \frac{1}{9.0},
\]

\[
T_{m0} = 0.022 = \frac{1}{45},
\]

\[
T_q = 0.02 = \frac{1}{50},
\]

\[
T_3 = 0.013 = \frac{1}{75},
\]

\[
T_r = 0.01 = \frac{1}{100},
\]

\[
T_c = 0.002 = \frac{1}{500},
\]

\[
T_z = 0.0017 = \frac{1}{588},
\]

\[
\xi = 0.608.
\]

Figure 4-52 is an asymptotic decibel-log-frequency plot of \( Y_{11}^0/K_v \) and \( Y_{22}/K_{22} \). A value of \( K_{22} = +26 \text{ db} \) or an antihunt gain of 20 was chosen in drawing the combined curve for \( Y_{11}^0/(1 + Y_{22}) \).

As long as the antihunt loop is reasonably stable (perhaps 15° phase margin at cutoff), it is possible to construct a phase-angle-log-frequency
Fig. 4.52.—Asymptotic loop gains.
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Fig. 4.53.—SCR-584 antihunt loop gain and phase angle.
curve from the asymptotic curve for $Y_{11}$ and to use this phase-angle curve along with the asymptotic decibel–log-frequency curve in selecting the value of $K$, that will give satisfactory system stability. In the present example, however, all of the steps will be carried through in detail, in order to illustrate the general method.

Figure 4.53 is a plot of the exact decibel–log-frequency and phase-angle–log-frequency curves for antihunt-loop transfer function $Y_{22}$. Examination of this curve indicates that $K_{22} = +26$ db will give a stable system. The loop gain and loop phase angle can now be plotted on the decibel–phase-angle diagram (Fig. 4.54). The contours on this diagram permit (the sign having been changed as discussed in Sec. 4.11) a determination of the transfer gain and phase angle for the function

$$Y_2 = 1 + Y_{22}.$$  (167)
The loop gain $|Y_{22}|_{\text{dB}}$ is plotted against $\text{Arg}(Y_{22})$, with the radian frequency $\omega$ as a parameter. The contours are those of $|Y_2|$ and $\text{Arg}(Y_2)$ and are correctly marked in decibels and degrees, for

$$-180^\circ < \text{Arg}(Y_{22}) < 0^\circ.$$  

The contour diagram could be extended to positive values of $\text{Arg}(Y_2)$; but since the form of the contours is obtained by a reflection in the loop-gain axis, it is sufficient to reflect the curve for $Y_{22}$ in the line $\text{Arg}(Y_{22}) = 0$ and plot back across the same set of contours. For this part of the curve the $|Y_2|$ contours then retain the same values, but the values to be associated with the $\text{Arg}(Y_2)$ contours must be regarded as the negative of those marked on the diagram. Thus starting at high frequencies the curve crosses the $-180^\circ$ axis. The loop gain increases in value to approximately $+24$ db at $\omega = 6$ and $\text{Arg}(Y_{22}) = 0^\circ$; the curve is then reflected and becomes asymptotic to the $-180^\circ$ axis as $\omega \to 0$.

The value of $K_{22} = +26$ db used in constructing Fig. 4.54 gives a stable antihunt loop with approximately $12^\circ$ phase margin at low-frequency feedback cutoff and a peak gain of approximately $-9$ db. Increasing $K_{22}$ by 16 db would make the antihunt loop unstable at the high-frequency end.

Figure 4.55 is constructed by reading off the values of the transfer gain $|Y_{22}|_{\text{dB}}$ and the transfer phase angle $\text{Arg}(Y_2)$ from the contours for $Y_2 = 1 + Y_{22}$.

Figure 4.56 gives the loop phase angle for the loop transfer function $Y_{11}'$ that remains when the antihunt loop is inactive ($Y_{22} = 0$). The
Fig. 4-56.—Primary-loop phase angles.

Fig. 4-57.—Primary-loop gains.
curve for Arg (Y_{11}), also shown in this figure is constructed by subtracting Arg (Y_2) (Fig. 4.55) from Arg (Y'_{11}):

\[ \text{Arg} (Y_{11}) = \text{Arg} (Y'_{11}) - \text{Arg} (Y_2). \] (168)

Figure 4.57 shows the corresponding curves for the primary-loop gain and for

\[ |Y_{11}|_{db} = |Y'_{11}|_{db} - |Y_2|_{db}. \] (169)

Reference to Fig. 4.56 shows that there is a maximum phase margin of +40° (180° – 140°) in the frequency region near \( \omega = 8 \text{ radians/sec} \).

It follows that optimum stability will result when \( K_v \) is so adjusted that this maximum phase margin occurs at a loop gain of approximately +2 db. Selection of \( K_v = +46 \text{ db (200 sec}^{-1} \) accomplishes this; Fig. 4.58 is the resulting decibel–phase-angle diagram for the system with

\[ K_v = 200 \text{ sec}^{-1}. \]

The amplification for \( |\theta_0/\theta| \) can be read from the amplification contours; it is seen to have a resonance peak of +3.8 db at \( \omega = 8 \text{ radians/sec} \) (1.3 cps).

The over-all frequency response for the system with \( K_v = 200 \text{ sec}^{-1} \) and \( K_{22} = 20 \) is given in Fig. 4.59. It will be seen that the extension of
the low-frequency −6-db/octave slope for $|\theta_0/\epsilon|$ intersects the 0-db axis at $\omega = 200 = K_v$.

It follows from Fig. 4.58 that an 11-db decrease or an 8-db increase in $K_v$ will raise the resonance peak to +6 db. This means that the over-all system does not have much sensitivity to changes in the error-signal gain—one of the requirements for an automatic-tracking system of the type of the SCR-584.

One observes from Fig. 4.58 that the stability of the system is determined by the phase angle and gain of $Y_{11}$ in the frequency range

$$3 < \omega < 20.$$ 

Changes in $K_{22}$ and $K_v$ will obviously have no effect on Arg ($Y_{11}$). Reference to Fig. 4.54 shows that a change in $K_{22}$ will have little effect on Arg ($Y_2$), since the contours of Arg ($Y_2$) are almost parallel to the contours of Arg ($Y_{22}$). The contours of $|Y_2|_{db}$ are also almost parallel to the contours of $|Y_{22}|_{db}$ in this frequency region. Thus an increase in $K_{22}$ will merely move the complete curve of Fig. 4.58 downward by the same number of decibels, assuming that $K_v$ remains constant. Also, increasing $K_v$ and $K_{22}$ by the same factor will leave the stability and cutoff frequency unchanged.

A study of the power spectrum of the angular error in automatic
tracking with the SCR-584, by the method of Chap. 6, indicates that the location of the peak varied during normal operation from 0.4 to 0.9 cps (2.5 to 5.6 radians/sec) and that the peak height was approximately +8 db when the resonant frequency was 0.9 cps, with greater peak heights occurring as the resonant peak shifted to lower frequencies. This is precisely the behavior that would be expected from Fig. 4.58 as either $K_r$ is decreased or $K_{22}$ is increased from the value used there.

Referring to Fig. 4.52, one can investigate the behavior of the system as some of the parameters are varied. Among these are the combined motor-amplidyne time constant $T_{ma}$ and the time constant $T_{m0}$. These two time constants can change appreciably as the regulation resistance of the amplidyne\(^1\) is changed through its manufacturing tolerance of 25 to 42.5 ohms (compared with 11 ohms as used in the foregoing analysis). For $R_a = 25$ ohms,

\[
T_{ma} = 0.11 \frac{25 + 6.9}{11 + 6.9} = 0.19 \text{ sec},
\]

\[
T_{m0} = 0.19 \frac{5.8 - 1.6}{25 + 6.9} = 0.025 \text{ sec}.
\]

For $R_a = 42.5$ ohms,

\[
T_{ma} = 0.11 \frac{42.5 + 6.9}{11 + 6.9} = 0.3 \text{ sec},
\]

\[
T_{m0} = 0.3 \frac{5.8 - 1.6}{42.5 + 6.9} = 0.026 \text{ sec}.
\]

The change in $R_a$ is thus seen to correspond primarily to a change in $T_{ma}$ with little change in $T_{m0}$. The change in $T_{ma}$ over the above range can be almost completely removed from the over-all system by a readjustment of $K_{22}$ that leaves $K_r$ and the frequency response unchanged. This would indicate that, as has been shown by experience, the manufacturing tolerance on $R_a$ is sufficiently precise. Variation of amplification in the various elements can, of course, be corrected by adjustment of the two gain controls that change $K_r$ and $K_{22}$.

The time parameters that could give trouble are $T_g$, $\omega_n$, and $T_L$; these determine the length of the $-6$-db/octave slope in the $Y_{11}$ asymptote. The manufacturing tolerances on these parameters are not known to the authors, but it would seem reasonable to require $T_g$ to be less than 0.03 sec, $T_L$ to be greater than 0.35 sec, and $\omega_n$ to be less than 5.6 radians/sec. These tolerances were probably held in production, since they correspond to a 40 per cent change from the nominal value.

**4.19. Servo with a Two-phase Motor.**—The two-phase motors mentioned in Chap. 3 are quite useful in low-power servo applications. They

\(^1\) GE amplidyne model 5AM65FB2A, 500-watt, 250-volt, 115-volt, three-phase drive motor.
have been widely used in computing mechanisms and remote positioning applications. As an example, we may consider a servo system designed originally to drive a computer shaft in synchronism with train angle data provided by an antiaircraft director. This uses a Diehl\textsuperscript{1} two-phase servomotor. First a brief outline will be given of the experimental procedure involved in obtaining the motor characteristics.

The motor rating is 22 mechanical watts output at 2200 rpm; Fig. 4·60 is a copy of the manufacturer's data. The rotor inertia is 0.66 oz-in.\textsuperscript{2}, and the impedance looking into either of the phases varies from 350 ohms at no-load and maximum speed to 180 ohms when stalled. Each winding takes 70 watts or 75 volt-amperes when the motor is stalled, with 115 volts on each winding.

\textsuperscript{1} S.S. No. FPF49-7, 115 volts, 60 cps, Diehl Manufacturing Co., Somerville, N. J.
Figure 4.61 shows the free-running speed and the stalled torque as a function of the control phase voltage with 115 volts on the fixed phase. Inspection of these curves shows that $K_m = 840^\circ$ per second per volt and $K_t = 0.25$ oz-in./volt. The measured inertia of the motor and its associated gear train gave an inertia of 1 oz-in.$^2$. Conversion of these values to a common system of units gives

$$f_m = \frac{K_t}{K_m} = 0.018 \quad \text{oz-in. radian per sec},$$

$$T_m = \frac{J_m}{f_m} = 0.15 \quad \text{sec}.$$  \hspace{1cm} (170)

The speed-torque curve of Fig. 4.60 gives $f_m = 0.022$ oz-in./radian per sec for the internal damping coefficient, that is, the slope of the speed-torque curve at zero speed point. Assuming that the stalled torque is linear with voltage, one obtains from Fig. 4.60 $K_t = 0.26$ oz-in./volt.

The value of $K_m$ can then be obtained from Eq. (170). All of the quantities are seen to be in fair agreement, an indication that the common brake test data can be used to obtain the motor time constant $T_m$ and the speed voltage constant $K_m$. 

![Fig. 4.61.—Characteristics of Diehl FPF49-7 two-phase motor.](image-url)
The error signal in the system we shall consider is obtained from a synchro control transformer that is geared down from the motor by a ratio of 10. The error signal is then a 60-cps voltage with a gradient of 0.1 volt per degree, referred to the motor shaft. The fixed phase of the motor is put across the 115-volt a-c line, and the error is made to lag the line by 90° through the use of a two-section RC phase-lag network. A conventional a-c amplifier is used with a pair of push-pull 807's in the output; the amplifier has a voltage gain of 22,000 (+86.5 db). It delivers approximately 45 watts into the stalled motor—enough to drive the motor to its maximum power output at 2200 rpm. Inverse feedback is used in the amplifier in order to keep its output impedance at a low value (approximately 350 ohms). The phase-shifted error signal is passed through a bridged-T equalizer with a notch width of 5.5 cps ($T_{\omega_0} = 11$). Figure 4.62 is a schematic diagram of the filter and phase-lag network. Figure 4.63 gives a plot of the frequency response of this filter and phase-lag network, together with a plot of $1 + j(\omega - \omega_0)T_d$, which is the exact response for a lead equalizer in a carrier-frequency system with carrier frequency $f_0 = \omega_0/2\pi$ and derivative
time constant $T_d$. In each curve the gain has been plotted with its 60-cps value as a reference level. The input attenuator and output cathode follower are included in Fig. 4.62 as an example of one method of coupling the equalizer into the circuit; in this example the over-all voltage attenuation at 60 cps in 69 db. The input attenuator has a loss of 9 db; the phase-lag network a loss of 20 db; and the bridged-T attenuation is 40 db. The amplifier used in this particular application was also used in 11 other servo channels with different equalizing networks. This arrangement required cabling between the equalizing
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**Fig. 4.64.—Experimental decibel-log-frequency plot of the loop transfer function.**

network and the servoamplifier. Since a low-impedance line is less likely to pick up signals from adjacent circuits, it was advantageous to use the cathode follower as an impedance transformer. The line from the servoamplifier to equalizer thus operates with approximately 500 ohms impedance to ground.

Figure 4.64 is a plot of the loop gain for this system. The experimental setup made use of a synchro-control transformer as a generator of a modulated 60-cps signal which was connected to the input terminals of the network shown in Fig. 4.62. A constant 60-cycle voltage was impressed on its stator; and as the rotor was turned, its voltage was

$$E_R = E \cos \omega m t \cos \omega_0 t,$$

where $E = \text{maximum value of the 60-cycle carrier}$,

$$f_0 = \frac{\omega_0}{2\pi} = \text{carrier frequency, cycles per second},$$

$$f_m = \frac{\omega_m}{2\pi} = \text{rotation speed, revolutions per second}.$$  

The voltage $E_R$ is of the same form as that which would be produced by a small-amplitude sinusoidal motion of a synchro-control transformer in a synchro data-transmission system. The magnitude of $E$ was changed
throughout the course of the experiment in order to maintain the maximum voltage applied to the control phase of the motor at 50 volts rms. The amplitude of oscillation of the motor shaft or a geared-down shaft was observed optically at the low frequencies and electrically at high frequencies. The ratio of the motor-shaft amplitude in degrees to the voltage $E$ of Eq. (171) is plotted in Fig. 4-64.

The system was operated with a velocity-error constant $K_v = 500 \text{sec}^{-1}$ which placed feedback cutoff at 96 radians/sec (15.3 cps). The intercept of the $-12$-db/octave section on the 0-db axis of the loop gain curve occurred at 57.7 radians/sec and gave an acceleration-error constant of $(57.7)^2$, or 3330 sec$^{-2}$. Experimental over-all frequency-response curves show a rapid falling off at frequencies above 15 cps and thus verify the above analysis.

This system was designed to drive a computer shaft in synchronism with the train angle of an antiaircraft director that was tracking an airplane target. The computer shaft was geared down by a factor of 360 from the motor shaft. For a horizontal deck and a straight-line constant-velocity target, one finds

$$\theta_t = \tan^{-1} \left( \frac{V_h(t - t_m)}{R_m} \right), \quad (172)$$

where $\theta_t =$ input train angle,

$V_h =$ horizontal velocity,

$R_m =$ minimum horizontal range,

$t_m =$ time at crossover.

The angular velocity and angular acceleration are

$$\frac{d\theta_t}{dt} = \frac{V_h}{R_m} \cos^2 \theta_t, \quad (173)$$

$$\frac{d^2\theta_t}{dt^2} = -2 \left( \frac{V_h}{R_m} \right)^2 \sin \theta_t \cos^3 \theta_t. \quad (174)$$
The angular velocity reaches a maximum of $V_h/R_m$ at crossover, or $\theta_t = 0$. The angular acceleration reaches a maximum positive value of

$$\left(\frac{3 \sqrt{3}}{8}\right) \left(\frac{V_h}{R_m}\right)^2$$

at $30^\circ$ before crossover and a corresponding maximum negative value at $30^\circ$ after crossover. Figure 4.65 is a plot of the angular velocity and acceleration when $V_h/R_m$ is $\frac{1}{2}$ radian/sec (500 angular mils per second). This corresponds to a target with $R_m = 500$ yd and $V_h = 250$ yd/sec (450 knots). Using the values of $K_v$ and $K_a$ previously determined, one computes for the servo following of such a target a maximum velocity error of 1 mil and a maximum acceleration error of 0.05 mils.
CHAPTER 5
FILTERS AND SERVO SYSTEMS WITH PULSED DATA

By W. Hurewicz

5.1. Introductory Remarks.—Servos considered so far in this book operate on the basis of error data supplied continuously, in an uninterrupted flow. The present chapter is concerned with servos that are actuated by error data supplied intermittently, at discrete moments equally spaced in time. In other terms, the error data are supplied in the form of pulses, and the servo receives no information whatsoever about the error during the period between two consecutive pulses.

As an extremely simple example of a servo with pulsed data, let us consider a system for which the input and the output are shaft rotations. We denote as usual by \( \theta_i \) and \( \theta_o \) the angles determining the position of the shafts and suppose that the action of the servo consists in (1) measuring the error \( \epsilon = \theta_i - \theta_o \) at specified, equally spaced moments, say once every second, and (2) instantaneously rotating the output shaft immediately after each measurement by the angle \( Ke \), where \( K \) is a fixed positive constant. In order to study the performance of the servo, we may suppose that the system begins operating with an initial error \( \epsilon_0 \) and that the angle \( \theta_i \) is kept fixed thereafter. Immediately following the first error measurement, the error will acquire the value

\[
\epsilon_1 = (1 - K)\epsilon_0. \tag{1}
\]

Immediately after the next measurement the error will have the value

\[
\epsilon_2 = (1 - K)\epsilon_1 = (1 - K)^2\epsilon_0. \tag{2}
\]

Denoting by \( \epsilon_n \) the value of the error immediately after the \( n \)th measurement, we have

\[
\epsilon_n = (1 - K)^n\epsilon_0. \tag{3}
\]

When \( 0 < K < 2 \), the error approaches zero with increasing \( n \); the servo is therefore stable. On the other hand, for \( K > 2 \) the error increases indefinitely and the servo is unstable. It is to be noted that instability is caused in this case by overcorrection. This kind of instability is quite typical for servos with pulsed data.

A less trivial example will be obtained by the following modifications of the preceding example: Instead of assuming that the errors are cor-
rected by instantaneous rotations of the output shaft, let us now assume
that the corrective action of the servo consists in continually exerting a
torque on the output shaft in such a fashion that the torque is always
proportional to the error found at the immediately preceding measure-
ment. The torque then remains constant during the interval between
two measurements, changing stepwise at each measurement. Again it is
clear that overcorrection and instability will occur when the corrective
torque per unit error is too large. In this case a quantitative analysis of
stability conditions is not simple, nor can it be obtained by methods used
in the theory of servos with continuous error data. The complete
analysis will be given at the end of this chapter. Another example of a
servo with pulsed data is the automatic gain control system for radar
tracking systems.

In the following we shall denote by the repetition period of a servo the
time interval \( T \), between two consecutive moments at which error data
are received. The quantity \( 1/T \), will be called the "repetition frequency
\( f_r \)" (in cycles per second). It is almost needless to mention that when \( T \)
is very small compared with other time constants involved in the system,
the servo can be treated to within a sufficiently good approximation as a
servo with continuous data. The need for a different treatment arises
when the length of the repetition period cannot be neglected in compari-
son with the remaining time constants of the servo.

In analogy with the procedure adopted in Chap. 2, we shall base the
theory of servos with pulsed error data on the theory of filters with pulsed
input data; this will be the subject of the following sections.

**FILTERS WITH PULSED DATA**

**5.2. The Weighting Sequence.**—By a linear filter with pulsed data
(abbreviated in the following discussion to pulsed filter) we shall mean a
transmission device that is supplied with input data at specified equally
spaced moments and, in response, furnishes output data at the same
moments in such a way that (1) the output data depend linearly on the
input data received previously and (2) the performance of the device does
not change with time. An example of such a device is a four-terminal
passive network that receives its input voltage in the form of pulses; if we
consider the values of the voltage at the output terminals only at the
instants when a pulse is applied to the input terminals, this network can
be regarded as a filter with pulsed data.

In order to formulate mathematically the conditions 1 and 2 of the
preceding paragraph, let us assume that input data are received at the
moments \( t = nT_r \) (\( n = 0, \pm 1, \pm 2, \pm 3, \cdots \) ). Let \( x_n \) be the value of
the input and \( y_n \) the value of the output at the time \( t = nT_r \). Condition
1 states that
where the $c_{n,k}$ are real constants. Condition 2 states that the coefficients $c_{n,k}$ depend only on $k$, since $x_{n-k}$ must enter $y_n$ in the same way as $x_{m-k}$ enters the expression for $y_m$. Setting

$$w_k = c_{n,k}$$

we write Eq. (4) as

$$y_n = \sum_{k=1}^{\infty} w_k x_{n-k}, \quad n = 0, \pm 1, \pm 2, \cdots.$$  (6)

In order to avoid difficulties caused by the fact that the infinite series in the right-hand term of Eq. (6) may not converge, let us assume for the time being that the input up to a certain moment is zero; that is, $x_n = 0$ for sufficiently large negative values of $n$. Then there are only a finite number of terms in the sum which are different from zero, and the question of convergence does not arise.

The sequence $(w_n)$ is quite analogous to the weighting function $W(t)$ introduced in Chap. 2; it will be called the weighting sequence of the filter. It may be noted in passing that a pulsed filter can be regarded as a continuous filter with the weighting function

$$W(t) = \sum_{n=1}^{\infty} w_n \delta(t - nT_r),$$  (7)

where $\delta(t)$ denotes the Dirac delta function.

The meaning of the numbers $w_n$ will be made clearer by the following remark. Let the input to the filter be a single unit pulse applied at $t = 0$:

$$x_0 = 1, \quad x_n = 0 \quad \text{for} \quad n \neq 0.$$  (8)

Then by Eq. (6)

$$y_n = w_n \quad (n = 1, 2, 3, \cdots).$$  (9)

In words, the number $w_n$ represents the response to the unit pulse $n$ repetition periods after the pulse has been received.

If for a sufficiently large $n$, say for $n > N$, all the $w_n$ are zero, then the output at a given moment depends only on the $N$ input data received immediately preceding this moment. One can say in this case that the filter has a "finite memory" limited to $N$ pieces of information.

5.3. Stability of Pulsed Filters.—In complete analogy with the concept of stability developed in Chap. 2, a pulsed filter will be called stable if to a bounded input there always corresponds a bounded output. We shall see that a necessary and sufficient condition for stability is the absolute
convergence\(^1\) of the series \(\sum_{n=1}^{\infty} w_n\), where \((w_n)\) is the weighting sequence of the filter.

We first prove the sufficiency. Suppose that the sum \(\sum_{n=1}^{\infty} |w_n|\) is finite, and let \(A\) denote its value. Let the input sequence \((x_n)\) be bounded; that is, for a certain positive number \(M\),

\[
|x_n| < M
\]  

for every integer \(n\). From Eq. (6) we obtain

\[
|y_n| < \sum_{k=1}^{\infty} M|w_k| = MA. \tag{11}
\]

The output is therefore bounded by the number \(MA\).

In order to prove the necessity of the condition let us assume that the filter is stable. It was remarked in the preceding section that the weighting sequence \((w_n)\) can be regarded as the output sequence corresponding to the unit-pulse input. Hence (by the definition of stability) the sequence \((w_n)\) is bounded. Let \(M\) be a positive number such that

\[
|w_n| < M \quad (n = 1, 2, 3, \ldots). \tag{12}
\]

Suppose now that the series \(\sum_{n=1}^{\infty} |w_n|\) diverges. There certainly exists a positive integer \(N_1\) such that

\[
\sum_{n=1}^{N_1} |w_n| > 1. \tag{13}
\]

We further select an integer \(N_2 > N_1\) such that

\[
\sum_{n=1}^{N_1-N_1} |w_n| > MN_1 + 2. \tag{14}
\]

The existence of such an integer follows from the divergence of the series. We continue the process ad infinitum. After having selected the integers \(N_1, N_2, \ldots, N_{i-1}\), we choose an integer \(N_i > N_{i-1}\) satisfying

\(^1\) A series \(\sum_{n=1}^{\infty} w_n\) is said to be absolutely convergent if \(\sum_{n=1}^{\infty} |w_n| < \infty\).
We now define a bounded input sequence as follows:

\[
x_n = \begin{cases} 
0 & \text{for } n \leq 0, \\
\text{sgn } w_{N_1-n} & \text{for } 1 \leq n < N_1, \\
\ldots & \ldots \ldots \\
\text{sgn } w_{N_t-n} & \text{for } N_t \leq n < N_t, \\
\ldots & \ldots \ldots \\
\text{sgn } w_{N_i-n} & \text{for } N_i-1 \leq n < N_t.
\end{cases}
\]  
(16)

Let \((y_n)\) be the corresponding output sequence. By Eq. (6)

\[
y_{N_t} = \sum_{k=1}^{N_t-1} w_k x_{N_t-k}.
\]  
(17)

For \(1 \leq k \leq N_t - N_{t-1}\), the \(k\)th term in this sum has (in accordance with the definition of the numbers \(x_n\)) the value \(|w_k|\). Then by Eq. (15)

\[
\sum_{k=1}^{N_t-N_{t-1}} w_k x_{N_t-k} > MN_{t-1} + i.
\]  
(18)

On the other hand, for any \(n\) we have \(|w_n| < M\), and hence

\[
\sum_{k=N_t-N_{t-1}+1}^{N_t-1} w_k x_{N_t-k} > -MN_{t-1}.
\]  
(19)

Adding the last two inequalities, we obtain

\[
y_{N_t} > i.
\]  
(20)

Thus \((y_n)\) is an unbounded sequence, contrary to the assumption that the filter is stable. This concludes the proof.

An important property of stable filters is the existence of a steady-state response to a step-function input. Let a unit-step function be applied to the filter at the time \(t = 0\). The input \(x_n\) has then the value zero for \(n < 0\) and the value one for \(n \geq 0\). For the corresponding output data we have, by Eq. (6),

\[
y_n = \sum_{k=1}^{n} w_k.
\]  
(21)

Since the absolute convergence of the series \(\sum_{n=1}^{\infty} w_n\) implies ordinary con-

\(^1\) The symbol "\(\text{sgn } b\)" denotes the number that is 0 if \(b = 0\), is 1 if \(b > 0\), and is \(-1\) if \(b < 0\).
vergence, the output $y_n$ in Eq. (21) approaches with increasing $n$ the finite value

$$S = \sum_{k=1}^{\infty} w_k.$$  \hfill (22)

The constant $S$ represents the steady-state output corresponding to a unit-step input. It should be remarked that the steady-state response $S$ may exist even for an unstable filter, since the series $\sum w_n$ may converge without converging absolutely.

So far we have always assumed that the input $z_n$ is zero up to a certain moment. In the case of a stable filter the series in the right-hand term of Eq. (6) converges for any bounded infinite sequence $(z_n)$. This follows from the fact that if $M$ is an upper bound for the absolute values $|x_n|$, the convergent series $\sum_{n=1}^{\infty} M|w_n|$ is a majorant series for the series in Eq. (6); the output sequence is well defined even if $x_n$ is different from zero for arbitrarily large negative values of $n$. In the case of stable filters one may therefore speak of an output for a bounded input which has been "going on forever." In particular, the response to the constant unit input $x_n = 1$ ($n = 0, \pm 1, \pm 2, \cdots$) is the constant output

$$y_n = \sum_{k=1}^{\infty} w_k = S,$$  \hfill (23)

which is, of course, equal to the steady-state response to the unit-step input.

We shall call a filter normalized if

$$\sum_{n=1}^{\infty} w_n = 1.$$  \hfill (24)

In this case a constant input is faithfully reproduced by the filter, without either attenuation or amplification. In the case of a normalized filter, each of the output data $y_n$ can be regarded as a weighted average of previously applied input data $x_{n-1}, x_{n-2}, x_{n-3}, \cdots$.

5.4. Sinusoidal Sequences.—Let $(x_n)$ ($n = 0, \pm 1, \pm 2, \cdots$) be a two-sided discrete sequence of data observed at equally spaced moments $nT_r$ where $T_r$ is fixed once for all. (In this section it is not necessary to assume that the members of the sequence are input data of a filter.) We shall call $(x_n)$ a sinusoidal sequence with a frequency of $\omega$ radians per
second or \( f = \omega/2\pi \) cps if

\[
x_n = A \sin (n\omega T + \phi) = A \sin (2\pi nf T + \phi),
\]

(25)

where \( A \) and \( \phi \) ("amplitude" and "phase," respectively) are constants and \( A > 0 \).

We observe first of all that unlike the continuous function, the sequence of Eq. (25) is \textit{not periodic} unless the frequencies \( f \) and \( f_r = 1/T \), are commensurable.\(^1\)

We further note that the amplitude \( A \) does not necessarily represent the maximum value attained by the members of the sequence.\(^2\) For instance, if \( f/f_r = \frac{1}{2} \) and \( \phi = \pi/4 \) each number in the sequence of Eq. (25) has one of the two values \( \pm (\sqrt{2}/2)A \approx \pm 0.7A \). If, however, \( f \) and \( f_r \) are incommensurable, the amplitude \( A \) is always the upper bound (although not necessarily the maximum) of the sequence; that is, there are members of the sequence arbitrarily near to but less than \( A \).

The following remark is of the greatest importance: The sequence of Eq. (25) remains unchanged if the frequency \( f \) is replaced by the frequency \( f + kf_r \), where \( k \) is an integer. \textit{No distinction can be made between two frequencies that differ by an integral multiple of the repetition frequency.} For instance, a sinusoidal sequence of frequency \( f_r \), obviously consists of a single number repeated infinitely many times and is hence the same as a sequence of the frequency zero. It is clear from the foregoing that by varying \( f \) between 0 and \( f_r \), the entire range of frequencies is covered.

As a matter of fact, every sinusoidal sequence can be written as a sequence with the frequency \textit{not exceeding one-half of the repetition frequency}. In order to show this, let us consider two frequencies \( f \) and \( f' \), such that \( f + f' = f_r \); such frequencies will be called complementary to each other. Clearly one of these frequencies, say \( f' \), is \( \leq f_r/2 \). Hence it is sufficient to demonstrate that every sinusoidal sequence with the frequency \( f \) can also be written as a sinusoidal sequence with the frequency \( f' \). Now

\[
A \sin (2\pi nf T + \phi) = A \sin (-2\pi nf' T + \phi) = A \sin (2\pi nf' T + \pi - \phi).
\]

(26)

Thus a sinusoidal sequence with the frequency \( f \) can also be represented as a sequence with the frequency \( f' \), with the phase changed from \( \phi \) to \( (\pi - \phi) \).

As in the discussion of continuous sinusoidal data, it is convenient to

\(^1\) By a periodic sequence is meant a sequence such that for a certain fixed \( m \), \( x_{n+m} = x_n \) for all integers \( n \). A sinusoidal sequence always belongs to the class of sequences called "almost periodic" regardless of whether or not it is periodic.

\(^2\) It is, of course, clear that no member of the sequence can exceed \( A \).
substitute for the sequence of Eq. (25) a sequence of complex numbers,

\[ \sigma_n = ce^{jnwT}, \quad (27) \]

where \( c \) is a complex constant. With suitably selected \( c \) the real parts of the numbers \( \sigma_n \) are the members of the sequence of Eq. (25). The sequence (27) can be written in an even simpler way if we make the substitution

\[ z = e^{j\omega T}; \quad (28) \]

it now becomes

\[ \sigma_n = cz^n. \quad (29) \]

In this representation \( z \) can be an arbitrary complex number of absolute value 1. Each frequency \( \omega \) is represented by a definite point \( z \) of the unit circle; moreover, equivalent frequencies (that is, frequencies differing by multiples of the repetition frequency) are represented by the same point on the unit circle. (Hence the advantage of using a circle instead of a straight line for representing the continuum of frequencies.) The frequency \( \omega = 0 \) corresponds to the number \( z = 1 \), and the frequency equal to one-half of the repetition frequency corresponds to the point \( z = -1 \), which is one-half of the circumference away from the point \( z = 1 \). The frequency equal to one-fourth of the repetition frequency is represented by the point \( z = j \), which is one-fourth of the total circumference away from the reference point \( z = 1 \), and so on. When \( \omega \) is varied from 0 to \( 2\pi f \), the point \( z \) makes a complete turn around the unit circle in the counterclockwise direction. It should be noted that two points on the unit circle symmetric with respect to the real axis (or, what amounts to the same thing, two conjugate complex numbers of absolute value 1) represent complementary frequencies, which, as was pointed out before, are not essentially different. Hence the points of the upper (or the lower) semicircle, including \( +1 \) and \( -1 \), suffice to represent the entire range of frequencies.

5.5. Filter Response to a Sinusoidal Input.—Since a sinusoidal sequence is necessarily bounded, it follows that a sinusoidal sequence of data applied as the input to a stable filter will produce a well-defined output. In computing the output it is convenient to replace the sequence in Eq. (25) by an imaginary input sequence of the type in Eq. (27) or, equivalently, by a sequence of the type in Eq. (29). The "response" to such a complex input sequence is a sequence of complex output data with real parts representing the output data corresponding to the real parts of the input data.

From the input sequence

\[ \sigma_n = cz^n = ce^{jnwT}, \quad (n = 0, \pm 1, \pm 2, \cdots ) \quad (29) \]
one obtains the output sequence

\[ \xi_n = \sum_{k=1}^{\infty} c w_k z^{n-k} = c z^n \sum_{k=1}^{\infty} w_k z^{-k} = e^\gamma z^n, \]  

(30)

where the complex number

\[ \gamma = \sum_{k=1}^{\infty} w_k z^{-k} = \sum_{k=1}^{\infty} w_k e^{-j\omega k T_r} \]  

(31)

depends only on the frequency \( \omega \). The sequence \( (\xi_n) \) determined by Eq. (30) is of exactly the same form as the sequence in Eq. (29). Translated into "real" terminology, this yields the fundamental result that (in complete analogy with the theory of continuous filters) the response of a stable filter to a sinusoidal input is a sinusoidal output of the same frequency.

The change in the amplitude and phase is obtained in a familiar way from the complex number \( \gamma \): The ratio of the amplitude of the output to that of the input is the absolute value of \( \gamma \); the difference between the phase of the output and the phase of the input is the angular coordinate of \( \gamma \). One sees that for \( z = 1 \), that is, for the input frequency zero, the response factor is \( \gamma = w_1 + w_2 + w_3 + \cdots \); whereas for \( z = -1 \), that is, for the input frequency \( \frac{1}{2} f_r \), the response factor assumes the value \( \gamma = -w_1 + w_2 - w_3 + \cdots \). Since the latter value is always a real number, we are led to the following important conclusion: The phase shift at the input frequency of \( \frac{1}{2} f_r \) is either 0° or 180°.

Example.—Let \( w_n = K^n \), where \( K \) is a real constant and \( |K| < 1 \). For the frequency-response ratio \( \gamma \) we obtain from Eq. (31)

\[ \gamma = \sum_{n=1}^{\infty} K^n z^{-n} = \frac{K}{z-K} = \frac{K}{e^{j\omega T_r} - K} = \frac{K}{\cos \omega T_r - K + j\sin \omega T_r}. \]  

(32)

The ratio of output amplitude to input amplitude is

\[ |\gamma| = \frac{K}{\sqrt{(\cos \omega T_r - K)^2 + \sin^2 \omega T_r}} = \frac{K}{\sqrt{K^2 + 1 - 2K \cos \omega T_r}}. \]  

(33)

The output lags behind the input in phase by an angle

\[ \phi = \tan^{-1} \frac{\sin \omega T_r}{\cos \omega T_r - K}. \]  

(34)

Regarded as a function of the frequency \( \omega \), \( \gamma \) is, of course, periodic with the period \( 2\pi / T_r = 2\pi f_r \), and according to Eq. (31) the weighting numbers \( w_n \) are coefficients in the Fourier expansion of \( \gamma \) as a function of \( \omega \). This implies incidentally that the numbers \( w_n \) (and consequently the
performance of the filter) are completely determined by its frequency response.

Before concluding this section, let us consider a bounded input that becomes sinusoidal only from a certain moment on and is completely arbitrary up to this moment (subject merely to the condition of boundedness). Suppose, for instance, that Eq. (25) is satisfied only for \( n \geq 0 \) whereas, if \( n < 0 \), the numbers \( x_n \) form an arbitrary bounded sequence. Let \( y_n \) be the output in the present case, and let \( (y_{sn}) \) denote the sinusoidal response to the sequence that satisfies Eq. (25) for all positive and negative values of \( n \). By using the absolute convergence of the series \( \sum w_n \), it is easily shown that

\[
\lim_{n \to \infty} (y_n - y_{sn}) = 0. \tag{35}
\]

In other terms, the sequence \( (y_{sn}) \) represents the steady-state output corresponding to an input that is sinusoidal only after a certain moment, without having been sinusoidal "forever." The difference \( y_n - y_{sn} \) represents the transient part of the output, which gradually disappears.

5.6. The Transfer Function of a Pulsed Filter.—In the preceding section the quantity

\[
y = \sum_{k=1}^{\infty} w_k z^{-k} \tag{31}
\]

was considered only for values \( z \) on the unit circle \( |z| = 1 \). In a purely formal way we can consider \( y \) as being defined for any complex number \( z \) for which the power series \( \sum w_k z^{-k} \) converges; for any such number the sequence \( y z^n \) \( (n = 0, \pm 1, \pm 2, \pm 3, \ldots) \) can be regarded (again from a purely formal point of view) as the output sequence that corresponds by Eq. (6) to the input sequence\(^1\) \( z^n \) \( (n = 0, \pm 1, \pm 2, \pm 3, \ldots) \). These formal considerations are valid even if the filter is unstable.

It is well known from the elements of function theory\(^2\) that the series

\[
\sum_{k=1}^{\infty} w_k z^{-k}
\]

converges for \( |z| > R \) and diverges for \( |z| < R \), where the convergence radius of the series \( R \) is the upper limit of the sequence

\[
|w_n|^{1/n} \quad (n = 1, 2, \ldots).
\]


\(^2\) We shall speak in this case of the "output sequence" despite the fact that the sequence \( z \) is unbounded unless \( |z| = 1 \) (previously we agreed to consider output sequences only in the case of bounded input sequences).
In extreme cases \( R \) may have the value 0, which means that the series converges everywhere except at the point \( z = 0 \), or \( R \) may have the value \( \infty \), which means that the series diverges everywhere except at the point \( z = \infty \). In the following we shall always assume that \( R < \infty \) or, equivalently, that a finite positive number \( M \) can be determined in such a way that

\[
|w_n| \leq M^n
\]  

for every \( n \). Observe that this condition is automatically satisfied if the weighting sequence is bounded and, in particular, if the filter is stable.\(^1\)

For \( |z| > R \) the quantity \( y \) is an analytic function of \( z \) with the value zero at \( z = \infty \). By using the process of analytic continuation\(^2\) one may be able to assign values of \( y \) even to points with \( |z| < R \) (for such points \( y \) will not be represented by the power series \( \sum_{k=1}^{\infty} w_k z^{-k} \)). The complete analytic function obtained by the process of analytic continuation from the power series may very well turn out to be a multivalued function; for example, setting \( w_n = (-1)^n / n \), we obtain

\[
y(z) = - \ln (1 + z^{-1}),
\]

with infinitely many values assigned to each \( z \).

The transfer function of a filter is defined as follows: Given a filter (stable or unstable) with the weighting sequence \((w_n)\), the function of the complex variable \( z \) defined by

\[
y(z) = \sum_{k=1}^{\infty} w_k z^{-k}
\]

and extended by the process of analytical continuation is called the transfer function of the filter.

Example 1.—Let \( w_n = K^n \), where \( K \) is an arbitrary real constant. Then (see the example at the end of the preceding section)

\[
y(z) = \frac{K}{z - K}.
\]

We observe that \( y(z) \) is defined over the entire complex plane [if the value \( \infty \) is included among the values of \( y(z) \)], despite the

\(^1\) It has been shown in Sec. 5.3 that stability implies the absolute convergence of the sum \( \sum_{n=1}^{\infty} w_n \) and, consequently, the boundedness of the sequence \((w_n)\).

\(^2\) Titchmarsh, op. cit.
fact that the power series by which \( y \) is defined converges only for \( |z| > |K| \). The point \( z = K \) is a pole of the function \( y(z) \); at all the remaining points of the plane \( y(z) \) is regular.

**Example 2.**—Let \( w_n = 1/n! \). Then

\[
y(z) = e^{1/z} - 1.
\]  
(39)

In this case \( y(z) \) has an essential singularity at \( z = 0 \).

**Example 3.**—Consider a filter such that \( w_n = 0 \) for sufficiently large \( n \), say for \( n > n_0 \). Then

\[
y(z) = P(z)z^{-n_0},
\]  
(40)

where \( P(z) \) is a polynomial in \( z \); conversely, when \( y(z) \) is of this form, then all sufficiently high terms in the weighting sequence vanish and the filter has a “finite memory.”

It is worth remarking that the substitution

\[
z = e^{TrP}
\]  
(41)

transforms the function \( y(z) \) into the function of \( p \) defined by the series

\[
\sum_{k=1}^{\infty} w_k e^{-kTrP}.
\]

This series is quite analogous to the Laplace integral

\[
\int_{0-}^{\infty} dt W(t)e^{-pt},
\]

which served to define the transfer function of a “continuous” filter in terms of its weighting function \( W(t) \). In the case of pulsed servos it is much more convenient to use the variable \( z \) than \( p \), since in most important cases the function \( y(z) \) turns out to be a rational function of \( z \), whereas \( y \), regarded as a function of \( p \), can never be rational or even algebraic. This last remark follows from the fact that \( z \) and consequently \( y \) are periodic in \( p \) with the imaginary period \( 2\pi j/T \).

**5.7. Stability of a Pulsed Filter, and the Singular Points of Its Transfer Function.**—This section relates only to filters with single-valued transfer functions. This restriction is made to avoid terminological complications; the following discussion could easily be extended to the case of multivalued transfer functions by substituting for the complex plane the Riemann surface\(^1\) determined by the transfer function.

With the assumption that \( y \) is single valued, it is clear that the weighting sequence is completely determined by the transfer function \( y(z) \), since the numbers \( w_n \) are coefficients in the Taylor expansion of \( y(z) \) at the point \( z = \infty \). It follows that all the properties of the filter are determined by the function \( y(z) \). The most important property of a filter is its stability or lack of stability. We shall now prove that the stability properties of a pulsed filter, like those of continuous filters, depend on the location of the singular points of its transfer function.

We consider first a stable filter. According to Sec. 5.3, the series \[ \sum_{k=1}^{\infty} w_k \] converges absolutely. In other words, the series \[ \sum_{k=1}^{\infty} w_k z^{-k} \] converges for \( z = 1 \). Hence the convergence radius \( R \) must be \( \leq 1 \). The function \( Y(z) \) is regular for \( |z| > R \) and a fortiori for \( |z| > 1 \) (including \( z = \infty \)); all the singularities\(^1\) of \( Y(z) \) are therefore contained inside the unit circle or on its boundary.

On the other hand, if the filter is unstable, then the series \[ \sum_{k=1}^{\infty} w_k z^{-k} \] does not converge absolutely for \( z = 1 \), and hence \( R \geq 1 \). We now recall that by a fundamental theorem of function theory, there is at least one singular point (which may be either a pole or an essential singularity of \( Y \)) on the boundary \( |z| = R \) of the convergence circle. Since \( R \geq 1 \), this point is located either in the exterior or on the boundary of the unit circle.

Combining these remarks, we obtain the following fundamental theorem: If all the singular points of the transfer function are located inside the unit circle, the filter is stable. If at least one singular point lies outside the unit circle, the filter is unstable.

It should be observed that there is one ambiguous case which is not covered by the preceding theorem, the case of a transfer function with all singularities inside or on the boundary of the unit circle and at least one singularity located exactly on the boundary. In this case the filter may be stable or unstable. From the physical point of view such a filter should be regarded as unstable, since a very small change in the physical constants of the filter may throw the critical singularity from the boundary into the exterior of the unit circle, causing actual instability. In this connection we may further remark that for a stable filter the position of the singularities of the transfer function indicates the degree of stability; the further the singularities are from the boundary of the unit circle the more stable is the filter.

The above theorem can be illustrated by the example \( w_n = K^n \). We have found for this case

\[ Y(z) = \frac{K}{z - K}. \] (38)

The only singularity of \( Y(z) \) is the point \( z = K \), and the theorem indicates stability for \( |K| < 1 \) and instability for \( |K| > 1 \). The same result follows immediately from the definition of stability or from the result of Sec. 5.3.

In the following sections we shall deal for the most part with filters with transfer functions that are rational functions of \( z \):

\(^1\) Since \( Y(z) \) is not a constant, there must be at least one singular point.
where \( P(z) \) and \( Q(z) \) are polynomials\(^1\) that may be assumed to be without common factors. The singularities of \( Y(z) \) are the roots of the algebraic equation

\[
Q(z) = 0. \quad (43)
\]

The filter is stable if all the roots of this equation are contained inside the unit circle. For example, the filter with the transfer function

\[
Y(z) = \frac{z + 1}{z^2 - \frac{1}{2}z} \quad (44)
\]

is stable, whereas the filter with the transfer function

\[
Y(z) = \frac{1}{z^2 - 2z} \quad (45)
\]

is unstable.

Comparing the result of this section with the theory developed in Chap. 2, we recognized that in our present considerations the unit circle plays the role that the half plane to the left of the imaginary axis played in the theory of continuous filters. This is in accordance with the fact that the substitution

\[
z = e^{\tau_j p} \quad (41)
\]

mentioned at the end of the preceding section transforms the unit circle of the \( z \)-plane into the left half plane of the \( p \)-plane.

5.8. The Transfer Function Interpreted as the Ratio of Generating Functions.—It was shown in Chap. 2 that the transfer function of a continuous filter can be interpreted as the ratio of the Laplace transform of the output to the Laplace transform of the input. In order to gain an analogous interpretation for transfer functions of pulsed filters, let us consider an input sequence \( (x_n) \) with \( x_n = 0 \) for sufficiently large negative values of \( n \). Suppose, furthermore, that there exists a constant \( M > 0 \) such that

\[
x_n < M^n \quad (46)
\]

for every \( n \) (this condition is certainly satisfied if the input is bounded). Then the function

\[
g_t(z) = \sum_{k=-\infty}^{\infty} x_k z^{-k} \quad (47)
\]

of the complex variable \( z \) is defined when \( |z| \) is sufficiently large. We

\(^1\) Observe that \( Q(z) \) must be of higher degree than \( P(z) \), since by its definition the transfer function has the value zero at \( z = \infty \).
shall call this function the *generating function* of the input. In the same way we associate with the output \((y_n)\) the function

\[ g_0(z) = \sum_{k=-\infty}^{\infty} y_k z^k \]

(48)

called the generating function of the output. We now obtain, using Eq. (6),

\[ g_1(z) y(z) = \sum_{m=-\infty}^{\infty} x_m z^{-m} \sum_{k=1}^{\infty} w_k z^{-k} = \sum_{n=-\infty}^{\infty} z^{-n} \sum_{k=1}^{\infty} w_k x_{n-k} \]

\[ = \sum_{n=-\infty}^{\infty} y_n z^{-n} = g_0(z)^1. \]

(49)

It follows that the transfer function \(y(z)\) can be expressed as the ratio

\[ y(z) = \frac{g_0(z)}{g_1(z)}. \]

(50)

This result will be useful in the theory of pulsed servos. It can also be applied to the treatment of two filters in series, where the output of the first filter is the input of the second filter. In such cases the *transfer function of the total filter is the product of the transfer functions of its components*. Let \(g_1(z), g_0(z), \text{ and } g'(z)\) be the generating functions, respectively, of the input to the total filter, the output of the total filter, and the output of the first component; then we can write

\[ \frac{g_0(z)}{g_1(z)} = \frac{g_0(z)}{g'(z)} \frac{g'(z)}{g_1(z)} \]

(51)

This proves our assertion, since by the above theorem the two factors in the right-hand term are the transfer functions of the component filters.

**FILTERS WITH CLAMPING**

5.9. The Concept of Clamping.—Let us suppose that pulsed data measured at the moments \(t = 0, T_r, 2T_r, \ldots\), are fed into a device that yields an output with value at any time equal to the values of the input at the immediately preceding pulse. Electrical circuits that perform this function are often referred to as "clamping circuits"; we shall speak of their action as "clamping."

Denoting by \(x_n\) the value of the pulsed input to a clamping circuit at

\[ 1 \text{This shows, incidentally, that the series defining } g_0(z) \text{ converges in the region in which the series defining } g_1(z) \text{ and } y(z) \text{ are both convergent.} \]
the time $t = nT_r$ and by $x(t)$ the value of the output at the time $t$, we have

$$x(t) = x_n \quad \text{for } nT_r < t \leq (n + 1)T_r.$$  

(52)

The function $x(t)$ changes discontinuously at the moments $t = nT_r$, and its graph is of staircase form. It will be noted that the value of $x(t)$ at the discontinuity point $nT_r$ has been set equal to $x(nT_r - 0) = x_{n-1}$ [and not to $x(nT_r + 0) = x_{n}$]. This is, of course, an arbitrary convention.

Suppose now that the output $x(t)$ of the clamping device is fed in turn into a linear filter of the continuous type dealt with in earlier chapters. Let $y(t)$ be the output of this filter, and let $y_n = y(nT_r)$. We can regard the combination of filter and clamping device as a single pulsed filter transforming the input data $x_n$ into the output data $y_n$. An example of such a filter with clamping is the so-called "boxcar" detector used in radar devices. Filters with clamping occur in many applications.

In the following discussion we shall let $Y(p)$ be the transfer function of a continuous filter, to distinguish it from the transfer function $Y(z)$ of a pulsed filter. The question arises: How may one compute the transfer function $Y(z)$ of the pulsed filter obtained by combining a continuous filter with a storage device as described above? Since the behavior of the pulsed filter is completely determined by the nature of the continuous filter and the time constant $T_r$ of the clamping device, it follows that the transfer function $Y(z)$ is completely determined by the function $Y(p)$ and the time constant $T_r$. In studying the problem of computing the function $Y(z)$ we shall confine ourselves to cases in which $Y(p)$ is a rational function, that is, to the case of continuous filters described by a finite system of linear differential equations with constant coefficients. Such a filter can always be visualized as an RLC-network.

6.10. Transfer Functions of Some Special Filters with Clamping.—

Before passing to the general treatment of filters with clamping, we shall consider some important special cases.

Example 1.—Let $Y(p)$ be constant;

$$Y(p) = K.$$  

(53)

The action of the filter without the storage device consists merely in multiplying the input by the constant $K$. For pulsed input and output we have

$$y_n = Kx(nT_r) = Kx_{n-1}.$$  

(54)

Hence the pulsed filter has the weighting sequence

$$w_1 = K, \quad w_2 = 0, \quad w_3 = 0, \cdots,$$  

(55)

and the transfer function is

$$Y(z) = Kz^{-1}.$$  

(56)
Example 2.—Let

\[ Y(p) = \frac{\beta}{p - \alpha}, \]

where \( \alpha \) and \( \beta \) are constants. If the filter is stable, then \( \alpha < 0 \). A concrete realization of a filter with transfer functions of this type is the simple RC-network of Fig. 5.1. The weighting function corresponding to the transfer functions \( Y(p) \), that is, the function with Laplace transform equal to \( Y(p) \), is

\[ W(t) = \beta e^{\alpha t}. \]

Let the pulsed input be the unit pulse

\[ x_0 = 1, \quad x_n = 0 \quad \text{for} \ n \neq 0. \]

After having been passed through the storage device, this input becomes

\[ x(t) = 1 \quad \text{for} \ 0 < t \leq T, \quad x(t) = 0 \quad \text{for} \ t \leq 0 \text{ or } t > T. \]

The continuous output of the filter is

\[ y(t) = \int_0^T W(\tau)x(t - \tau) \, d\tau = \int_{t-T}^t W(\tau) \, d\tau. \]

The values of \( y(t) \) for \( t = T, 2T, 3T, \ldots \), constitute the pulsed output sequence \( y_1, y_2, y_3, \ldots \). As has been shown (see Sec. 5.2), the output sequence of the pulsed filter for a unit-pulse input is identical with the weighting sequence \( w_n \). Hence

\[ w_n = \int_{(n-1)T}^{nT} W(\tau) \, d\tau = \int_{(n-1)T}^{nT} \beta e^{\alpha \tau} \, d\tau = \frac{\beta}{\alpha} (e^{\alpha T} - 1)e^{(n-1)\alpha T}. \]

From this result we obtain for the transfer function \( Y(z) \) of the pulsed filter

\[ y(z) = \sum_{k=1}^{\infty} w_k z^{-k} = \frac{\beta}{\alpha} (e^{\alpha T} - 1)z^{-1} \sum_{k=0}^{\infty} (e^{\alpha T}z^{-1})^k \]

\[ = \frac{\beta}{\alpha} (e^{\alpha T} - 1)z^{-1}(1 - e^{\alpha T}z^{-1})^{-1}, \]

or in more symmetric form

\[ y(z) = -\frac{\beta}{\alpha} \frac{1 - e^{\alpha T}}{z - e^{\alpha T}}. \]

This formula is correct even for \( \alpha = 0 \), provided the factor \((1 - e^{\alpha T})/\alpha \) in Eq. (64) is replaced by its limiting value as \( \alpha \to 0 \), namely, \(-T\); hence corresponding to \( Y(p) = \beta/p \), one has \( y(z) = \beta T/(z - 1) \). Let us remark further that Example 1 discussed above can be treated as the

\[ ^1 \text{For } \tau < 0 \text{ we set } W(\tau) = 0. \]
limiting case of Example 2 for $\alpha$ and $\beta$ increasing indefinitely, with constant ratio $\beta/\alpha$.

Suppose now that $\alpha < 0$ and consequently $e^{\alpha T_r} < 1$. The filter is then stable both with and without the storage device. Suppose, in addition, that the filter is normalized; that is, $-\alpha = \beta$, and consequently $y(1) = Y(0) = 1$. It is quite instructive to consider the frequency response of the pulsed filter, as thus restricted, for fixed filtering constant $\alpha$ and for various values of the clamping time constant $T_r$.

According to Secs. 5.5 and 5.6, the frequency response at frequency $\omega$ is obtained from the values of $y(z)$ for $z = e^{i\omega T_r}$. Now it can easily be shown that as $z$ moves on the unit circle, the point $y(z)$ given by Eq. (64) moves on a circle $C$ which has its center on the real axis and cuts that axis at the points

$$
y(1) = 1,

y(-1) = -\frac{1 - e^{\alpha T_r}}{1 + e^{\alpha T_r}} = \tanh\left(\frac{\alpha T_r}{2}\right)
$$

(see Fig. 5.2). When the point $z$ moves clockwise, the point $y(z)$ moves counterclockwise. A complete $360^\circ$ rotation of $z$ corresponds to a complete $360^\circ$ rotation of $y(z)$; a rotation of $180^\circ$ of $z$ from $z = 1$ to $z = -1$ corresponds to a $180^\circ$ rotation of $y(z)$ from $y(1) = 1$ to $y(-1)$. If we denote the point $y(e^{i\omega T_r})$ by $P$, then the length of the segment $OP$ gives the attenuation factor and the angle $XOP$ gives the phase shift corresponding to the frequency $\omega$. It is clear from Fig. 5.2 that the attenuation factor has its smallest value, $\tanh(\alpha T_r/2)$, for $\omega T_r = \pi$, that is, for $\omega$ equal to one half of the repetition frequency. The phase shift at this frequency is $180^\circ$.

Suppose now that $T_r$ is very small compared with the time constant $-(1/\alpha)$ of the filter. Then the circle $C$ is practically tangent to the imaginary axis at the origin. In this limiting position $C$ coincides with the locus of the points $[-\alpha/(j\omega - \alpha)]$ with $(-\infty < \omega < \infty)$, which represent the frequency response of the filter without the storage device. It is, of course, to be expected that for very small $T_r$, the introduction of the storage device cannot make any appreciable difference.

If the time constant $T_r$ is increased, the center of the circle $C$ moves nearer and nearer to the origin; there is less and less attenuation. In the limit case $\alpha T_r = -\infty$ the circle $C$ coincides with the unit circles.
around the origin. By Eq. (64) the transfer function in this case becomes \( y(z) = z^{-1} \), which is the same as in Example 1 with \( K = 1 \). This is again evident a priori, since when \( T_r \) is large, the filter remembers only the last piece of information supplied and consequently \( y_n \) is determined by \( z_{n-1} \) alone.

Example 3.—Let

\[
Y(p) = \frac{\beta}{(p - \alpha)^n} \quad (66)
\]

where \( n \) is an arbitrary positive integer. The corresponding weighting function

\[
W(t) = \frac{1}{(n - 1)!} \beta t^{n-1} e^{\alpha t} = \frac{1}{(n - 1)!} \frac{\partial^{n-1}}{\partial \alpha^{n-1}} (\beta e^{\alpha t}) \quad (67)
\]

is obtained by applying the operator \( [1/(n - 1)!](\partial^{n-1}/\partial \alpha^{n-1}) \) to the weighting function of Example 2. By going through all the steps of the computation of Example 2, one sees very easily that the resulting transfer function \( y(z) \) is obtained by applying the same operator to the transfer function computed in Example 2. Hence, by Eq. (64),

\[
y(z) = \frac{1}{(n - 1)!} \frac{\partial^{n-1}}{\partial \alpha^{n-1}} \left( -\frac{\beta}{\alpha z - e^{\alpha T_r}} \right). \quad (68)
\]

For example, if \( n = 2 \),

\[
y(z) = -\beta \frac{\partial}{\partial \alpha} \left[ \frac{1 - e^{\alpha T_r}}{\alpha(z - e^{\alpha T_r})} \right] = \beta \frac{(z - e^{\alpha T_r})(1 - e^{\alpha T_r} + \alpha T_r e^{\alpha T_r}) - (1 - e^{\alpha T_r})\alpha T_r e^{\alpha T_r}}{\alpha^2(z - e^{\alpha T_r})^2}. \quad (69)
\]

5.11. Transfer Function of a Filter with Clamping; Stability.—We are now prepared to compute the transfer function when \( Y(p) \) is an arbitrary rational function,

\[
Y(p) = \frac{N(p)}{D(p)}, \quad (70)
\]

where \( N(p) \) and \( D(p) \) are polynomials in \( p \) without common factors and the degree of the numerator does not exceed the degree of the denominator. Let \( \alpha_1, \alpha_2, \ldots, \alpha_m \), be the different zeros of the denominator, that is, the different poles of \( Y(p) \). We can then decompose \( Y(p) \) into a finite number of simple partial fractions

\[
Y(p) = K + \sum_{k,s} \frac{\beta_{ks}}{(p - \alpha_k)^s}. \quad (71)
\]

Using the same methods as above, we find that the transfer function \( y(z) \) is obtained by adding up the corresponding expressions as given by Eq. (68). That is,
\[ y(z) = \frac{K}{z} + \sum_{k,s} \frac{1}{(s-1)!} \frac{\partial^{s-1}}{\partial \alpha_k^{s-1}} \left( -\frac{\beta_k}{\alpha_k} \frac{1 - e^{\alpha_k T_r}}{z - e^{\alpha_k T_r}} \right). \tag{72} \]

(The fact that the numbers \( \alpha_k \) and \( \beta_k \) are not necessarily real has, of course, no effect on the formal computations.)

It should be noted that \( y(z) \) is a rational function of \( z \), the poles of which, aside from a possible pole at \( z = 0 \), are at the points \( z_k = e^{\alpha_k T_r} \). The degree of the denominator of \( y(z) \) cannot exceed the degree of the denominator of \( Y(p) \) by more than 1.

When \( Y(p) \) has no multiple poles, the decomposition of \( Y(p) \) into partial fractions assumes the simpler form

\[ Y(p) = K + \sum_k \frac{\beta_k}{p - \alpha_k}, \tag{73} \]

and Eq. (72) simplifies to

\[ y(z) = \frac{K}{z} + \sum_k -\frac{\beta_k}{\alpha_k} \frac{1 - e^{\alpha_k T_r}}{z - e^{\alpha_k T_r}}. \tag{74} \]

**Example 1.**—Let

\[ Y(p) = \frac{p}{p + 1} = 1 - \frac{1}{p + 1}. \tag{75} \]

One obtains

\[ y(z) = \frac{1}{z} - \frac{1 - e^{-T_r}}{z - e^{-T_r}}. \tag{76} \]

**Example 2.**—Consider next a resonant filter. Denoting the resonant frequency of the filter by \( \omega_n \), we can write

\[ Y(p) = \frac{\omega_n^2}{p^2 + \omega_n^2}. \tag{77} \]

In order to compute \( y(z) \) we first decompose \( Y(p) \) into partial fractions:

\[ Y(p) = \frac{j\omega_n}{2} \left( \frac{1}{p + j\omega_n} - \frac{1}{p - j\omega_n} \right). \tag{78} \]

Applying Eq. (74), one obtains

\[ y(z) = \frac{j\omega_n}{2} \left( \frac{1 - e^{j\omega_n T_r}}{j\omega_n z - e^{j\omega_n T_r}} + \frac{1 - e^{-j\omega_n T_r}}{j\omega_n z - e^{-j\omega_n T_r}} \right) \]
\[ = \frac{1}{2} \left( \frac{1 - e^{j\omega_n T_r}}{z - e^{j\omega_n T_r}} + \frac{1 - e^{-j\omega_n T_r}}{z - e^{-j\omega_n T_r}} \right) \]
\[ = \frac{1 + z}{1 + z^2 - 2z \cos \omega_n T_r}. \tag{79} \]

\(^1\) This pole occurs if and only if \( N(p) \) has the same degree as \( D(p) \).

\(^2\) Observe that two different poles \( \alpha_1, \alpha_2 \) of \( Y \) yield the same pole of \( Y \) if \( \alpha_1 - \alpha_2 = 2\pi kj/T_r \), where \( k \) is an integer.
Suppose first that \( \omega_n T_r \) is not an integral multiple of \( \pi \); the resonant frequency is then not an integral multiple of half of the repetition frequency. The formula above shows \( Y(e^{i\omega_n T_r}) = \infty \) and \( Y(-1) = 0 \). This means that the filter with the storage device still resonates at the frequency \( \omega_n \) and in addition gives complete attenuation at one-half of the repetition frequency. The attenuation factor of the filter operating without the storage device is, of course, different from zero for all frequencies. In case \( \omega_n T_r = k\pi \), where \( k \) is an odd integer, one has

\[
Y(z) = \frac{2}{z + 1}.
\]

The pulsed filter resonates in this case at half of the repetition frequency. All frequencies except the zero frequency are amplified, since \( |2/(z + 1)| > 1 \) when \( |z| = 1 \) and \( z \neq 1 \). Suppose finally that \( \omega_n T_r = k\pi \), where \( k \) is an even number. In this case

\[
Y(z) = 1 \quad \text{for} \quad z = 1, \quad Y(z) = 0 \quad \text{for} \quad z \neq 1.
\]

This means that the filter rejects all the frequencies except the zero frequency. In an actual physical system (which can only approximate this ideal case) such a pulsed filter will act as a low-pass filter with an extremely sharp cutoff at a low frequency.

We conclude this section with the following important remark. We have seen that to every pole \( \alpha \) of the function \( Y(p) \) corresponds a pole \( e^{\alpha T_r} \) of the function \( Y(z) \). If the real part of \( \alpha \) is negative, the point \( e^{\alpha T_r} \) is inside the unit circle, and conversely. Recalling the stability criteria for continuous and discontinuous filters, we conclude that if a filter is stable without the storage device, it will remain stable with the storage device, and conversely.

5-12. Simplified Transfer Functions for \( |\alpha_k T_r| \gg 1 \).—The expressions occurring on the right in Eqs. (72) and (74) can be rewritten as follows:

\[
\frac{\beta_{ks}}{\alpha_k} \frac{1 - e^{\alpha_k T_r}}{z - e^{\alpha_k T_r}} = \frac{\beta_{ks}}{\frac{z - 1}{T_r} e^{\alpha_k T_r} - 1 - \alpha_k}.
\]

Setting

\[
\gamma_k = \frac{\alpha_k T_r}{e^{\alpha_k T_r} - 1},
\]

and introducing the new variable

\[
p = \frac{z - 1}{T_r},
\]

one can write Eq. (72) as

\[
Y(z) = Y(1 + T_r p) = \frac{K}{1 + p} + \sum_{k,s} \frac{1}{(s - 1)!} \frac{\partial^{s-1}}{\partial \alpha_k^{s-1}} \frac{\beta_{ks}}{\gamma_k p - \alpha_k}.
\]
It should be noted that the new variable \( p \) has the dimension of frequency whereas \( z \) was dimensionless. Observe also that by Eq. (84) the unit circle of the \( z \)-plane is transformed into the circle \( C \) of the \( p \)-plane with center at the point \( p = -1/T_r = -f_r \) and radius \( f_r \); this circle is tangent to the imaginary axis at the origin (see Fig. 5-3).

Let us now make the following assumptions:

1. \( Y(\infty) = 0 \); that is, \( N(p) \) has lower degree than \( D(p) \).
2. All the numbers \( |\alpha_k T_r| \) corresponding to different poles of \( Y(p) \) are very small compared with 1.

Physically, Assumption 2 means that all the time constants involved in our filter are large compared with the repetition period \( T_r \) of the pulses. It follows from Eq. (83) that under this condition all the numbers \( \gamma_k \) are close to 1 and their successive derivatives \( (\partial^s \gamma_k) / (\partial \alpha_k^s) \) are close to zero. Thus, instead of the exact Eq. (85) one may use the approximate formula\(^1\)

\[
y(z) = y(1 + T_r p) \approx \sum_{k,s} \frac{1}{(s - 1)!} \frac{\partial^{s-1}}{\partial \alpha_k^{s-1}} \left( \frac{\beta_{ks}}{p - \alpha_k} \right) = \sum_{k,s} \frac{\beta_{ks}}{(p - \alpha_k)^s} \tag{86}
\]

or

\[
y(z) = y(1 + T_r p) \approx Y(p). \tag{87}
\]

If the above assumptions are valid, then the transfer function of the pulsed filter can be identified with the transfer function of the continuous filter by introduction of the variable \( p \) defined by Eq. (84). This result is of great practical importance, since, under the conditions specified above, the transfer function of the pulsed filter can be obtained immediately from the function \( Y(p) \); one thus avoids the tedious process of decomposing \( Y(p) \) into partial fractions, which involves the solution of the algebraical equation \( D(p) = 0 \). When using this simplified formula one fact should always be kept in mind: Although the frequency response of the continuous filter is obtained from the values of \( Y(p) \) on the imaginary axis, the frequency response of the pulsed filter is computed from the values of \( Y(p) \) along the circle \( C \). In particular, the response corresponding to a given frequency \( \omega \leq \pi f_r \) is approximately determined by the value of \( Y(p) \) at a point \( P \) of the circle \( C \), at a linear distance \( \omega \) from the origin, measured counterclockwise along the circle. If \( \omega \) is small compared with the repetition frequency \( f_r \), then the point \( P \) is very close

\(^1\) Since \( Y(\infty) = 0 \), the constant term in the decomposition of \( Y(p) \) in partial fractions vanishes.
to the point \( j\omega \) on the imaginary axis and can be identified with it. This is in accord with the expectation that for frequencies that are low compared with the repetition frequency there should be practically no difference between the responses of the filter with or without storage device. It would, however, be entirely wrong to identify the two responses for high frequencies. For instance, the response of the continuous filter to the frequency \( \omega = \pi f_r \), which is one-half of the repetition frequency, is determined by the value \( Y(\pijf_r) \), whereas the response of the pulsed filter to the same frequency is (approximately) determined by the value \( Y(-2jf_r) \). This latter value is always real, corresponding to a phase shift of either 0° or 180° (see Sec. 5.5).

The formula of Eq. (87) can be used only when \( T_r \) is small compared with all the time constants of the filter. One might object that this condition can never be satisfied in a concrete physical device, since there always remains the possibility of small unpredictable time lags which may be comparable to the time period \( T_r \) or even smaller. In order to meet this objection, let us consider the simplest filter with a single time constant \( T_1 \), having the transfer function

\[
Y(p) = \frac{1}{T_1p + 1}.
\]

Suppose now that this filter has an additional time lag \( T_2 \) which is small compared with \( T_1 \). The exact transfer function is then

\[
Y(p) = \frac{1}{T_1p + 1} \frac{1}{T_2p + 1} = \frac{1}{T_1 - T_2} \left( \frac{T_1}{T_1p + 1} - \frac{T_2}{T_2p + 1} \right).
\]

By Eq. (85) we have, exactly,

\[
y(z) = y(1 + Trp) = \frac{T_1}{T_1 - T_2 \gamma_1 T_1p + 1} - \frac{T_2}{T_1 - T_2 \gamma_2 T_2p + 1},
\]

where \(|\gamma_1 - 1|\) is a small number if the ratio \( T_r/T_1 \) is small. The number \( \gamma_2 \) is not necessarily close to 1. The second term in the expression for \( y(z) \) is, however, very small compared with the first term because of the small coefficient \( T_2/(T_1 - T_2) \); it therefore does not make any appreciable difference whether this term is left unchanged, simplified by replacing \( \gamma_2 \) by 1, or left out altogether. The same reasoning can be applied in the general case, where it leads to the conclusion that the simplified Eq. (87) can be applied without regard for “parasitic” time lags, provided the “essential” time constants are large compared with \( T_r \).

5.13. Filters with Switches.—Instead of assuming a storage device that holds the pulsed-input value for the entire repetition period \( T_r \), we could consider a storage device that retains the pulse during only a frac-
tion of the repetition period. It is not hard to derive in this more general case formulas for the transfer function \( y(z) \) that are analogous to those derived in Secs. 5.10 through 5.12. We shall treat in some detail only the extreme case in which the pulse is held for a period \( T_s \) small compared with the repetition period \( T_r \). Such a system can best be visualized as a filter fed by a continuous input and supplied with a switch that is closed only during very short periods of length \( T_s \) following each of the moments \( t = 0, T_r, 2T_r, \ldots \).

During the short period \( T_s \) we may regard as constant the finite weighting function \( W(t) \) of the filter without the switch. When the switch is in operation, the input received at the time \( t = 0 \) has the weight \( T_s W(nT_r) \) at the time \( t = nT_r \). In other terms, the filter with the switch, regarded as a pulsed filter, has the weighting sequence

\[
w_n = T_s W(nT_r)
\]

and the transfer function

\[
y(z) = T_s \sum_{n=1}^{\infty} W(nT_r)z^{-n}.
\]

For example, if

\[
Y(p) = \frac{\beta}{p - \alpha}, \quad W(t) = e^{\alpha t},
\]

we have

\[
y(z) = T_s \sum_{n=1}^{\infty} e^{\alpha nT_r} z^{-n} = T_s \beta \frac{e^{\alpha T_r}}{z - e^{\alpha T_r}}.
\]

In the more general case when \( Y(p) \) is a rational transfer function satisfying \( Y(\infty) = 0 \), we have, in the notation of Eq. (72),

\[
y(z) = \sum_{k,s} \frac{T_s}{(s - 1)!} \frac{\partial^{s-1}}{\partial \alpha^s_k} \beta_k e^{\alpha_k T_r} z^{-n} - e^{\alpha_k T_r}.
\]

If all the numbers \( \alpha_k T_r \) are small, we can replace the exponential \( e^{\alpha_k T_r} \) in this formula by the approximation \( 1 + \alpha_k T_r \); with the substitution of Eq. (84) this yields, after obvious simplifications, the approximate formula

\[
y(z) = y(1 + T_rp) \approx \frac{T_s}{T_r} Y(p).
\]

Except for the factor \( T_s/T_r \), this is the same as Eq. (87).

**SERVOS WITH PULSED INPUT**

5.14. General Theory of Pulsed Servos: Feedback Transfer Function, Stability.—In a pulsed servo the input and the output are considered
only at discrete times \( t = n T_r \ (n = 0, \pm 1, \pm 2, \cdots) \). We shall denote by \( \theta_{in} \) the input and by \( \theta_{on} \) the output at the time \( t = n T_r \). The servo
output is activated by the pulsed error

\[
\epsilon_n = \theta_{in} - \theta_{on}.
\]  

(97)

As in the theory of continuous servos, we shall assume that the output sequence \((\theta_{on})\) is related to the error sequence \((\epsilon_n)\) as output and input of a
linear filter. In this case, however, the filter will be a pulsed filter. The
transfer function \( \gamma(z) \) of this filter will be called the feedback transfer
function of the servo. In order to obtain the relation between the output
and the input, we shall assume that up to a certain moment both the
input and the output are zero:

\[
\theta_{in} = 0, \quad \theta_{on} = 0, \quad \epsilon_n = 0.
\]  

(98)

for sufficiently large negative values of \( n \).

Following the ideas of Sec. 5.8, we set

\[
\begin{align*}
g_i(z) &= \sum_{-\infty}^{\infty} \theta_{in} z^{-n}, \\
g_0(z) &= \sum_{-\infty}^{\infty} \theta_{on} z^{-n}, \\
g_\epsilon(z) &= \sum_{-\infty}^{\infty} \epsilon_n z^{-n} = g_i(z) - g_0(z).
\end{align*}
\]

(99a, 99b, 99c)

By the interpretation of the transfer function discussed in Sec. 5.8 we have

\[
g_0(z) = \gamma(z) g_\epsilon(z) = \gamma(z)[g_i(z) - g_0(z)]
\]

(100a)

or

\[
g_0(z) = \frac{\gamma(z)}{1 + \gamma(z)} g_i(z).
\]

(100b)

The relation between the sequence \((\theta_{in})\) and the sequence \((\theta_{on})\) is thus
the same as that between the input and output of a pulsed filter with the
transfer function

\[
\gamma_0(z) = \frac{\gamma(z)}{1 + \gamma(z)};
\]

(101)

\( \gamma_0(z) \) is the over-all transfer function of the servo.

Since the pulsed servo is, in effect, a pulsed filter with the transfer
function \( \gamma_0(z) \), it is clear that the theory of stability of pulsed servos is
contained in the theory of stability of pulsed filters developed in the
preceding sections of this chapter. Hence the servo will be stable if all
the singular points of the over-all transfer function $\gamma_0(z)$ are located inside the unit circle. If at least one singular point lies outside the unit circle, then the servo is unstable.

We shall suppose, in what follows, that the feedback transfer function $\gamma(z)$ is a rational function of $z$. The singularities (poles) of the over-all transfer function $\gamma_0(z)$ are then the roots of the algebraic equation

$$1 + \gamma(z) = 0. \quad (102)$$

The stability criterion becomes this: *If all the roots of Eq. (102) are inside the unit circle, the servo is stable. If at least one of the roots of Eq. (102) lies in the exterior of the unit circle, then the servo is unstable.*

The stability criterion for pulsed servos is, of course, very similar to the stability criterion for continuous servos; in fact one need only replace the unit circle by the left half plane in order to obtain the criterion (see Chap. 2) for the continuous case. As in the continuous case, the stability criterion for the pulsed servo can be brought into geometric form. To this end we define the transfer locus of the pulsed servo to be the closed curve described by the point $\gamma(z)$, as the point $z$ describes the boundary of the unit circle in a counterclockwise direction. If any points exterior to the unit circle are mapped onto the point $-1$ by $\gamma(z)$, then at least one of the roots of Eq. (102) is in the exterior of the unit circle and the servo is unstable. In such a case, the boundary of the exterior of the unit circle will enclose the point $-1$; this boundary is, of course, the transfer locus. One can, in fact, show that the number of roots minus the number of poles of $\gamma(z) + 1$ is precisely equal to the number of times that the transfer locus encircles the point $-1$ in a clockwise direction. This is, of course, the analogue of the continuous case, except that the circumference of the unit circle is used instead of the imaginary axis. If, in particular, the function $\gamma(z)$ has no poles outside the unit circle (which means that the servo is stable when the feedback is cut off), one can use a modified form of the Nyquist criterion: *The servo is stable if and only if the transfer locus does not surround the point $-1.*

The procedure to be used when $\gamma(z)$ has poles on the boundary of the unit circle is analogous to that developed in Chap. 2.

If $\gamma(z)$ is a rational function of degree 2, Eq. (102) can be written in the form

$$P(z) \equiv z^2 + Az + B = 0, \quad (103)$$

where $A$ and $B$ are real. In this case the stability criterion, that the roots of Eq. (103) lie inside the unit circle, reduces to the following simple form: The servo is stable if and only if

1 In this and in the remainder of the chapter if a root of Eq. (102) lies on or outside the circle of convergence, then the servo is considered to be unstable.
The last condition excludes imaginary roots of absolute value $\geq 1$ and, together with the first two conditions, excludes real roots outside the interval $-1 < z < +1$.

Similar but more complicated criteria can be derived for equations of higher order.

6.16. Servos Controlled by Filter with Clamping.—The discussion of the preceding section applies in particular to a servo controlled by a filter with clamping. Such a servo can be regarded as a continuous servo containing a clamping device that holds the error signal at a constant value during the period $nT_r < t < (n + 1)T_r$; the rest of the servo is then activated by the errors measured at the instants $T_r, 2T_r, 3T_r, \ldots$, instead of by the errors measured continuously.

Let $Y(p)$ be the feedback transfer function of the servo without the clamping device. If $Y(p)$ is a rational function of $p$, the feedback transfer function $Y(z)$ of the pulsed servo can be computed from $Y(p)$ by the method developed in Secs. 5.9 through 5.12. The stability equation

$$1 + Y(z) = 0$$

(102)

can then be handled either algebraically or geometrically.

Especially simple is the case when the time interval $T_r$ is small compared with all the numbers $|\alpha_k|^{-1}$, the $\alpha_k$’s being the poles of the function $Y(p)$. As was pointed out in Sec. 5.12, in this case one obtains the approximate formula

$$Y(1 + T_r p) \approx Y(p).$$

(87)

The variable $p$ is related to $z$ by

$$p = \frac{z - 1}{T_r},$$

(84)

and the unit circle in the $z$-plane goes over into the circle $C$ (see Fig. 5.3),

$$\left| p + \frac{1}{T_r} \right| = \frac{1}{T_r}.$$

(105)

The servo will be stable if and only if all roots of the equation

$$1 + Y(p) = 0$$

(106)

lie within the circle $C$ defined by Eq. (105). It is evident that the graphical procedure for determining the stability of the servo consists in tracing the locus of the points $Y(p)$ as the point $p$ describes the circle.
C in a counterclockwise direction. The number of times that this locus surrounds the point \(-1\) in a clockwise direction gives the difference between the number of roots and the number of poles of Eq. (106) that lie outside the circle \(C\). This procedure differs from the ordinary Nyquist procedure only in the fact that the circle \(C\) is used instead of the imaginary axis.

As an illustration of various methods for determining the stability of a servo, we may consider the simple example in which

\[
Y(p) = \frac{K}{T_1p + 1}. \tag{107}
\]

Aside from the clamping device, the controller of the servo is an exponential-smoothing filter with the time constant \(T_1\) and the gain \(K\). Substituting in Eq. (64), we obtain

\[
y(z) = \frac{K(1 - e^{-\frac{T_z}{T_1}})}{z - e^{-\frac{T_z}{T_1}}} \tag{108}
\]

First we apply the stability criterion of Sec. 5.14. The root of the stability equation

\[
1 + \gamma(z) = 1 + \frac{K(1 - e^{-\frac{T_z}{T_1}})}{z - e^{-\frac{T_z}{T_1}}} = 0 \tag{109}
\]

is numerically less than \(1\) if and only if

\[
1 + \gamma(-1) > 0, \tag{110}
\]

or

\[
K < \coth \frac{T_z}{2T_1}, \tag{111}
\]

the servo is stable only when the gain is thus limited.

The same condition can be obtained geometrically by considering the locus of the points \(\gamma(z)\), when \(z\) describes the unit circle. As has been shown in Sec. 5.10, this locus is the circle which has its center on the real axis and cuts the real axis at the points

\[
\gamma(1) = K, \text{ and } \gamma(-1) = -K \tanh \frac{T_z}{2T_1}. \tag{112}
\]

According to the geometrical-stability criterion, the servo will be stable if the point \(-1\) is not contained in this circle,\(^1\) that is, if

\[
-K \tanh \frac{T_z}{2T_1} > -1. \tag{113}
\]

This, of course, coincides with the stability condition derived analytically.

\(^1\) The only pole of \(\gamma(z)\) does not lie exterior to the unit circle.
Suppose now that $T_r$ is small compared with $T_1$. Then we can use the simplified geometrical criterion, which involves drawing the locus of

$$Y(p) = \frac{K}{T_1 p + 1}$$

for

$$\left| p + \frac{1}{T_r} \right| = \frac{1}{T_r}.$$  \hspace{1cm} (105)

This locus is a circle in the $p$-plane, symmetric in respect to the real axis and intersecting the real axis at the points

$$Y(0) = K \quad \text{and} \quad Y\left(-\frac{2}{T_r}\right) = \frac{K}{-\frac{2T_1}{T_r} + 1}. \hspace{1cm} (114)$$

The point $-1$ lies in the exterior of this circle when

$$K < \frac{2T_1}{T_r} - 1. \hspace{1cm} (115)$$

This is an approximate stability condition, which, for the case $T_r/T_1 \ll 1$, is practically identical with the exact condition derived above, since it is permissible in this case to replace $\coth\left(\frac{T_r}{2T_1}\right)$ by $\frac{2T_1}{T_r}$.

5.16. Clamped Servo with Proportional Control.—We now consider in some detail the servo mentioned in Sec. 5.1, in which the error (that is, the angular displacement between the input shaft and the output shaft) is measured at the moments $T_r, 2T_r, 3T_r, \ldots$, and in which the corrective torque is always proportional to the error obtained at the immediately preceding measurement.

If the error were measured continuously, we should have an ordinary servo with proportional gain control. The feedback transfer function of such a servo has the form

$$Y(p) = \frac{K}{p(T_m p + 1)},$$  \hspace{1cm} (116)

where $T_m$ is the motor time constant and $K$ is the velocity-error constant. The equalizer of the pulsed servo can be regarded as a filter with the transfer function $Y(p)$ combined with a clamping device. In order to compute the transfer function $y(z)$ of the equalizer (see Sec. 5.11) we first decompose $Y(p)$ into partial fractions:

$$Y(p) = \frac{K}{p} - \frac{K}{p + \frac{1}{T_m}}.$$  \hspace{1cm} (117)
It now follows from Eq. (74) that

$$y(z) = \frac{KT_r}{z - 1} - \frac{KT_m(1 - e^{-\frac{T_r}{T_m}})}{z - e^{-\frac{T_r}{T_m}}}.$$  \hspace{1cm} (118)

The stability equation is

$$1 + y(z) = 0,$$  \hspace{1cm} (102)

or, after clearing fractions,

$$P(z) = (z - 1)(z - e^{-\frac{T_r}{T_m}}) [1 + y(z)] = 0.$$  \hspace{1cm} (119)

This is a quadratic equation. According to the remark at the end of Sec. 5·14, the necessary and sufficient conditions for stability are

$$P(1) > 0, \quad P(-1) > 0, \quad P(0) < 1.$$  \hspace{1cm} (104)

The first of these conditions is satisfied identically. The second and the third, after simple algebraic manipulations, yield, respectively,

$$\frac{1}{KT_r} > \frac{1}{2} - \frac{T_m}{T_r} \tanh \frac{T_r}{2T_m};$$  \hspace{1cm} (120)

$$\frac{1}{KT_r} > \frac{T_m}{T_r} + \frac{1}{1 - e^\frac{T_r}{T_m}}.$$  \hspace{1cm} (121)

In Fig. 5·4 the values of $T_r/T_m$ are marked on the horizontal, the values of $1/KT_r$, on the vertical axis. The two curves represent the functions on the right-hand sides of the above inequalities; the region of instability is shaded. The graph shows that when $T_r \ll T_m$ or $T_m \ll T_r$, the relation

$$KT_r < 2$$  \hspace{1cm} (122)

is the approximate condition for stability. For $T_r/T_m = 3.7$, one has the optimum stability condition $KT_r < 4.2$. For other ratios $T_r/T_m$, $KT_r$ must be smaller than a number $C$ that varies between 2 and 4.2. Let us consider a triple of values $T_r, T_m, K$, corresponding to a point on the boundary of the region of stability in Fig. 5·4. We shall distinguish between two cases.

1. $T_r/T_m \geq 3.7$. In this case the point $(1/KT_r, T_r/T_m)$ is on the boundary of the curve represented by the right-hand side of the inequality (120); that is, the second inequality in (104) is replaced by the equation $P(-1) = 0$. In other words, the equation $y(z) + 1 = 0$ has the root $z = -1$, and the over-all transfer func-
tion \( y_0(z) \) is infinite at \( z = -1 \). This indicates that the servo resonates at the frequency \( \frac{1}{2} f_r \).

2. \( T_r/T_m < 3.7 \). In this case the third of the inequalities (104) is replaced by the equation \( P(0) = 1 \). It follows that the equation \( y(z) + 1 = 0 \) has a pair of conjugate complex roots on the boundary of the unit circle. The servo then resonates at the frequency corresponding to these roots, that is at a frequency different from \( \frac{1}{2} f_r \).
CHAPTER 6
STATISTICAL PROPERTIES OF TIME-VARIABLE DATA

By R. S. Phillips

INTRODUCTION

6.1. The Need for Statistical Considerations.—Up to this point we have limited our design criteria for servomechanisms to considerations of stability, of suitable damping, and of the nature of the error for a step, constant-velocity, or constant-acceleration input. We have not considered the error that will result from the actual input that the servomechanism will be called upon to follow. Likewise nothing has been said about the effect on the servomechanism of uncontrolled load disturbances or of the effect of random noise sources, which are often found in the error-measuring device and the servoamplifier. Clearly the fundamental entity by which a servomechanism should be judged is the actual error that results from the actual input and these random disturbances. It is true that the design criteria already developed, together with ingenuity and common sense, will in most cases lead to a satisfactory solution of the design problem. It is, however, essential to come to grips with the basic problem, not only in order to obtain a good solution for the exceptional servo system but also to build up a rational and systematic science of servomechanisms.

The actual input to a servomechanism, the uncontrolled load disturbances, the noise interference, and the actual servo output can, in general, be described only statistically. Before developing the necessary machinery for such a description, we shall discuss some examples of these quantities.

Usually a servomechanism is required to follow many different input signals. If, on the contrary, the input were periodic, it would in general be simpler to drive the output by a cam than to use a servomechanism; the latter is most useful when its input is varied and to some extent unpredictable. The set of input signals for a single servomechanism is similar to the set of all messages transmitted by a single telephone in its lifetime. Like the telephone messages, the input signals will be confined to a limited frequency band but will be somewhat varied in detail. Furthermore, in neither case is it possible to predict the future with certainty on the basis of the past. On the other hand, the sounds in the telephone message are not completely unrelated. The remainder
of an uncompleted sentence could in many cases be guessed; likewise, the possible future values of a servo input could be predicted if the extrapolation were not carried too far into the future. Hence, despite the fact that the lifetime input to a given servomechanism cannot be described in a straightforward way as a function of time, it is clear that there is a great deal that can be said about it.

As an example, consider an automatic-tracking radar system that is required to track all aircraft traveling through a hemisphere of radius 20,000 yd about the system. Because of the limited acceleration to which aircraft and pilot can be subjected, all the aircraft trajectories have about the same degree of smoothness. The location of certain aircraft objectives near the tracking system also induces a degree of uniformity in the trajectories. In order to assess precisely the demands on the system, one would need to know the probability of occurrence and the strategic importance of the different possible paths. It is well to remark that although an exact history of the system would furnish the probability of occurrence of the paths, this information could be much more easily deduced from other sources.

There are some servo systems designed to follow a simple input, to which the above considerations apply in only a trivial sense. This is the case for a thermostat designed to maintain a constant temperature in a building; the input signal is simply a constant temperature. It is, however, necessary that the thermostat be a closed-cycle system in order that it may correct the random variations in the building temperature caused by fluctuations in the temperature of the atmosphere. This is an example of an uncontrolled load disturbance. Another example is the effect of a gusty wind on a heavy gun-mount servomechanism. It is clear that one could not hope to design an ideal thermostat-controlled heating system without knowing how the temperature of the atmosphere fluctuates; the system must be built to respond to the dominant frequency band of the atmospheric temperature fluctuations. In order to describe these fluctuations it is again necessary to use the language of statistics, since it is only certain probability functions of these fluctuations which are predictable.

There are many other uncontrolled disturbances operating on a servomechanism besides the load disturbance. The most troublesome are those which occur where the error signal is at a low power level, as it may be in the error-measuring device or in the first stage of the servoamplifier. For example, in the first stage of the servoamplifier it sometimes happens that small voltage fluctuations caused by thermal agitation of electrons in a metal or by the erratic passage of electrons through a vacuum tube (shot effect) are of the same order of magnitude as the error signal. Here again statistical considerations are called for.
Fig. 6.1.—Record of fading in reflected radar signal.
An example of a noise source occurring in the error-measuring device is found in radar tracking systems. Here the radar beam scans conically about the axis of the tracking system. The resulting modulation of the radar signal reflected from a target provides information about the error with which that target is being tracked. The received signal is also modulated by fluctuations in the over-all reflection coefficient of the aircraft, caused by propeller rotation, engine vibration, and change in the airplane's aspect resulting from yaw, roll, and pitch. This type of disturbance is known as fading. An actual record of the fading in the received radar signal reflected from an aircraft in flight is shown in Fig. 6.1. The fading is given in terms of fractional modulation and the mils tracking error that would produce such a modulation in the absence of fading.

The performance of a servomechanism will depend both on its input and on these uncontrolled disturbances. Since the input can, in general, be expressed only in statistical terms, and since the disturbances certainly can be only thus expressed, it is clear that the output of the mechanism can be assessed only on a statistical basis. Thus what is of interest is not the exact performance of the mechanism but rather the average performance and the likely spread in performance.

The uncontrolled factors are not necessarily uncontrollable. In most cases one can, by proper design, control a disturbance so completely that its effect is negligible. In some instances, however, it is impossible to do this without badly impairing the mechanism's usefulness. For instance, if a filter in a telephone system is designed to transmit a message, it must of necessity transmit some of the ever-present noise; if the noise and the message are in about the same frequency band, one cannot eliminate the noise without at the same time preventing the transmission of the message. This same situation holds for servo systems. Here it is desired to follow a signal and at the same time to ignore the disturbances; as both are not simultaneously possible, a compromise must be made. It will be the purpose of the remainder of this book to present and discuss a method for making this compromise expediently.

This chapter will be devoted to developing the statistical tools of the theory. Sections 6.2 through 6.5 furnish background material—a discussion of stationary random processes. Although the concept of a random process is basic in what follows, it is actually used in the calculations only to obtain certain input examples; these sections can be omitted on a first reading. On the other hand, it is imperative that the reader understand the meaning of the autocorrelation function and the spectral density if he is to appreciate the developments in later chapters. The autocorrelation function is dealt with in Sec. 6.6; the spectral density in Sec. 6.7; and the relation between the two in Sec. 6.8. The spectral
density and autocorrelation function of the filtered signal are derived in terms of the filter input in Sec. 6.9. In Sec. 6.10 the autocorrelation function for the error of a radar automatic-tracking system is derived; the results compare very favorably with experiment. The remainder of the chapter is devoted to examples.

6.2. Random Process and Random Series.—A random process\(^1\) consists of an ensemble of functions of time having certain statistical properties.

The notion of a function of time \(y(t)\) is familiar enough.\(^2\) An ensemble of such functions is simply a given set of functions of time. This concept is most useful when these functions are typical records of some physical quantity taken from a set of essentially similar systems containing some uncontrolled elements. The member functions of a random-process ensemble need not be completely random, and, in fact, we do not exclude cases where the functions exhibit no randomness whatever.

In general, it will not be possible to predict the future values of a function of an ensemble from its past values; nor will the similarity between the physical systems, which generate the ensemble, imply that one can predict the values of one function by observing another function of the ensemble. It is not at all obvious that one can formulate a theory for such an ensemble of functions. In order to do so it is, in fact, necessary to place restrictions on the ensemble. Only those ensembles which meet the requirement that there exist certain probability distributions for the function values will be called random processes; the precise nature of these distribution functions will be discussed in the next section. Random processes are then subject to statistical discussion; one can make statistical predictions concerning the functions of the ensemble and the corresponding physical systems.

Examples of random processes are plentiful in nature. For instance, we can obtain a random process by recording the fluctuating voltages due to thermal "noise" between two points on a set of identically cut pieces of similar metal. The functions of another random process might describe the possible motions of the molecules of gas in a box. In this case we assume that we have a sufficiently large number of similar boxes of gas so that all possible initial conditions of the molecules are represented with equal likelihood. If we then record the position and velocity

---

\(^1\)Several aspects and applications of the general theory of random processes are reviewed by Ming Chen Wang and G. E. Uhlenbeck, Rev. Mod. Phys. 17, 323 (1945); by S. O. Rice, Bell System Tech. Jour. 23, 282 (1944) and 25, 45 (1945); and by S. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943). These papers include rather complete references to the literature. A mathematical treatment of the subject can be found in a paper by N. Wiener, Acta Math. 55, 118 (1930).

\(^2\)For each value of \(t\), \(y\) may consist of a set of numbers. In this case \(y(t)\) can be considered as a vector function of time.
of each molecule in every box for all time, we shall have an ensemble of functions comprising a random process. The fading record shown in Fig. 6-1 is a sample of a function belonging to a random process, generated by the reflected radar signals from an ensemble of airplanes in all possible states of motion.

It is not difficult to devise function ensembles with the statistical properties of random processes. For example, consider functions that assume only the values 0 and 1 and are constant throughout successive unit intervals. We can define an ensemble containing all such functions by stating the probability of occurrence of every subclass of functions in the ensemble. For instance, we may state that—

1. All functions differing only by a translation in time are equally likely.
2. The function values 0 and 1 are equally likely in each interval.
3. The probability of a function taking on the value 0 or 1 in any interval does not depend on its values elsewhere.

These conditions can be stated more concisely as follows. Let

$$y_s(t) = a_n$$ for \( n + s \leq t < n + 1 + s \) \( n = 0, \pm 1, \pm 2, \ldots \),

where the \( a_n \)'s are independent random variables assuming the values 0 and 1 with equal likelihood. For each set of values of the \( a \)'s (\( a_{-1}, a_0, a_1, \ldots \)), let the probability that \( s \) lies in any region within the interval \((0,1)\) be equal to the length of that region. Then the set of functions obtained by all possible choices of \( s \) and of the \( a \)'s will constitute the random process. It is well to note that this definition does not explicitly describe any member function of the ensemble as a function of time. It is evident that there are functions in the ensemble, such as \( y(t) = 0 \) or \( y(t) = 1 \), that hold no interest for us, since we are concerned only with average properties. Such functions are very rare; in fact the probability of choosing one at random is zero.

A random series consists of an ensemble of functions defined over all positive and negative integral values of an index; often the integers represent equally spaced instants of time. Such an ensemble is a random process only if it meets statistical specifications entirely parallel to those placed on random processes; the properties of random series are exactly analogous to those of random processes.

An example of a random series can be generated by a very large group of men, each busily engaged in flipping his own coin. If the record of each man's flips is recorded (heads as 1 and tails as -1), then the resulting set of records will form a random series. The discrete random-walk problem in one dimension also involves a random series. Here each member of a large group of men takes a unit step either forward or back-
ward, with equal likelihood, at successive unit intervals of time; the record of their positions as a function of the number of steps taken is a random series. The series obtained by taking the first differences of the member functions of this random series is precisely the random series generated by the coin flippers.

6.3. Probability-distribution Functions.—Before the concept of a random process can be fully understood it is necessary to discuss probability-distribution functions. Let us consider a finite ensemble of functions. At a definite time \( t \), we can determine the fraction \( \delta_1 \) of the total number of functions \( y(t) \) that have a value in the interval between \( y_1 \) and \( y_1 + \Delta y_1 \). This will depend on the specified \( y_1 \) and \( t \) and will be roughly proportional to \( \Delta y_1 \) for small \( \Delta y_1 \); that is,

\[
\delta_1 = P_1(y_1, t) \Delta y_1. \tag{2}
\]

The function \( P_1(y, t) \) is called the "first probability distribution." Next we can determine the fraction \( \delta_2 \) of the member functions for which \( y(t) \) lies in the range \( (y_1, y_1 + \Delta y_1) \) at a given time \( t_1 \) and also lies in the range \( (y_2, y_2 + \Delta y_2) \) at a given time \( t_2 \). This fraction is

\[
\delta_2 = P_2(y_1, t_1; y_2, t_2) \Delta y_1 \Delta y_2; \tag{3}
\]

\( P_2 \) is called the "second probability distribution." We can continue in this fashion, defining the third probability distribution in terms of the fraction of functions that lie in three given ranges at three respectively given times, and so on.\(^1\)

The probability-distribution functions so defined must fulfill the following obvious conditions.

1. \( P_n \geq 0 \).
2. \( P_n(y_1, t_1; y_2, t_2; \cdots; y_n, t_n) \) is a symmetric function in the set of variables \( y_1, t_1; y_2, t_2; \cdots; y_n, t_n \). This is clear, since \( P_n \) is a joint probability.
3. \( P_k(y_1, t_1; \cdots; y_k, t_k) \)
   \[= \int \cdots \int dy_{k+1} \cdots dy_n P_n(y_1, t_1; \cdots; y_n, t_n); \quad (4a)\]
   \[1 = \int dy P_1(y, t). \quad (4b)\]

Since each function \( P_k \) can be derived from any \( P_n \) with \( n > k \), the functions \( P_n \) describe the random process in more and more detail as \( n \) increases.

Although we have defined probability-distribution functions for

\(^1\) If \( y \) takes on only a discrete set of values, then \( P_n \) will be defined as a probability itself and not as a probability density. Thus \( P_1(y_1, t_1) \) will be the probability of \( y(t) \) taking on the value \( y_1 \) at the time \( t_1 \), and so on.
finite ensembles, it is clear that the functions themselves have statistical meaning when applied to infinite ensembles. Thus $\int_a^b dy P_1(y,t)$ can be thought of as the probability that an arbitrary member function $y(t)$ of the ensemble lies in the interval $a < y < b$ at the time $t$. With this in mind it is now possible to define a random process precisely:

A random process consists of an ensemble of functions of time that can be characterized by a complete set of probability-distribution functions.

It is easy to see that an experimental determination of a probability-distribution function $P_n$ is a tedious task. Frequently one can determine the functions $P_n$ from statistical considerations. For example, this is the case for the random process described by Eq. (1). It is evident that at any time there is equal likelihood that $y$ is either 0 or 1:

$$P_1(y,t) = \frac{1}{2} \quad \text{for} \quad y = 0 \text{ or } 1,$$

$$P_1(y,t) = 0 \quad \text{otherwise.} \quad (5)$$

Since $a_n$ is independent of $a_m$ for $n \neq m$, it follows that

$$P_2(y_1, t_1; y_2, t_2) = P_1(y_1, t_1)P_1(y_2, t_2) \quad (6)$$

whenever $|t_1 - t_2| > 1$. On the other hand, if $|t_1 - t_2| \leq 1$, then the probability that both $t_1$ and $t_2$ lie in the same unit interval is just $(1 - |t_1 - t_2|)$; the common value is then either 0 or 1 with equal likelihood. The probability that $t_1$ and $t_2$ do not lie in the same unit interval is clearly $|t_1 - t_2|$; in this case, as in the case described by Eq. (6), any of the four possible combinations of $(y_1,y_2)$ occur with equal frequency. Hence, for $|t_1 - t_2| \leq 1$,

$$P_2(y_1, t_1; y_2, t_2) = \frac{1}{2}(1 - |t_1 - t_2|) + \frac{1}{2}|t_1 - t_2| \quad \begin{cases} \text{for } y_1 = y_2 = 0 \text{ or } 1, \\ = \frac{1}{2}|t_1 - t_2| \quad \text{for } (y_1,y_2) = (0,1) \text{ or } (1,0). \end{cases} \quad (7)$$

Thus $P_2$ depends on the difference between $t_1$ and $t_2$. The higher probability distributions can be discussed in the same way.

To take another example, consider the previously mentioned discrete random-walk problem in one dimension. Let us suppose that in all experiments the walker remains stationary at the origin for $n \leq 0$ and thereafter takes a unit step either forward or backward with equal likelihood at successive unit intervals of time. Because of this initial condition we need to consider only $n > 0$. For this case it can be shown$^1$

$^1$ See, for example, Ming Chen Wang and G.E. Uhlenbeck, Rev. Mod. Phys. 17, 327 (1945). The conditional probability is usually derived in the literature. This is the probability that an individual will be at $y$ at $t = n$ if it is known that at $t = 0$ he was at the origin. Because of our initial condition, this conditional probability is precisely our $P_1(y,n)$ for $n \geq 0$. 

that

\[ P_1(y,n) = \frac{n!}{\left(\frac{n+y}{2}\right)!\left(\frac{n-y}{2}\right)!} \left(\frac{1}{2}\right)^n \]  

if \( n \) and \( y \) are even or odd integers together; otherwise, \( P_1(y,n) = 0 \). It can likewise be shown for this problem that \( P_k \) can be written in terms of \( P_1 \); for instance,

\[ P_2(y_1, n_1; y_2, n_2) = P_1(y_1, n_1)P_1[(y_2 - y_1), (n_2 - n_1)], \]

where \( n_2 > n_1 \). In words, the probability that an individual is at \( y_1 \) after \( n_1 \) steps and then at \( y_2 \) after \( n_2 \) steps is equal to the probability that he first walks to \( y_1 \) in \( n_1 \) steps, times the probability that he thereafter walks a distance \( (y_2 - y_1) \) in \( (n_2 - n_1) \) steps.

**HARMONIC ANALYSIS FOR STATIONARY RANDOM PROCESSES**

6.4. Stationary Random Process.—In most applications the underlying mechanism that generates the random process does not change in time. In addition, one is usually interested only in the steady-state output that occurs after the initial transients have died down. When this is the case, the basic probability distributions are invariant under shifts in time.

A random process characterized by probability-distribution functions that are invariant under a change in the origin in time is said to be a stationary random process. Such a process is described in increasing detail by the distribution functions:

\[ P_1(y_1) dy_1 = \text{probability of finding a value of a member of the ensemble between } y_1 \text{ and } y_1 + dy_1. \]

\[ P_2[y_1, (t_1 + \tau); y_2, (t_2 + \tau)] dy_1 dy_2 = \text{joint probability of finding a pair of values of a member of the ensemble in the ranges } (y_1, y_1 + dy_1) \text{ and } (y_2, y_2 + dy_2) \text{ at respective times } t_1 + \tau \text{ and } t_2 + \tau. \]

This function will be independent of \( \tau \); it will be convenient to abbreviate it as \( P_2(y_1, y_2, t) \), where \( t = t_2 - t_1 \).

\[ P_3[y_1, (t_1 + \tau); y_2, (t_2 + \tau); y_3, (t_3 + \tau)] dy_1 dy_2 dy_3 = \text{joint probability of finding values of a member of the ensemble in the ranges } (y_1, y_1 + dy_1), (y_2, y_2 + dy_2), (y_3, y_3 + dy_3), \text{ at the respective times } t_1 + \tau, t_2 + \tau, t_3 + \tau; \text{ and so on.} \]

This and all similar \( P' \)'s will be independent of \( \tau \).

The thermal motion of free electrons in a metal at constant temperature and the Brownian motion of molecules of gas in a box at constant temperature each generates a stationary random process. The random process described by Eq. (1) is also stationary.
The discrete random-walk problem, formulated at the end of the previous section, does not generate a stationary random series, since the set of possible positions continually increases with \( n \); the dependence of \( P_1 \) upon \( n \) is shown explicitly in Eq. (8). On the other hand, the series produced by the coin flippers is stationary; in this case

\[
P_k[y_1, (n_1 + m); \cdots; y_k, (n_k + m)] = \left( \frac{1}{2} \right)^k \quad \text{for}
\]
\[
y_i = \pm 1 \quad (i = 1, \cdots, k),
\]
\[
P_k = 0 \quad \text{otherwise.}
\]

As has already been noted, the first difference of the series obtained by the discrete random-walk problem in one dimension is essentially the series produced by the coin flippers. Some of the servomechanism inputs to be considered later are similar to the random-walk series in that they are not themselves stationary random processes whereas their time derivatives are.

6.5. Time Averages and Ensemble Averages.—In dealing with stationary random processes it is usually assumed that time averages are equivalent to ensemble averages. This is the so-called "ergodic hypothesis" of statistical mechanics. It is usually applicable only to stationary random processes that are (or might be) generated by an ensemble of systems for which the uncontrolled elements of any one system approach arbitrarily near to every possible configuration in the course of time. In such cases it is expected that any one system can be taken as representative of a properly defined ensemble, not only as regards the nature of the possible configurations but also as regards the probability that any given set of configurations will be observed. In other words, since the nature of the underlying mechanism does not change with time, it is expected that a large number of observations made on a single system at randomly chosen times will have the same statistical properties as the same number of observations made on randomly chosen systems at the same time. A rigorous mathematical proof of the ergodic hypothesis has been found for very few systems.

A simple example will serve to clarify the meaning of this assumption. Consider an idealized billiard table with perfectly reflecting cushions and a mass point as a billiard ball. Once started, the idealized ball will maintain its speed forever and, except for certain special initial positions and directions, will eventually approach arbitrarily near to any given point on the table. Now let us define an ensemble of trajectories starting from all possible positions and directions with the probability of starting in any given region and in any given angular range being proportional to the area of that region times the magnitude of the angular range. The ergodic hypothesis will then state that the ensemble average of any physical quantity defined by position and direction of a trajectory
will be equal to the time average for any one of the nonperiodic trajectories. For instance, the average time spent by any nonperiodic trajectory in a given region of the table is proportional to the area of that region; for this is certainly true of an average over the ensemble at the time when the ensemble is set up and likewise at any other time. In making an ensemble average in this case it is actually not necessary to exclude periodic trajectories from the ensemble, since they occur, in any case, with zero probability.

The ergodic hypothesis can be given a more formal statement as follows: Let \( F(y_1, y_2, \ldots, y_n) \) be an arbitrary function of the variables \( y_1, y_2, \ldots, y_n \), and let \( y_i = y(t + \tau_i) \), \( y_2 = y(t + \tau_2) \), \ldots, \( y_n = y(t + \tau_n) \), where \( y(t) \) belongs to a random process. We shall denote the time average of \( F \) for \( y_i = y(t + \tau_i) \) by \( \bar{F} \), and the ensemble average by \( \bar{F} \). That is, by definition

\[
\bar{F} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, F[y(t + \tau_1), \ldots, y(t + \tau_n)]
\]

and

\[
\bar{F} = \int \cdots \int dy_1 \cdots dy_n F(y_1, y_2, \ldots, y_n) \times P_n[y_1, (t + \tau_1); \ldots; y_n, (t + \tau_n)].
\]

The average \( \bar{F} \) is clearly independent of \( t \); \( \bar{F} \) will be independent of \( t \) if the process is stationary. The ergodic hypothesis states:

*If the random process is stationary, then*

\[
\bar{F} = \bar{F}
\]

*with a probability of 1.*

A few examples will serve to illustrate the significance of this hypothesis. We can determine for any random process the ensemble average or mean of \( y \), at the time \( t \), from the first probability distribution \( P_1(y,t) \):

\[
\mathcal{y} = \int dy \, y P_1(y,t).
\]

From the way in which \( P_1 \) is determined, it is clear that \( \mathcal{y} \) is the mean of all the \( y(t) \)'s of the ensemble. For a stationary random process, \( P_1(y,t) \) and consequently \( \mathcal{y} \) do not depend on \( t \). On the other hand, the time average, which is defined as

\[
\bar{y} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, y(t),
\]

will, in general, differ for the various functions of an ensemble. The ergodic hypothesis states that for a stationary random process these two methods of averaging give the same result, no matter at what time the
ensemble average is made or with what function (except for a choice of zero probability) the time average is made. That is

\[ \bar{y} = \bar{\tilde{y}}. \]  

(16)

The same thing can be said for the higher moments of the distribution \( P_1 \), which can be determined by setting \( F(y) = y^n \). The \( n \)th moment is defined as

\[ \bar{y}^n = \int dy y^n P_1(y,t). \]  

(17)

For a stationary random process this is equal to the time average

\[ \bar{y}^n = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt [y(t)]^n. \]  

(18)

The second moment is called the "mean-square" value of \( y \), and its square root \( \sqrt{\bar{y}^2} \) is called the "root-mean-square" (abbreviated rms) value of \( y \). From the first and second moments one can derive the variance

\[ (y - \bar{y})^2 = \bar{y}^2 - (\bar{\tilde{y}})^2 = \int dy (y - \bar{y})^2 P_1(y,t), \]  

(19)

which is a measure of the width of the distribution \( P_1(y,t) \) about its average value \( \bar{y} \).

6.6. Correlation Functions.—The autocorrelation function of a function \( y(t) \) is defined as the time average of \( y(t)y(t + \tau) \). It is a function of the time interval \( \tau \) and of the function \( y \). It will be denoted by \( R_y(\tau) \) or, where this is not ambiguous, by \( R(\tau) \). By definition, therefore,

\[ R(\tau) = \overline{y(t)y(t + \tau)} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt y(t)y(t + \tau). \]  

(20)

As we have seen in the previous section, in the case of a stationary random process \( R(\tau) \) will not (except for a choice of zero probability) depend on the member of the ensemble on which the time average is performed. Furthermore, the time average of \( y(t)y(t + \tau) \) will be equal to the ensemble average

\[ \overline{y(t)y(t + \tau)} = \int dy_1 dy_2 y_1 y_2 P_2(y_1,y_2,\tau) \]  

(21)

with probability 1. Thus one can define an autocorrelation function for a stationary random process as well as for a single function. This function gives a measure of the correlation between \( y(t_1) \) and \( y(t_2) \), where \( t_2 - t_1 = \tau \). In case \( y(t_1) \) and \( y(t_2) \) are independent of each other,

\[ P_2(y_1, t_1; y_2, t_2) = P_1(y_1,t_1)P_1(y_2,t_2) \]  

(22)
and
\[ R(t_2 - t_1) = \overline{y(t_1)y(t_2)} = \overline{y(t_1)} \overline{y(t_2)}. \]  
\( (23) \)

For noise this situation is approximated when the time interval \( \tau \) is sufficiently large.

Some of the properties of \( R(\tau) \) are fairly evident.

1. 
\[ R(0) = \overline{y^2}. \]  
\( (24) \)

2. \( R(\tau) \) is an even function of \( \tau \), since
\[ R(\tau) = \overline{y(t)y(t + \tau)} = \overline{y(t - \tau)y(t)} = \overline{y(t)y(t - \tau)} = R(-\tau). \]  
\( (25) \)

3. \( |R(\tau)| \leq R(0) \). This results from the inequality
\[ 0 \leq [y(t) \pm y(t + \tau)]^2 \equiv y^2(t) + y^2(t + \tau) \pm 2y(t)y(t + \tau). \]  
\( (26) \)

Hence
\[ \pm 2y(t)y(t + \tau) \leq y^2(t) + y^2(t + \tau). \]  
\( (27) \)

Averaging both sides of this equation gives
\[ \pm 2R(\tau) \leq \overline{y^2(t)} + \overline{y^2(t + \tau)} = 2R(0). \]  
\( (28) \)

4. Given any set of \( \tau \)'s \( (\tau_1, \tau_2, \ldots, \tau_n) \), the determinant
\[
\begin{vmatrix}
R(\tau_1 - \tau_1) & R(\tau_1 - \tau_2) & \cdots & \cdots & R(\tau_1 - \tau_n) \\
R(\tau_2 - \tau_1) & R(\tau_2 - \tau_2) & \cdots & \cdots & R(\tau_2 - \tau_n) \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
R(\tau_n - \tau_1) & R(\tau_n - \tau_2) & \cdots & \cdots & R(\tau_n - \tau_n)
\end{vmatrix}
\]
\( (29) \)
is symmetric and nonnegative in value. It can be shown that condition (4) is a necessary and sufficient condition that \( R(\tau) \) be an autocorrelation function.\(^1\)

It is sometimes convenient to work with the function
\[ \rho(\tau) \equiv \frac{\overline{y(t)}[y(t + \tau) - \overline{y}]}{\overline{y^2} - \overline{y}^2}, \]  
\( (30) \)
which will be called the normalized autocorrelation function. It is evident that \( \rho(0) = 1 \) and that for noise \( \rho(\tau) \to 0 \) as \( \tau \to \infty \).

The autocorrelation function for a random series is defined as
\[ R(m) = \lim_{N \to \infty} \frac{1}{2N + 1} \sum_{n=-N}^{N} y_n y_{n+m}. \]  
\( (31) \)

It is clear that \( R(m) \) has properties analogous to those of \( R(\tau) \).

Examples.—It will be instructive to consider a few examples. In the case of the purely incoherent stationary random series generated by the coin flippers one would expect $R(m)$ to decrease very rapidly with increasing $m$. As was seen in Sec. 6.4, $P_1(y_1) = \frac{1}{2}$ and $P_2(y_1, y_2, m) = \frac{1}{4}$, where $y_1$ and $y_2$ take on the values $\pm 1$. It follows from Eq. (21) that

$$R(0) = \sum y_1^2 P_1(y_1) = 1^2 \times \frac{1}{2} + (-1)^2 \times \frac{1}{2} = 1,$$

and that for $m \neq 0$

$$R(m) = \sum y_1 y_2 P_2(y_1, y_2, m).$$

$$= (1)(1)\frac{1}{4} + (1)(-1)\frac{1}{4} + (-1)(1)\frac{1}{4} + (-1)(-1)\frac{1}{4} = \frac{1}{2}.$$

The other extreme is represented by the function $y(t) = 1$, for which

$$R(t) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \ 1 \times 1 = 1.$$

If $y(t)$ is periodic, then the periodicity persists in $R(t)$. For example, let

$$y(t) = A \sin (\omega t + \phi).$$

Then

$$R(t) = \frac{A^2}{2} \cos \omega t.$$

Although $R(t)$ has the period of $y(t)$, it is an even function independent of the phase $\phi$ of $y(t)$. For the function

$$y(t) = A_0 + \sum A_k \sin (\omega_k t + \phi_k),$$

where $\omega_n \neq \omega_m$ for $n \neq m$, the autocorrelation function is

$$R(t) = A_0^2 + \sum \frac{A_k^2}{2} \cos \omega_k t.$$
Here again the periods of $y$ are present in $R(\tau)$, but the phase relations have been lost. If an apparently random function contains hidden periodicities, $R(\tau)$ will approach asymptotically an oscillating function like that in Eq. (38).

In the case of the stationary random process described by Eq. (1), we can obtain the autocorrelation as an ensemble average by means of Eq. (21). The second probability distribution $P_2$ is given in Eqs. (6) and (7). If $\tau = t_1 - t_2$ is greater in absolute value than 1, then, applying Eq. (6), we obtain

$$R(\tau) = \sum y_1 y_2 P_2(y_1, t_1; y_2, t_2)$$

$$= \frac{1}{4}(0 \times 0 + 0 \times 1 + 1 \times 0 + 1 \times 1) = \frac{1}{4}.$$  \hspace{1cm} (39)

On the other hand, if $|\tau| \leq 1$, we make use of Eq. (7):

$$R(\tau) = \left[\frac{1}{2}(1 - |\tau|) + \frac{1}{2}|\tau|\right](0 \times 0 + 1 \times 1) + \frac{1}{4}|\tau|(0 \times 1 + 1 \times 0)$$

$$= \frac{1}{2} - \frac{1}{4}|\tau|.$$  \hspace{1cm} (40)

It follows from Eq. (5) that $\hat{y} = \frac{1}{N} = \bar{y}^2$. Hence the normalized autocorrelation function is

$$\rho(\tau) = \begin{cases} 0 & \text{for } |\tau| > 1, \\ 1 - |\tau| & \text{for } |\tau| \leq 1. \end{cases}$$  \hspace{1cm} (41)

To obtain an autocorrelation function from experimental data, one of necessity starts with a record $y(t)$ of finite length: $0 \leq t \leq T$. If the data are not discrete, it is possible to consider them as such by using only the values at times $t = n\Delta$ ($n = 1, 2, \cdots, N = T/\Delta$). The time interval $\Delta$ should be chosen so small that the function $y(t)$ does not vary significantly in any interval $\Delta$. If $y(t)$ is to be used as an input to some mechanism, it is sufficient that $\Delta$ be small with respect to the system time constants. Setting $y_n = y(n\Delta)$, then

$$R(m) = \frac{1}{N-m} \sum_{n=1}^{N-m} y_n y_{n+m}, \hspace{1cm} \text{for } m \geq 0.$$  \hspace{1cm} (42)

Equation (42) loses its reliability for very large $m$. For, as can be seen from Eq. (36), in working with a finite interval $T$ a relative fractional error of about $1/\omega T$ is introduced for each periodicity present. The error in determining the contribution of a period $P$ to the autocorrelation function will be less than 2 per cent if $2\pi[(N-m)\Delta/P] \geq 50$. Hence for this purpose $T = N\Delta$ should be about $10P$, and $m$ should not exceed $\frac{1}{2}T/\Delta$.

The normalized autocorrelation function of the fading data shown in Fig. 6.1 was obtained by use of Eq. (42). The period of observation
was $T = 20$ sec. The value of $\Delta$ was chosen to be $\frac{3}{20}$ sec. The resulting function $\rho(\tau)$, calculated over the range $0 \leq \tau \leq 1.28$ sec, is shown in Fig. 6.2. As can be seen, there is very little correlation between data more than 0.1 sec apart. It follows from this that a very conservative choice of $T$ was made; 2 or 3 sec would have been adequate.
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**Figure 6.2**—Normalized autocorrelation function for fading record. The rms value is 10.3 mils.

**Correlation Matrix.**—If $y$ is a two-dimensional vector $(u, v)$, one defines a correlation matrix instead of a correlation function. For a stationary random process, the ergodic hypothesis gives

$$
\begin{align*}
\begin{bmatrix}
u(t)u(t + \tau) & u(t)v(t + \tau) \\
v(t)u(t + \tau) & v(t)v(t + \tau)
\end{bmatrix} &= \begin{bmatrix}
u(t)u(t + \tau) & u(t)v(t + \tau) \\
v(t)u(t + \tau) & v(t)v(t + \tau)
\end{bmatrix}.
\end{align*}
$$

The function of $\tau$, $u(t)v(t + \tau)$, is called the *cross-correlation function* and will be designated as $R_{uv}(\tau)$.

The cross-correlation function is not symmetric, nor can one interchange the order of $u$ and $v$ without changing its value. There does, however, exist the relationship

$$
R_{uv}(\tau) = R_{vu}(-\tau).
$$

By using the inequality

$$
0 \leq \left[ \frac{u(t)}{\sqrt{u^2}} \pm \frac{v(t + \tau)}{\sqrt{v^2}} \right]^2
$$

and averaging over time, one finds that

$$
|R_{uv}(\tau)| \leq \sqrt{R_u(0)} \sqrt{R_v(0)}.
$$

$R_{uv}(\tau)$ is a measure of the coherence between $u(t)$ and $v(t + \tau)$.
6.7. Spectral Density.—We shall have occasion to consider the effect of a filter on the functions of a random process. It is natural, therefore, to attempt to resolve the functions of a stationary random process into their Fourier components. Such an attempt will, in turn, lead us to the concept of the spectral density $G(f)$ of a function $y(t)$ and of a stationary random process to which $y(t)$ belongs. If $y(t)$ is the voltage across a unit resistance, then $G(f)\, df$ is the average power dissipated in the resistance in the frequency interval $(f, f + df)$. If $y(t)$ is the input to a linear filter with transfer function $Y(2\pijf)$, then, as will be shown in Sec. 6.9, the output has the spectral density $|Y(2\pijf)|^2 G(f)$.

The spectral density of a function $y(t)$ is defined in the following way. Let
\[
y_T(t) = y(t) \quad \text{for} \quad -T \leq t \leq T, \quad 0 \quad \text{elsewhere.}
\] (47)
The Fourier transform of $y_T(t)$ always exists and is by definition
\[
A_T(f) = \int_{-\infty}^{\infty} dt \, y_T(t) e^{-2\pi jft} = \int_{-T}^{T} dt \, y(t) e^{-2\pi jft}.
\] (48)
If $A^*$ denotes the complex conjugate of $A$, then, since $y_T$ is real valued,
\[
A_T(f) = A_T^*(-f).
\] (49)
The average power density for $y_T(f)$ at the frequency $f$ is $[|A_T(f)|^2]/2T$; both positive and negative $f$ must be taken into account. Since $|A_T(f)| = |A_T(-f)|$, one can limit attention to positive values of $f$ and take the average power density to be $[|A_T(f)|^2]/T$. The spectral density of the function $y(t)$ is defined as the limit of this quantity as $T$ goes to infinity:
\[
G(f) = \lim_{T \to \infty} \frac{1}{T} |A_T(f)|^2.
\] (50)
As should be expected, one can obtain the average power in $y$ by integrating the average power density $G(f)$ over all positive frequencies. In symbols
\[
\overline{y^2} = \int_{0}^{\infty} df \, G(f).
\] (51)
This can be proved as follows. From Eqs. (48) and (49)
\[
\int_{-\infty}^{\infty} df \, |A_T(f)|^2 = \int_{-\infty}^{\infty} df \left[ A_T(-f) \int_{-\infty}^{\infty} dt \, y_T(t) e^{-2\pi jft} \right].
\] (52)
Interchanging the order of integration gives
\[
\int_{-\infty}^{\infty} df \, |A_T(f)|^2 = \int_{-\infty}^{\infty} dt \left[ y_T(t) \left( \int_{-\infty}^{\infty} df \, A_T(-f) e^{-2\pi jft} \right) \right].
\] (53)
It follows from the Fourier integral theorem (see Chap. 2) that the
quantity inside the brackets is just \( y_t(t) \). Hence

\[
\int_{-\infty}^{\infty} dt \, y_t^2(t) = \int_{-T}^{T} dt \, y^2(t) = \int_{-\infty}^{\infty} df \, |A_T(f)|^2 = 2 \int_{0}^{\infty} df \, |A_T(f)|^2. \tag{54}
\]

Dividing through by \( 2T \) and passing to the limit give

\[
\bar{y}^2 = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, y^2(t) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{\infty} df \, |A_T(f)|^2. \tag{55}
\]

If we now interchange the order of limits, inserting \( G(f) \) for its equivalent, the proof of Eq. (51) is complete.

The above discussion of the spectral resolution of the function \( y(t) \) has dealt with the power; as a consequence, all information concerning the phase relationships of \( y \) has been lost. It is well to remark on the difficulties encountered in attempting to deal more directly with the Fourier transform of \( y \). The Fourier transform itself will exist only if \( y(t) \) approaches zero as \( t \) becomes infinite. For functions such as those found in stationary random processes, \( A_T(f) \) will, in general, either oscillate or grow without bound as \( T \) becomes infinite. Even a mean Fourier transform such as \( \lim_{T \to \infty} (1/2T)A_T(f) \) or \( \lim_{T \to \infty} [1/(2T)^{1/2}]A_T(f) \) will oscillate rather than approach a limit if \( y \) is, for example, a "periodic function" with a suitably varying phase.

Cross-spectral Density.—It is possible to define a cross-spectral density for two functions \( (u,v) \) as follows. Let

\[
A_T(f) = \int_{-T}^{T} dt \, u(t)e^{-2\pi ift} \quad \text{and} \quad B_T(f) = \int_{-T}^{T} dt \, v(t)e^{-2\pi ift}. \tag{56}
\]

The cross-spectral density is then defined as

\[
G_{uv}(f) = \lim_{T \to \infty} \frac{1}{T} A_T^*(f)B_T(f). \tag{57}
\]

From the relations \( A_T(f) = A_T^*(-f) \) and \( B_T(f) = B_T^*(-f) \) one obtains

\[
G_{uv}(f) = G_{uv}^*(-f) = G_{vu}(-f). \tag{58}
\]

Hidden Periodicities.—The spectral density \( G(f) \) may contain singular peaks of the type associated with the Dirac delta function.\(^1\) This will

\(^1\) The Dirac delta function has the following properties:

\[
\int_{0}^{\epsilon} dy \, \delta(y) = \int_{-\epsilon}^{0} dy \, \delta(y) = \frac{1}{2} \quad \text{for all } \epsilon > 0
\]

and

\[
\delta(y) = 0 \quad \text{for } y \neq 0.
\]
be the case if the mean value of $y$ is not zero or if $y$ contains hidden periodicities. The peaks occur at frequencies at which $(1/T)|A_T(f)|^2$ becomes infinite with $T$; the coefficient of the delta function at such a frequency is given by $\lim_{T \to \infty} (1/2T^2)|A_T(f)|^2$. We should therefore redefine $G(f)$ as follows:

$$
G(f) = \begin{cases} 
\lim_{T \to \infty} \frac{1}{2T^2} |A_T(f)|^2 \delta(f - f_1) & \text{except where this is zero,} \\
\lim_{T \to \infty} \frac{1}{T} |A_T(f)|^2 & \text{otherwise.}
\end{cases}
$$

(59)

If the mean of $y(t)$ is not zero, then $G(f)$ will have a singularity at the origin:

$$
G(f) = 2(\bar{y})^2 \delta(f) + G_1(f).
$$

(60)

For pure noise the peak at $f = 0$, corresponding to the d-c term, will usually be the only peak, and $G_1(f)$, defined by Eq. (60), will be a regular function representing the continuous spectrum. In this case it is sometimes convenient to introduce the normalized spectral density:

$$
S(f) = \frac{G_1(f)}{\int_0^\infty df G_1(f)}.
$$

(61)

This quantity has the dimension of time, since $f$ has the dimension (time)$^{-1}$. The denominator in Eq. (61) is simply the variance of $y$:

$$
(y - \bar{y})^2 = \bar{y}^2 - \bar{y}^2 = \int_0^\infty df G_1(f).
$$

(62)

If $y(t)$ is a trigonometric polynomial

$$
y(t) = A_0 + \sum A_k \sin(2\pi f_k t + \phi_k), \quad f_k \neq 0,
$$

(63)

then the spectral density is

$$
G(f) = 2A_0^2 \delta(f) + \sum \frac{A_k^2}{2} \delta(f - |f_k|).
$$

(64)

In the general case of noise with hidden periodicities the spectral density will consist of a continuous part and a number of peaks at discrete frequencies.

**Spectral Density of a Stationary Random Process.**—The member functions of a stationary random process will (except for a choice of zero probability) have the same spectral density. This, then, may be called the "spectral density of the stationary random process." In computing it, one can deal with any typical function of the ensemble or, as desired, can carry out averages over the ensemble.
As a further example, let us obtain the spectral density of the stationary random process described by Eq. (1). Since the functions are given only in statistical terms, it will be necessary to obtain the ensemble average of the spectral density. Since, however, the process is stationary, this will be the spectral density for the individual functions except for a set of probability zero. Since $s$ serves only to shift the time axis and since the spectral density is independent of phase, it is clear that we can suppose $s$ to be zero. To simplify the calculations let us subtract out the mean at the very start. We have then

$$y(t) = a_n - \frac{1}{2} \quad \text{for } n \leq t < n + 1,$$

where the $a_n$'s are independent random variables and take on the values 0 and 1 with equal likelihood. By Eq. (48),

$$A_n(f) = \sum_{n=-N}^{N-1} \left( a_n - \frac{1}{2} \right) \int_{n}^{n+1} dt \ e^{-2\pi if t}$$

Squaring the absolute value of $A_n(f)$ and dividing by $N$ give

$$\frac{|A_n(f)|^2}{N} = \left( \frac{\sin \pi f}{\pi f} \right)^2 \frac{1}{N} \sum_{n,m=-N}^{N-1} \left( a_n - \frac{1}{2} \right) \left( a_m - \frac{1}{2} \right) e^{-2\pi if \left( \frac{2n+1}{2} - \frac{2m+1}{2} \right)}$$

We now take the ensemble average of Eq. (67). Since

$$\langle (a_n - \frac{1}{2})(a_m - \frac{1}{2}) \rangle = \begin{cases} 0 & \text{if } n \neq m, \\ \frac{1}{2} & \text{if } n = m, \end{cases}$$

it follows that

$$\frac{|A_n(f)|^2}{N} = \left( \frac{\sin \pi f}{\pi f} \right)^2 \frac{1}{2}.$$ 

Taking the limit as $N$ becomes infinite, we obtain the average spectral density:

$$\overline{G_1(f)} = \frac{1}{2} \left( \frac{\sin \pi f}{\pi f} \right)^2.$$ 

Spectral Density of a Random Series.—The spectral density for a stationary random series is defined in an analogous way. Given the time series $y_n$, consisting of data recorded at uniform intervals of length $T_r$, we define, in analogy to Eq. (48),

$$A_n(f) = T_r \sum_{n=-N}^{N} y_ne^{-2\pi if n T_r}.$$ 

\(^1\) The quantity $T_r$ is the same as the repetition period of Chap. 5.
This function is periodic in $f$ with period $1/T_r$; it is completely determined by its values in the range $(-1/2T_r, 1/2T_r)$. Since the $y_n$ are real, $A_N(f) = A_N^*(-f)$. We then define the spectral density of the time series, in analogy to Eqs. (59), as

$$G(f) = \left\{ \lim_{N \to \infty} \frac{1}{2(N + \frac{1}{2})T_r} |A_N(f_1)|^2 \right\} \delta(f - f_1),$$

except where the quantity in the bracket is zero, and as

$$G(f) = \lim_{N \to \infty} \frac{1}{(N + \frac{1}{2})T_r} |A_N(f)|^2 \quad \text{elsewhere.}$$ (72)

It follows from the periodicity of $A_N(f)$ and the orthogonality of the functions $e^{-2\pi ifmT_r}$ that

$$\sum_{-N}^{N} y_n^2 = \frac{1}{T_r} \int_{-1/2T_r}^{1/2T_r} df |A_N(f)|^2 = \frac{2}{T_r} \int_{0}^{1/2T_r} df |A_N(f)|^2. \quad (73)$$

Hence

$$\overline{y^2} = \lim_{N \to \infty} \frac{1}{2N + 1} \sum_{-N}^{N} y_n^2 = \int_{0}^{1/2T_r} df G(f). \quad (74)$$

The spectral density of a stationary random series is, of course, defined as the spectral density of any typical series from that ensemble.

![Normalized spectral density of fading record](image)

**Fig. 63.--Normalized spectral density of fading record.**

**Spectral Density for Experimental Data.**—There are several procedures whereby one can obtain the spectral density from experimental data. The best method is to calculate the spectral density as the Fourier trans-
form of the autocorrelation function. This will be explained in detail in the following section. Figure 6.3 shows the spectral density obtained in this way for the radar fading record shown in Fig. 6.1.

It is, of course, possible to obtain the Fourier coefficients for a finite length $T$ of data and then to compute $G(f)$ by means of Eq. (50), with the limit process omitted. Numerical-integration methods require that the data be discrete. From $N$ pieces of data it is possible to obtain $N/2$ harmonics. This is, however, a very tedious task even when one takes advantage of short cuts. Various machines have been devised to obtain the Fourier coefficients; one such is the Coradi harmonic analyzer, which performs the required integration, harmonic by harmonic, as the apparatus is driven so as to follow the curve representing the data. It is also possible to have a voltage follow the data and send the voltage through a wave analyzer.

6.8. The Relation between the Correlation Functions and the Spectral Density.—Both the autocorrelation function and the spectral density depend on the product of the function $y(t)$ by itself. Both functions likewise depend on the periodicities in the message but are independent of the relative phases of the Fourier components. It is therefore not surprising to find that they are Fourier transforms of each other. In fact, as will be proved later

$$R(\tau) = \int_0^\infty df \, G(f) \cos 2\pi f \tau$$

and

$$G(f) = 4 \int_0^\infty d\tau \, R(\tau) \cos 2\pi f \tau.$$  

Similar relations hold for the normalized functions $\rho(\tau)$ and $S(f)$; for instance

$$S(f) = 4 \int_0^\infty d\tau \, \rho(\tau) \cos 2\pi f \tau.$$  

This intimate relationship between the spectral density and the autocorrelation function sheds more light on the interpretation of each. For example, a delta-function singularity in the spectral density at the frequency $f_1$ corresponds to a $\cos 2\pi f_1 \tau$ term in the autocorrelation function. An exponential-decay autocorrelation function, such as is


2 This relation is contained in a paper by N. Wiener, Acta Math. 55, (1930). The reader will find in this reference a rigorous treatment of the subject matter of the present chapter, which, incidentally, avoids use of the delta function by working with the indefinite integral of the spectrum $G(f)$. 

sometimes associated with noise,

\[ R(\tau) = e^{-\beta |\tau|}, \quad (77) \]

has the spectral density

\[ G(f) = \frac{4\beta}{\beta^2 + (2\pi f)^2}. \quad (78) \]

This function is bell-shaped, decreasing to half its zero-frequency amplitude at \( f = \beta/2\pi \).

Aside from their theoretical importance, Eqs. (76) are extremely useful as an aid in the calculation of the spectral density. It is often simpler to compute the autocorrelation function first and then the spectral density by means of Eqs. (76) than to compute the spectral density directly. This is, for instance, the case with the stationary random process described in Eq. (1). The autocorrelation function [Eqs. (39) and (40)] is easily computed as an ensemble average. On subtraction of the contribution due to the square of the mean, this becomes

\[ R_1(\tau) = \frac{1}{4}(1 - |\tau|) \quad \text{for } |\tau| \leq 1, \]
\[ = 0 \quad \text{elsewhere.} \quad (79) \]

Applying Eqs. (76), one obtains very simply the spectral density that was derived in Sec. 6.7 by a rather involved argument:

\[ G_1(f) = \frac{1}{2} \left( \frac{\sin \pi f}{\pi f} \right)^2. \quad (70) \]

A second example is provided by the normalized spectral density (Fig. 6.3) of the radar fading record shown in Fig. 6.1. This was obtained by means of Eqs. (76) from an approximation to the normalized autocorrelation function of Fig. 6.2:

\[ \rho(\tau) = e^{-24|\tau|} \cos 40\tau. \quad (80) \]

This function is plotted, along with the experimentally obtained autocorrelation function, in Fig. 6.4; it has all of the properties of an autocorrelation function. On comparing the spectral density and autocorrelation function, one sees that the peak in the spectral density occurs at the frequency of the damped oscillation of the autocorrelation function.

If the Fourier coefficients were to be obtained directly from Eqs. (76) by some method of numerical integration, use could be made of the fact that the autocorrelation function vanishes for all practical purposes for \( \tau \geq 0.2 \) sec. On the other hand, in order to obtain the spectral density directly one would be forced to work with 20 sec of data. This is no easy matter when the frequencies of interest are as high as 30 cps. One could, however, argue that it is no easy matter to obtain the autocorrela-
tion function. It is not difficult to calculate the number of computations involved in both methods. To obtain $N/2$ harmonics (sine and cosine) from $N$ pieces of data, $N^2$ multiplications and $N^2$ additions are necessary. To compute $N/4$ values of the autocorrelation function from $N$ pieces of data, $N^2$ multiplications and $N^2$ additions are necessary.

The work needed to obtain the spectral density from the autocorrelation depends upon the autocorrelation function. In general, for a random series the autocorrelation function is effectively zero after the $(\alpha N)$th lag, where $\alpha \ll 1$. In the case of the radar fading record $\alpha$ was $\frac{1}{10}$. Computation of the Fourier cosine transform then involves only $(\alpha N)^2/2$ additional multiplications and $(\alpha N)^2/2$ additions; the ratio of the number of operations in the two methods of calculation is 1 to $(\frac{N^2}{8} + \frac{\alpha^2}{2})$.

Even when the autocorrelation function does not vanish for the larger values of $\tau$, it is still of advantage to compute it first. Its usefulness lies in the fact that one can compute the indefinite integral of the normalized spectral density [see Eq. (61)] directly from the normalized autocorrelation function [see Eq. (30)]:

$$I(f_0) = \int_0^{f_0} df S(f) = \frac{2}{\pi} \int_0^\infty d\tau \frac{\rho(\tau)}{\tau} \sin 2\pi f_0 \tau. \quad (81)$$

[Equation (81) is obtained on integrating Eq. (76b) with respect to $f$.]
The integral equals the fractional power in the message below the frequency $f_0$, except for the d-c component. If $|I(f) - I(f_1)|$ is much less than 1 [note that $I(\infty) = 1$], then the values of $S(f)$ in the interval $(f_1, f_2)$ are negligibly small and need not be computed. By computing $I(f)$ for several values of $f$ one can therefore make a quick survey of the regions in which $S(f)$ is significantly different from zero. The advantage of knowing the important frequency regions of the spectrum needs no further emphasis.

We now return to the proof of Eqs. (75) and (76). It is convenient to work with the auxiliary function

$$C_T(\tau) = \frac{1}{2T} \int_{-\infty}^{\infty} dt \, y_\tau(t) y_\tau(t + \tau),$$

where $y_\tau$ is defined by Eq. (47). It is clear that the autocorrelation function is the limit of $C_T(\tau)$ as $T$ becomes infinite:

$$R(\tau) = \lim_{T \to \infty} C_T(\tau).$$

The Fourier transform of $C_T$ can be rewritten as follows:

$$\int_{-\infty}^{\infty} d\tau \, C_T(\tau) e^{-2\pi i \tau} = \frac{1}{2T} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' e^{-2\pi i (t' + \tau)} e^{2\pi i t'} y_\tau(t) y_\tau(t + \tau).$$

Interchange of the order of integration and introduction of $s = t + \tau$ as one of the variables of integration give

$$\int_{-\infty}^{\infty} d\tau \, C_T(\tau) e^{-2\pi i \tau} = \frac{1}{2T} \int_{-\infty}^{\infty} dt \, y_\tau(t) e^{-2\pi i t} \int_{-\infty}^{\infty} ds \, y_\tau(s) e^{2\pi i s}$$

$$= \frac{1}{2T} A_\tau(f) A^*_{\tau}(f),$$

where $A_\tau(f)$ is defined in Eq. (48). Finally, making use of the fact that $C_T(\tau)$ is an even function and passing to the limit, we obtain Eq. (76a):

$$G(f) = \lim_{T \to \infty} \frac{1}{T} |A_\tau(f)|^2 = \lim_{T \to \infty} \left\{ \frac{1}{4} \int_{0}^{\infty} d\tau \, C_T(\tau) \cos 2\pi f \tau \right\}$$

$$= \left\{ 4 \int_{0}^{\infty} d\tau \, R(\tau) \cos 2\pi f \tau \right\}$$

Since the function $\lim_{T \to \infty} (1/T)|A_\tau(f)|^2$ is even, Eq. (75) can be obtained directly from Eq. (76a) by means of the Fourier integral theorem (see Chap. 2).
When \( y(t) \) has a nonzero mean and contains periodic terms, its autocorrelation function has corresponding constant and cosine terms. In evaluating Eqs. (76) use must then be made of the following relations:  

\[
\begin{aligned}
4 \int_0^\infty \! d\tau \cos 2\pi f\tau &= 2\delta(f), \\
4 \int_0^\infty \! d\tau \cos 2\pi f_0\tau \cos 2\pi f\tau &= \delta(f - |f_0|),
\end{aligned}
\]

where \( f_0 \neq 0 \). It is very easy to show that Eqs. (75) and (76) properly relate the autocorrelation function [Eq. (38)] and the spectral density [Eq. (64)] for a trigonometric polynomial.

Relations similar to Eqs. (75) and (76) exist between the cross-correlation function and the cross-spectral density. If \( g \) is a two-dimensional function \((u,v)\), then the following theorem holds:

\[
\begin{aligned}
\mathcal{G}_{uv}(j) &= 2 \int \! df \ G_{uv}(f)e^{2\pi ifj}, \\
G_{uv}(f) &= 2 \int \! d\tau \ R_{uv}(\tau)e^{-2\pi if\tau},
\end{aligned}
\]

where \( G_{uv}(f) \) is defined as in Eq. (57).

In the case of discrete data taken at successive instants of time \( T \), sec apart, the analogues of Eqs. (75) and (76a) are

\[
R(m) = \int_0^{1/2T} \! df \ G(f) \cos 2\pi fm \\
G(f) = 4T \left[ \frac{R(0)}{2} + \sum_{m=1}^\infty \! m R(m) \cos 2\pi fm \right].
\]

The proof of these results is similar to that for the continuous case. In evaluating Eq. (91) when \( y \) has a nonzero mean or contains periodic terms, use must be made of the following relations:

\[1\] If in the spectral density the entire frequency range were used instead of the \((0, \infty)\) interval, Eq. (87) could be rewritten as

\[
\begin{aligned}
4 \int_0^\infty \! d\tau \cos 2\pi f\tau &= \delta(f), \\
4 \int_0^\infty \! d\tau \cos 2\pi f_0\tau \cos 2\pi f\tau &= \frac{1}{2}[\delta(f - f_0) + \delta(f + f_0)],
\end{aligned}
\]

in which case the second equation could be derived from the first.
6.9. Spectral Density and Autocorrelation Function of the Filtered Signal.—The discussion up to this point has dealt with certain useful statistical properties of time-variable data in general. These ideas apply equally well to the input and the output of a servomechanism. It is the purpose of this section to study the response of a servomechanism to an input of which only certain statistical properties are known. We shall suppose that only the spectral density of the input (or its time equivalent, the autocorrelation function) is known. If the mechanism is linear and does not change with time, it is then easy to determine the spectral density of the output. Therein lies the principal usefulness of the spectral density.

The theorem is simply stated: If $Y(2\pijf)$ is the transfer function of a linear time-invariant mechanism and $G_i(f)$ is the spectral density of the input, then the output spectral density $G_o(f)$ is

$$ G_o(f) = |Y(2\pijf)|^2 G_i(f). \quad (93) $$

One would certainly expect a theorem of this type to be true; but because of the way in which we have been forced to define the spectral density, the proof itself is not straightforward. The spectral density has been defined as a limit involving the Fourier transform $A_T(f)$ of $y_t$, which vanishes outside the interval $(-T,T)$. Although $Y(2\pijf)A_T(f)$ is the Fourier transform of the output under these conditions, it is not the Fourier transform of a function that vanishes outside any finite interval. For this reason the proof of Eq. (93) which follows has its starting point in the time representation of the linear system.

It was shown in Chap. 2 that any stable linear time-invariant mechanism which acts only in the past\(^1\) can be represented by a weighting function on the past of the input $y(t)$. Let the weighting function be written as $W(t)$. Then

\(^1\) For the purposes of this discussion it is not necessary that the operator act only in the past.
Thefilteredsignal

\[ W(t) = 0 \quad \text{for} \quad t < 0, \]

\[ \int_{0-}^{\infty} dt \left| W(t) \right| < \infty. \] (94)

The weighting function may contain Dirac delta functions. The output \( z(t) \) is then

\[ z(t) = \int_{0-}^{\infty} ds \, y(t - s) W(s) = \int_{-\infty}^{\infty} ds \, y(t - s) W(s). \] (95)

The autocorrelation function of the output can be written in terms of the input as follows:

\[ R_z(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \left[ \int_{-\infty}^{\infty} ds \, y(t - s) W(s) \right. \]

\[ \times \left. \int_{-\infty}^{\infty} dr \, y(t + \tau - r) W(r) \right]. \] (96)

Interchanging the order of integration gives

\[ R_z(\tau) = \lim_{T \to \infty} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr \, W(s) \]

\[ \times \left[ \frac{1}{2T} \int_{-T}^{T} dt \, y(t - s) y(t + \tau - r) \right] \times W(r). \] (97)

The limit, as \( T \) becomes infinite, of the quantity inside the brackets is

\[ R_y(\tau + s - r) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, y(t) y(t + \tau + s - r). \] (98)

Passing to the limit, therefore, gives

\[ R_z(\tau) = \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr \, W(s) R_y(\tau + s - r) W(r). \] (99)

This is the time equivalent of Eq. (93). The mean-square value of the output \( \overline{z^2} \), obtained from Eq. (99) by setting \( \tau = 0 \), is

\[ \overline{z^2} = \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr \, W(s) R_y(s - r) W(r). \] (100)

Equation (93) can now be proved by taking the Fourier transform of Eq. (99). Thus

\[ G_0(\omega) = 2 \int_{-\infty}^{\infty} dr \, R_z(\tau) e^{-2\pi i \omega \tau} = 2 \int_{-\infty}^{\infty} dr \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr \, e^{-2\pi i \omega (\tau + s - r)} \]

\[ e^{2\pi i \omega \tau} e^{-2\pi i \omega s} R_y(\tau + s - r) W(s) W(r). \] (101)

On change of the variable of integration \( \tau \) to \( (\tau + s - r) \), the volume
The integral breaks up into the product of three independent integrals:

\[ G_0(f) = |Y(2\pi f)|^2 G_i(f), \]

where

\[ Y(2\pi f) = \int_{-\infty}^{\infty} dt \, W(t) e^{-2\pi it}, \]

as in Chap. 2.

We shall be interested in a case slightly more complicated than the problem just considered. Suppose that the input consists of two parts—signal and noise. To use the terminology of Sec. 6.2, the random process \( y \), which describes the input, has two components \((u, v)\), where \( u \) is the signal record and \( v \) the noise record. It frequently happens that the signal and noise enter the mechanism at different points or in different forms. In such a case, the mechanism will operate on these two component functions differently. Let the weighting function operating on \( u \) be \( W_1 \) and that operating on \( v \) be \( W_2 \), where both \( W_1 \) and \( W_2 \) satisfy the condition of Eq. (94). The output is then

\[ z(t) = \int_{0}^{\infty} ds \, u(t - s) W_1(s) + \int_{0}^{\infty} ds \, v(t - s) W_2(s). \]

Applying the same reasoning as before, we obtain

\[ R_x(\tau) = \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr \left[ W_1(s)R_u(\tau + s - \tau)W_1(r) \right. \\
+ W_2(s)R_v(\tau + s - \tau)W_2(r) + W_1(s)R_{uv}(\tau + s - \tau)W_2(r) \\
+ \left. W_1(r)R_{vu}(\tau + s - \tau)W_2(s) \right], \]

where \( R_{uv}(\tau) = \overline{u(t)v(t + \tau)} \). The Fourier transform of this equation is

\[ G_0(f) = |Y_1(2\pi f)|^2 G_u(f) + |Y_2(2\pi f)|^2 G_v(f) \\
+ Y_1^*(2\pi f)G_{uv}(f)Y_2(2\pi f) + Y_1(2\pi f)G_{vu}(f)Y_2^*(2\pi f), \]

where \( G_{uv}(f) \) is the cross-spectral density defined as in Eq. (57).

We shall conclude this section with a resumé of the analogous results for the case of a random series. If the filter is stable, linear, and time invariant, it can be represented as a weighting function \( w_m \), where

\[ w_m = 0 \quad \text{for} \quad m < 0, \]

\[ \sum_{m=0}^{\infty} |w_m| < \infty. \]

For an input series \([y(m)]\), the output series is then

\[ z(m) = \sum_{n=0}^{\infty} y(m - n)w_n. \]
The transfer function for $w$ is

$$Y(2\pi jf) = \sum_{m=0}^{\infty} w_m e^{-2\pi i f r_m}. \quad (108)$$

The output spectrum is again related to the input spectrum by Eq. (93), and the output autocorrelation formula is

$$R_x(m) = \sum_{n=0}^{\infty} \sum_{l=0}^{\infty} w_n R_y(m + n - l) w_l. \quad (109)$$

**EXAMPLES**

**6-10. Radar Automatic-tracking Example.**—It will be instructive to derive the error spectral density and autocorrelation function for a gyro-stabilized automatic-tracking radar mechanism on which a great deal of experimental data are available and to study the effect of fading in the reflected radar signal in causing tracking errors. In order to simplify the discussion it will be assumed that the aircraft being tracked is flying a radial course directly away from the tracking system. In this case the problem of following the maneuvers of the plane is trivial, and the only source of error will be the fading.

An abbreviated description of the tracking system will now be given. A measure of the difference between the direction to a target and the radar reflector axis is obtained by conically scanning a pulsed r-f beam. The received signal is first amplified and rectified. The resulting envelope is a modulated signal of the form

$$u[1 + \epsilon(t) \sin (2\pi f_s t + \phi)], \quad (110)$$

where $u$ is proportional to reflection coefficient of the plane, $\epsilon(t)$ is proportional to the magnitude of the angular error in tracking, and $f_s$ is the scan frequency (30 cps). The phase angle $\phi$ determines the direction of the error relative to the reflector axis; $\phi = 0$ corresponds to an error in traverse only.$^1$ Random variations of the reflection coefficient of the plane cause the signal envelope to be of the form

$$[1 + g(t)][1 + \epsilon(t) \sin (2\pi f_s t + \phi)]. \quad (111)$$

A typical record of $g(t)$ is that shown in Fig. 6.1.

The signal is then sent through a high-pass RC-coupling transformer which serves to take out the d-c term. The resulting signal is next

$^1$ The traverse angle is measured from the line of sight in a plane containing the line of sight and a horizontal line perpendicular to the line of sight. The error in azimuth is roughly equal to the error in traverse multiplied by the secant of the elevation angle.
commutated in order to determine the phase \( \phi \) of the error proper. The commutator produces two signals, one equal to the input multiplied by \( 2 \sin 2\pi f t \), the second equal to the input multiplied by \( 2 \cos 2\pi f t \). [The normalizing factor 2 is introduced to make the peak value of the incoming signal \( \varepsilon(t) \sin (2\pi f t + \phi) \) equal the resultant of the mean values of the output signals \( \varepsilon(t) \cos \phi \) and \( \varepsilon(t) \sin \phi \).] The first of these signals, the traverse error signal, is then used as input to a servoamplifier that controls the azimuth of the antenna axis, whereas the second is used as input to another servoamplifier that controls the elevation of that axis. The traverse and elevation signals are thereafter handled similarly. The commutated signal is sent through a low-pass filter in order to eliminate the 60-cycle ripple. The resultant signal goes into a servoamplifier with equalizing circuit having a transfer function (see Chap. 2).

\[
Y(p) = K_v \frac{T_1 p + 1}{T_2 p + 1},
\]

where \( p \) is the complex variable of the Laplace transform and

\[
\begin{align*}
T_1 &= 0.36 \text{ sec}, \\
T_2 &= 16 \text{ sec}, \\
K_v &= 80 \text{ sec}^{-1}.
\end{align*}
\]

(112)

(113)

The equalizer was chosen to have a large velocity-error constant \( K_v \) and to cut off rapidly above frequencies common in tracking. In Chap. 4 this was called "proportional-plus-integral control."

A current proportional to the output voltages is used to excite the traverse and elevation torque motors, which, in turn, precess a free-floating line-of-sight gyro. The rate of precession is proportional to the currents through the torque motors. Finally, the reflector is slave to the gyro. The servo that performs this task is so much faster than the equalizing circuit that for purposes of this calculation it can be assumed perfect. The net effect is to drive the output \( \theta_0 \), so that in terms of Laplace transforms (see Chap. 2)

\[
\mathcal{L}(\theta_0) = \frac{K_v(T_1 p + 1)}{p(T_2 p + 1)},
\]

(114)

where all proportionality constants have been absorbed in \( K_v \). When the system is in proper adjustment, there is no interaction between the elevation and traverse control systems. This permits us to limit the discussion to a single component of the error, the traverse component.

Let us begin our analysis with the received signal [Eq. (111)]. It is found in practice that \( |\varepsilon(t)| \) remains less than 0.05 and that the rms value of \( g \) is approximately 0.25. To a first approximation it is therefore pos-
sizable to neglect the cross-product term; the received signal can be written as
\[ s_1(t) = 1 + g(t) + \epsilon(t) \sin (2\pi f_s t + \phi). \] (115)

In discussing the behavior of the azimuth servomechanism we can set \( \phi = 0 \), provided we allow \( \epsilon(t) \) to assume positive and negative values; \( \epsilon \) is then, strictly speaking, the difference between the traverse input \( \theta_t \) and the traverse output \( \theta_o \). That is,
\[ \epsilon = \theta_t - \theta_o. \] (116)

The principal effect of the high-pass RC-coupling transformer on the signal \( s_1(t) \) of Eq. (115) is to remove the d-c term; its output is essentially
\[ s_2(t) = g(t) + (\theta_t - \theta_o) \sin 2\pi f_s t. \] (117)

It is convenient at this point to convert \( g, \theta_t, \) and \( \theta_o \) to angular mils. The conversion factor is determined by and varies inversely with the fractional modulation in signal intensity caused by moving the reflector axis a given angle away from the target.

The signal \( s_2(t) \) now goes through the commutator, which converts it to
\[ s_3(t) = [g(t) + (\theta_t - \theta_o) \sin 2\pi f_s t] 2 \sin 2\pi f_s t \]
\[ = 2g(t) \sin 2\pi f_s t + (\theta_t - \theta_o) - (\theta_t - \theta_o) \cos 4\pi f_s t. \] (118)

This commutated signal is then sent through a low-pass filter which eliminates the 60-cycle ripple term \( (\theta_t - \theta_o) \cos 4\pi f_s t \). The low-pass filter has no effect on \( (\theta_t - \theta_o) \), since most of the spectrum of \( (\theta_t - \theta_o) \) lies below 2 cps. In the case of \( 2g(t) \sin 2\pi f_s t \) it serves to attenuate that part of the spectral density which lies above 10 cps. Let us designate by \( \theta^N(t) \) that part of the filter output due to the input \( 2g(t) \sin 2\pi f_s t \). The net effect of the low-pass filter is then to change the commutated signal \( s_3(t) \) into
\[ s_4(t) = \theta^N + (\theta_t - \theta_o). \] (119)

This signal is the input to the network with transfer function given by Eq. (114). Therefore
\[ \mathcal{L}(\theta_o) = \frac{K_v(T_1 \beta + 1)}{p(Tzp + 1)} \mathcal{L}(\theta^N + \theta_t - \theta_o). \] (120)

Rearrangement of Eq. (120) gives
\[ \mathcal{L}(\epsilon) = \frac{\mathcal{L}(\theta_t) - \frac{K_v(T_1 \beta + 1)}{p(Tzp + 1)} \mathcal{L}(\theta^N)}{1 + \frac{K_v(T_1 \beta + 1)}{p(Tzp + 1)}}. \] (121)

We are now in a position to apply the theory developed in Sec. 6-9.
In terms of the quantities in Eq. (105), we have
\[
\begin{align*}
\begin{cases}
    u = \theta_t, \\
v = \theta_N,
\end{cases}
\end{align*}
\]
Output = \epsilon,
(122)

\[
\begin{align*}
Y_1(2\pi jf) &= \frac{T_1 2\pi jf + 1)2\pi jf}{T_1(2\pi jf)^2 + (1 + K_0 T_1)2\pi jf + K_0}, \\
Y_2(2\pi jf) &= \frac{K_0(2\pi jf)^2 + (1 + K_0 T_1)2\pi jf + K_0}{T_1(2\pi jf)^2 + (1 + K_0 T_1)2\pi jf + K_0}.
\end{align*}
\]
(123)

Spectral Densities of the Input and Noise.—In general, the trajectory of the airplane has zero correlation with the fading, which is caused by fluctuations in the airplane reflection coefficient due to the erratic part of the plane's motion. For this reason the function \( G_{w_0}(f) = G_{w_0}(-f) \) vanishes identically.

When consideration is limited, as it is here, to a plane flying a radial course, the only source of error is the fading itself. The input angle \( \theta_t \) is a constant; we may take it to be unity, and
\[
G_u(f) = 2\delta(f).
\]
(124)

As \( Y_1(2\pi jf) \) contains \( f \) as a factor, the quantity \(|Y_1(2\pi jf)|^2 G_u(f)\) vanishes identically. The error spectrum \( G_e(f) \) consequently reduces to
\[
G_e(f) = |Y_2(2\pi jf)|^2 G_v(f).
\]
(125)

There remains the determination of \( G_v(f) \). Since \( v = \theta_N(t) \) was obtained by sending the signal \( 2g(t) \sin 2\pi j,t \) through the low-pass filter, we shall first obtain the autocorrelation function and then the spectral density for the function \( 2g(t) \sin 2\pi j,t \). As we have seen
\[
R(\tau) = 4g(t)g(t + \tau) \sin 2\pi j,t \sin 2\pi j,(t + \tau).
\]
(126)

Since the fading is independent of the position of the beam in a scan, a particular time series \( g(t) \) is associated in the ensemble with all possible phases of the commutator. Hence all traverse error signals \( 2g(t) \sin 2\pi j,t \), differing only by a translation in time of \( g(t) \) or a translation in phase \( \phi \) of the commutator, are equally likely. We therefore replace Eq. (126) by
\[
R(\tau) = \overline{4g(t)g(t + \tau) \sin (2\pi j,t + \phi)} \sin [2\pi j,(t + \tau) + \phi].
\]
(127)

Averaging the sinusoidal factor over all possible commutator phases gives
\[
\frac{1}{2\pi} \int_0^{2\pi} d\phi \sin (2\pi j,t + \phi) \sin [2\pi j,(t + \tau) + \phi] = \frac{1}{2} \cos 2\pi j,t.\tau.
\]
(128)

It follows that
\[
R(\tau) = \overline{\cos 2\pi j,t \phi(t)g(t + \tau)} = 2(\cos 2\pi j,t) R_\phi(\tau).
\]
(129)
The normalized autocorrelation function
\[
\rho_\phi(\tau) = \frac{R_\phi(\tau)}{R_\phi(0)},
\]
com-
computed from the fading record of Fig. 6.1, is shown in Fig. 6.2. Figure 6.3 gives the normalized spectral density $S_{\varphi}(f)$ of $g(t)$, computed as the Fourier transform of $2\rho_\varphi(t)$. It is a simple matter to go from the Fourier transform of $\rho_\varphi(t)$ to that of $\rho_\varphi(t) \cos 2\pi f_\ast t$, which is, of course, the normalized spectral density of $2g(t) \sin 2\pi f_\ast t$; this is easily shown to be

$$S(f) = \frac{1}{2}[S_{\varphi}(f - f_\ast) + S_{\varphi}(f + f_\ast)].$$

(130)

The normalized spectral density of the commutated fading record is plotted in Fig. 6.5; it is quite flat out to about 10 cps, after which it rises to a double peak.

In order to obtain $G_\ast(f)$ we must multiply $S(f)$ by

$$R(0) = 2R_\varphi(0) = 212 \text{ mil}^2$$

(131)

and by the square of the absolute value of the transfer function of the low-pass filter. The latter will not affect the low frequencies but will attenuate the higher frequencies, flattening out the peaks in Fig. 6.5. It will therefore be satisfactory to approximate $G_\ast(f)$ as a constant equal to $G_\ast(0)$ for frequencies up to 5 cps; beyond this it does not matter since the servoamplifier is insensitive to frequencies above about 5 cps. We therefore set

$$G_\ast(f) = (0.0030)(212) = 0.636 \text{ mil}^2 \text{ sec.}$$

(132)

The final equation for $G_\ast(f)$ is

$$G_\ast(f) = \left| \frac{K_\ast(T_1 2\pi f + 1)}{T_2 (2\pi f)^2 + (1 + K_\ast T_1) 2\pi f + K_\ast} \right|^2 G_\ast(0).$$

(133)
The normalized error spectral density $S_\varepsilon(f) = G_\varepsilon(f)/\int_0^\infty G_\varepsilon(f) \, df$ is plotted in Fig. 6-6 for special choice of constants given in Eq. (113).

![Fig. 6-6. Theoretical normalized spectral density of the tracking error.](image)

By means of the integration tables in the appendix (see Sec. 7-6), it is easy to show for these constant values that

$$\int_0^\infty df \, G_\varepsilon(f) = 0.703 \text{ mil}^2. \quad (134)$$

The normalized autocorrelation function can be computed from $S_\varepsilon(f)$ by means of Eq. (75). The computed normalized function is, for the choice of constants given in Eq. (113),

$$\rho(\tau) = e^{-0.92|\tau|} \left( \cos 2\tau + 0.106 \sin 2|\tau| \right). \quad (135)$$

Equation (135), which is the final result of this theoretical argument, is plotted in Fig. 6-7 along with an experimentally obtained normalized autocorrelation function of the traverse tracking error for a receding plane. The experimental data from which the latter was obtained are shown in Fig. 6-8. The theoretical rms error was 0.84 mil, and the experimental value was 1.04 mil. The close correspondence between theory and experiment gives a good indication of the reliability of the method.
Fig. 6.7.—Theoretical and experimental normalized autocorrelation functions of traverse tracking error.

Fig. 6.8.—Traverse tracking data, outgoing radial course.
in predicting the behavior of a servomechanism with given design constants. It will be the purpose of the remaining chapters in this book to exploit these ideas further in developing design criteria for servomechanisms.

6-11. Purely Random Processes.—A stationary random process having a constant spectrum is called a purely random process. In finding the output of a servomechanism with a noise input it is often convenient to treat the noise as though it were a purely random process. This can be done because the noise usually has a flat spectrum that extends far beyond the cutoff frequency of the servomechanism; the change in amplitude at the high frequencies does not affect the output of the device. This was the case in the example treated in the last section. It is evident, however, that no such noise can ever be found in nature, since the average power of a purely random process \( \int_0^\infty df G(f) \) is infinite. It will be instructive to determine some of the other properties of purely random processes.

A constant spectrum can be obtained as a limit from a variety of processes. A case in point is a modification of the stationary random process described by Eq. (1).

Let

\[
y_n(t) = a_n, \quad (n + s)\Delta \leq t < (n + 1 + s)\Delta, \quad n = 0, \pm 1, \pm 2, \ldots, \\
\Delta > 0,
\]

where (1) \( a_n = \pm \sqrt{N/2\Delta} \) with equal likelihood; (2) \( a_n \) is independent of \( a_m \) for \( m \neq n \); and (3) for each set of \( a_n \)'s, the probability that \( s \) lies in any region within the interval \( (0, \Delta) \) is proportional to the length of that region. Following the argument by which Eq. (41) was obtained, one can easily derive

\[
R_\Delta(\tau) = \frac{N}{2\Delta} \left(1 - \frac{|\tau|}{\Delta}\right) \quad \text{for } |\tau| \leq \Delta,
\]

\[
= 0 \quad \text{elsewhere.}
\]

As before, the spectral density can be obtained by means of Eqs. (76):

\[
G_\Delta(f) = N \left(\frac{\sin \pi f \Delta}{\pi f \Delta}\right)^2.
\]

Passing to the limit as \( \Delta \to 0 \), one has

\[
G_0(f) = \lim_{\Delta \to 0} G_\Delta(f) = N.
\]

The limiting process is thus a purely random process.

As \( \Delta \) approaches zero, the autocorrelation functions \( R_\Delta(\tau) \) approach
a delta function. Since the area under each curve $R_{\Delta}(\tau)$ is equal to $N/2$, this must be true of the limit curve. Thus

$$R(\tau) = \lim_{\Delta \to 0} R_{\Delta}(\tau) = \frac{N}{2} \delta(\tau).$$

(140)

If the relation in Eqs. (76) is to remain valid, this must certainly be the case.

Finally, the member functions of the process of Eq. (136) become increasingly wild as $\Delta$ approaches zero. In the limit the functions are made up of an infinitely dense sequence of independent delta functions; the values of the functions at any two different times are completely uncorrelated. Hence in the limit

$$P_2(y_1, y_2, \tau) = P_1(y_1)P_1(y_2) \quad \text{for } \tau \neq 0.$$ (141)

If purely random noise of constant spectral amplitude $N$ is sent through a linear mechanism with transfer function $Y(2\pi f)$, then the output spectrum will be, by Eq. (93),

$$G_o(f) = N|Y(2\pi f)|^2.$$ (142)

If $W(t)$ is the weighting function corresponding to $Y(2\pi f)$ [Eq. (102)], then by Eq. (99) the output autocorrelation function is

$$R_o(\tau) = \frac{N}{2} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dr W(s)\delta(\tau + s - r)W(r)$$

$$= \frac{N}{2} \int_{-\infty}^{\infty} ds W(s)W(\tau + s).$$ (143)

Consideration of this expression suggests another example of a purely random process. Since $W(t)$ is the response of the mechanism to a single impulse, one can easily show by direct calculation that Eq. (143) is the autocorrelation function of the output when the input consists of any sequence of independent delta functions having a zero average value, a mean-square value of $N/(2\beta)$, and a random distribution in time with density $\beta$. Furthermore, any stationary random-process input that gives an output with autocorrelation function that of Eq. (143), whatever the form of the weighting functions, must have a constant spectrum. Hence another example of a purely random process can be defined as follows:

$$y(t) = \sum a_n \delta(t - t_n),$$ (144)

where the $a_n$'s are independent random variables all having the same distribution with zero mean and the intervals $(t_n - t_{n-1})$ are likewise independent random variables all having the same distribution with
mean value $1/\beta$. If $\tilde{a}^2 = N/(2\beta)$, then the spectral density will have the constant value $N$. The corresponding output of a linear mechanism will be

$$z(t) = \sum a_n W(t - t_n).$$  \hspace{1cm} (145)

A purely random series is defined analogously as a stationary random series having a constant spectrum. Any such series can be represented by

$$y_n = a_n, \quad n = 0, \pm 1, \pm 2, \cdots,$$  \hspace{1cm} (146)

where the $n$'s are independent random variables all having the same distribution, with

$$\tilde{a} = 0, \quad \tilde{a}^2 = \frac{N}{2T},$$  \hspace{1cm} (147)

$T$, being the time between successive values of $n$ (the repetition interval). It is clear that in this case

$$R(m) = \frac{N}{2T}, \quad \text{for } m = 0, \left\{ \begin{array}{c}
\text{for } m \neq 0.
\end{array} \right.$$  \hspace{1cm} (148)

The spectrum obtained by means of Eq. (91) is simply

$$G(f) = N.$$  \hspace{1cm} (149)

The series produced by the coin flippers (Sec. 6.2) is an example of a purely random series.

6.12. A Typical Servomechanism Input.—This section will be devoted to an example of a servomechanism input that is appropriate for an automatic-tracking radar system. This example has been used in the following chapters. An automatic-tracking radar system is required to track all aircraft traveling through a hemisphere, say of radius 20,000 yd, about the system. As a first approximation, one may treat the angular rate of the airplane as constant through extended intervals, with abrupt changes from one value to another value independent of the first, etc. The angular displacement about the tracking system would then vary as indicated in Fig. 6.9a. The changes in angular velocity might correspond to the maneuvers of the aircraft. This type of input should not be confused with an input having a constant angular rate through extended intervals, with the changes in rate random and independent; in our example it is the rates themselves that are random and independent.

A better approximation than that of Fig. 6.9a to the trajectory of a maneuvering aircraft could be obtained by rounding off the corners so that within each interval the angular rate of the aircraft approaches a
constant value asymptotically, with exponential decay of the difference. Such a trajectory is shown in Fig. 6.9b. If \( y(t) \) is the first-mentioned trajectory, then the smoothed trajectory will be

\[
z(t) = \nu \int_0^\infty ds y(t - s)e^{-\nu s}, \tag{150}
\]

where \( \nu \) is the reciprocal of the time constant for the exponential decay. The weighting function \( W(t) = \nu e^{-\nu t} \) has for its transfer function

\[
Y(2\pi f) = \frac{\nu}{\nu^2 + (2\pi f)^2}. \tag{152}
\]

If \( G_y(f) \) is the spectral density of \( y \), the spectral density of \( z \) will then be [Eq. (93)]

\[
G_z(f) = \frac{\nu^2}{\nu^2 + (2\pi f)^2} G_y(f). \tag{153}
\]

Our problem is therefore to determine the spectrum of \( y \). Unfortunately, the function \( y \) wanders without bound in the course of its history and cannot be considered as a member of a stationary random process. On the other hand, \( x \), which will be designated by \( x \), does belong to a stationary process; it is plotted in Fig. 6.9c. The function \( x(t) \) is of constant value over successive intervals, and its values over any two intervals are independent but have the same distribution. We shall proceed to determine the autocorrelation function and then the spectral density for \( x \).

A precise definition of the stationary random process follows:

\[
x(t) = a_n, \quad \text{for } t_n \leq t < t_{n+1}, \quad n = 0, \pm 1, \pm 2, \ldots, \tag{154}
\]

where the \( a_n \)'s are independent random variables having the same distribution and the interval lengths

\[
(t_{n+1} - t_n) = l_n \tag{155}
\]
are likewise independent random variables having the same probability
distribution \( H(l) \).

The times \( t_{-2}, t_{-1}, t_0, t_1, t_2, \ldots \), may, for example, have the
Poisson distribution of shots on a line. In Poisson's problem each shot
is independently placed on the line until the resultant set has a mean
density of \( \beta \) shots per unit length \( t \). The probability that any given
interval of length \( \Delta \) contains a shot of the set is approximately \( \beta \Delta \); the
probability that this interval does not contain a shot is \( (1 - \beta \Delta) \). These
expressions become exact as \( \Delta \to 0 \). To determine \( H(l) \) in this case we
start at an arbitrary shot and determine the probability that the closest
shot lies within an interval \( \Delta \) at a distance \( l \) to the right. Subdividing
the interval of length \( l \) into subintervals of lengths \( \Delta \), it follows that the probability
of no shot lying within any of the first \( \lfloor (l/\Delta) - 1 \rfloor \)-subintervals
is \( (1 - \beta \Delta)^{(l/\Delta)-1} \), whereas the probability of a shot lying within the last
subinterval is \( \beta \Delta \). Hence the probability that both of these conditions
are fulfilled is

\[
H(l) = \left(1 - \beta \Delta \right)^{(l/\Delta)-1} \beta \Delta. \tag{156}
\]

Passing to the limit as \( \Delta = dl \) approaches zero, one obtains for the Poisson
distribution

\[
H(l) \, dl = \beta e^{-\beta l} \, dl. \tag{157}
\]

In order to determine the autocorrelation function it is necessary to
know the probability \( Q(\tau) \) that \( x(t) \) and \( x(t + \tau) \) lie in the same defining
interval. The probability \( Q(\tau) \) is equal to the sum over intervals of all
lengths of the probability that \( t \) is in an interval of length between \( l \)
and \( l + dl \) multiplied by the probability that this interval includes both
\( t \) and \( t + \tau \). The probability that an arbitrary point \( t \) lies in an interval
of length between \( l \) and \( l + dl \) can be found as follows. Consider a long
section of the time axis containing, say, \( K \) intervals. The total number of
intervals in this section having lengths between \( l \) and \( l + dl \) is \( K \Delta \) \( dl \),
and their aggregate length is \( lK \Delta \) \( dl \). The total length of the section
is \( K \int_0^\infty dl \, lH(l) \). The desired probability is equal to that fraction of
the section filled with intervals of length between \( l \) and \( l + dl \):

\[
\frac{l}{l} H(l) \, dl, \tag{158}
\]

where

\[
l = \int_0^\infty dl \, lH(l) \tag{159}
\]

is the average interval length. The probability that an arbitrary interval
of length \( l \) contains both \( t \) and \( t + \tau \) is \( (1 - \tau/l) \), if \( \tau < l \). It follows that

\[
Q(\tau) = \int_\tau^\infty \, dl \, \frac{l}{l} H(l) \left(1 - \frac{\tau}{l}\right). \tag{160}
\]
For the case of the Poisson distribution
\[ \bar{l} = \frac{1}{\beta} \quad \text{and} \quad Q(\tau) = e^{-\beta |\tau|}. \] (161)

It is now an easy matter to determine the autocorrelation function for \( x \). For a given function of the ensemble
\[ x(t)x(t + \tau) = a_n^2 \quad \text{or} \quad a_na_{n+k}, \] (162)
according as \( t \) and \( t + \tau \) lie in the same interval or in two different intervals. For a given distribution of \( t_n \)’s we first average over the \( a_n \)’s. Because \( a_n \) is independent of \( a_{n+k} \), we get \( \bar{a}^2 \) or \( \bar{a}^2 \) respectively for the above cases. Since the probability that \( t \) and \( t + \tau \) lie in the same interval is just \( Q(\tau) \), averaging over all distributions of the \( t_n \)’s gives
\[ R(\tau) = \frac{\bar{x}(t)x(t + \tau)}{\bar{x}(t)x(t + \tau)} = \bar{a}^2Q(\tau) + a^2[1 - Q(\tau)]. \] (163)

The spectrum can now be computed by means of Eq. (76a):
\[ G_x(f) = 4(\bar{a}^2 - \bar{a}^2) \int_0^\infty d\tau Q(\tau) \cos 2\pi fr + 2\bar{a}^2\delta(f). \] (164)

If \( H \) rather than \( Q \) is given, the integral on the right of Eq. (164) can be expressed as
\[ \int_0^\infty d\tau \cos 2\pi fr = \int_0^\infty d\tau \int_0^\infty dl \frac{(l - \tau)}{l} H(l) \cos 2\pi fr, \] (165)
\[ = \frac{1}{l} \int_0^\infty dl H(l) \frac{(1 - \cos 2\pi fl)}{(2\pi f)^2}. \]

Setting
\[ \Omega(f) = \int_0^\infty dl H(l) \cos 2\pi fl, \] (166)
this becomes
\[ \int_0^\infty d\tau Q(\tau) \cos 2\pi fr = \frac{1 - \Omega(f)}{(2\pi f)^2} \frac{\beta^2}{\beta^2 + (2\pi f)^2}. \] (167)

In the case of the Poisson distribution of points \((t_n)\), with \( \bar{a} = 0 \), we obtain
\[ \Omega(f) = \frac{\beta^2}{\beta^2 + (2\pi f)^2}. \] (168)

Substitution of this into Eqs. (164) and (167) gives
\[ G_x(f) = \bar{a}^2 \frac{4\beta}{\beta^2 + (2\pi f)^2}, \] (169)
in agreement with Eq. (78).
The stationary random process described by Eq. (1) is another special case of the process described by Eq. (154). In this case

\[ H(l) = \delta(l - 1), \quad \tilde{a} = \frac{1}{2}, \quad \tilde{a}^2 = \frac{1}{2}. \]  

(170)

The reader can readily verify that in this case the continuous part of Eq. (164) checks with Eq. (70).

In order to apply Eq. (169) in an aircraft example it will be necessary to have values for \( \beta \) and \( \tilde{a}^2 \). Under present conditions \( \beta^{-1} \), the average duration of a straight run by an attacking plane may range from 10 to 30 sec. An estimate of \( \tilde{a}^2 \) has been made by considering the distribution of angular velocities for all straight-line paths in a plane traversed at 150 yd/sec. Only those paths were considered for which the minimum distance to the origin was less than 1500 yd; for these paths only that part from 9000 yd before crossover to 9000 yd after crossover was used. Any part of a path in which the angular velocity exceeded \( \frac{1}{2} \) radian/sec was omitted. Aside from these restrictions, portions of paths included in like areas in the plane were weighted equally. The resulting probability distribution \( M(\theta) \) is plotted in Fig. 6·10. For this distribution the mean-square angular velocity \( \tilde{a}^2 \) is \( 2.62 \times 10^3 \) (mils/sec)^2; the rms angular velocity is 51 mils/sec.

\[ Crossover \ is \ that \ point \ on \ a \ straight-line \ path \ for \ which \ the \ distance \ to \ the \ origin \ is \ a \ minimum. \]
6.13. Potentiometer Noise.—It sometimes happens that the input to a servo is a voltage determined by a potentiometer setting; for instance, the automatic-tracking radar system output may drive a potentiometer, the output voltage of which is used as the input to a computer servomechanism. The transmitted voltage would be a faithful reproduction of the tracking-servo output if it were not for the finite granulation of the potentiometer, which introduces into a signal the type of noise that will be considered in this section.

We shall suppose that the input to the tracking servomechanism is the input discussed in the previous section and that the errors in following by the tracking servomechanism are negligible compared with the potentiometer resolution; the input to the potentiometer will then be precisely the original tracking-servomechanism input.

It will be convenient to make a few idealizations which will not appreciably affect the results. In the first place, since the input is unbounded, let us suppose that the potentiometer is an infinite helical potentiometer. Let us suppose further that the winding steps are uniformly \( \Delta \) mils apart and that when the velocity of the input is \( a \) mils/sec, the potentiometer output differs from the input by a sinusoid of frequency \( a/\Delta \) cps and amplitude \( \Delta/2 \) mils.

The potentiometer input has already been discussed in the previous section. Its velocity, given by Eq. (154), assumes independent constant values over a sequence of intervals. Let the probability distribution for these angular velocities be denoted by \( M(a) \) and let

\[
\tilde{a} = 0. \tag{171}
\]

The potentiometer output will be the original input plus sections of sinusoids, all of amplitude \( \Delta/2 \). In fact, if \( \theta_i \) is the original input, then the noise term in the output will be precisely

\[
z(t) = \frac{\Delta}{2} \sin 2\pi \frac{\theta_i}{\Delta}. \tag{172}
\]

The functions \( z(t) \) constitute a stationary random process. It is evident that the phases of adjacent segments of sinusoids are related, since \( z \) is continuous. For intervals long compared with the sinusoid period \( \Delta/a \), this correlation of phases will have little effect; therefore in obtaining the autocorrelation function we shall assume that the phases of adjoining sinusoidal segments are independent.

The autocorrelation function of the noise is the ensemble average of

\[
z(t)z(t + \tau) = \frac{\Delta^2}{4} \sin (2\pi f_1 t + \phi_1) \sin [2\pi f_2(t + \tau) + \phi_2]. \tag{173}
\]

Here \( \phi_1 = \phi_2 \) and \( f_1 = f_2 = a/\Delta \) if \( t \) and \( t + \tau \) are in the same segment, and \( f_1 \) is independent of \( f_2 \) and \( \phi_1 \) is independent of \( \phi_2 \) if \( t \) and \( t + \tau \) lie in
different segments. Cases for which \( t \) and \( t + \tau \) lie in different segments do not contribute to the autocorrelation function as one sees by averaging \( \phi_1 \) and \( \phi_2 \) independently. When \( t \) and \( t + \tau \) lie in the same segment, one can average over all phases \( \phi \) for a given frequency \( f = f_1 = f_2 \) to get

\[
(\Delta^3/8) \int_{-\infty}^{\infty} df \, M(\Delta f) \cos 2\pi fr.
\]

To obtain the autocorrelation function this must now be multiplied by the probability that \( t \) and \( t + \tau \) lie in the same interval:

\[
R(\tau) = \frac{\Delta^3}{8} Q(\tau) \int_{-\infty}^{\infty} df \, M(\Delta f) \cos 2\pi fr,
\]

(174)

where \( Q \) is defined as in Eq. (160).

We can now obtain the spectral density by applying Eqs. (76):

\[
G_z(f) = 4 \int_0^{\infty} d\tau \cos 2\pi fr \left[ \frac{\Delta^3}{8} Q(\tau) \int_{-\infty}^{\infty} df \, M(\Delta f) \cos 2\pi fr \right].
\]

(175)

This can be rewritten as

\[
G_z(f) = \frac{\Delta^3}{4} \int_{-\infty}^{\infty} d\tau \, e^{-2\pi i \tau} Q(\tau) \left[ \int_{-\infty}^{\infty} df \, M(\Delta f) \cos 2\pi fr \right].
\]

(176)

The function \( G_z(f) \) is the Fourier transform of the product of two functions and is therefore equal to the convolution of their transforms. The proof of this statement is similar to that of the convolution theorem for the Laplace transform given in Chap. 2. If we now assume \( M(\Delta f) \) to be an even function, then

\[
M(\Delta f) = \int_{-\infty}^{\infty} d\tau \, e^{-2\pi i \tau} \int_{-\infty}^{\infty} df \, M(\Delta f) \cos 2\pi fr.
\]

(177)

We thus find

\[
G_z(f) = \frac{\Delta^3}{2} \int_{-\infty}^{\infty} ds \, K(s) \, M[\Delta(f - s)],
\]

(178)

where

\[
K(f) = \int_0^{\infty} d\tau \, Q(\tau) \cos 2\pi fr.
\]

(179)

For purposes of illustration, let us suppose that (1) the potentiometer is wound in steps of \( \Delta = 1 \) mil, (2) the probability distribution of angular velocities \( M(\bar{\theta}) \) is the distribution plotted in Fig. 6-10, and (3) the set of points where a change in velocity of the input occurs is the Poisson distribution of shots on a line. As we have seen in the previous section, \( Q(\tau) = e^{-\beta |\tau|} \), where \( \beta \) is the mean density of shots. It follows that

\[
K(f) = \frac{\beta}{\beta^2 + (2\pi f)^2}.
\]

(180)
Applying Eq. (178), we see that \( G_z(f) \) is a weighted average of \( M(\Delta f) \). The total weight for this averaging process is

\[
\int_{-\infty}^{\infty} df K(f) = \frac{1}{2},
\]

(181)

If \( \beta = 0.1 \text{ sec}^{-1} \), \( K(f) \) attenuates very rapidly; in fact half of its area is in a frequency band of 0.032 cps about the origin. Hence its action as a weighting function on \( M(\Delta f) \) is much like that of a delta function when \( \Delta \) is less than 1 mil. For such \( \Delta \),

\[
G_z(f) \approx \frac{\Delta^3}{4} M(\Delta f).
\]

(182)

For \( \Delta = 1 \text{ mil} \), the distribution function \( M(\Delta f) \) is sufficiently flat, for frequencies less than 5 cps, for \( G_z(f) \) to be treated as a spectral density of a purely random process in servomechanism problems (see Sec. 6.11).

In order to complete this study of potentiometer noise it will be necessary to compute the cross-correlation function. In the usual servomechanism application the error depends on the noise and the derivative of the input signal. (See, for instance, the example of Sec. 6.10.) It will therefore be sufficient to find the cross-correlation function between the derivative of the input and the noise. This has the advantage of enabling us to work with stationary random processes.

The derivative of the input, \( \theta_i \), has been carefully defined in Eq. (154). For purposes of the present calculation we must be equally precise about \( \theta_i \) itself. In order that \( z(t) \) be a stationary random process it is necessary that all possible functions \( z(t) \) be represented in the ensemble. This will be so if to a definite \( \theta_i \), defined by a given set of constants \( \ldots, a_{-1}, a_0, a_1, a_2, \ldots \) and a given sequence of times \( t_{-1}, t_0, t_1, t_2, \ldots \), there corresponds a set of inputs \( \theta_i \) defined by

\[
\theta_i(t) = \int_0^t ds \, \theta_i(s) + \phi,
\]

(183)

where the "phase angle" \( \phi \) takes on all of the values in the interval \((0, \Delta)\) with equal likelihood.

The cross-correlation function is the ensemble average of the quantities

\[
z(t)\theta_i(t + \tau) = \frac{\Delta}{2} \left( \sin 2\pi \frac{\theta_i}{\Delta} \right) \theta_i(t + \tau).
\]

(184)

If one averages over all inputs \( \theta_i \) that correspond to a definite \( \theta_i \), that is, over all phase angles \( \phi \), it is clear that the average will vanish. The ensemble average is then the average of this zero average over all possible \( \theta_i \); the cross-correlation function therefore vanishes identically.
different segments. Cases for which \( t \) and \( t + \tau \) lie in different segments do not contribute to the autocorrelation function as one sees by averaging \( \phi_1 \) and \( \phi_2 \) independently. When \( t \) and \( t + \tau \) lie in the same segment, one can average over all phases \( \phi \) for a given frequency \( f = f_1 = f_2 \) to get \((\Delta^2/8) \cos 2\pi f \tau\). Averaging over all frequencies then gives

\[
(\Delta^2/8) \int_{-\infty}^{\infty} df \ M(\Delta f) \cos 2\pi f \tau.
\]

To obtain the autocorrelation function this must now be multiplied by the probability that \( t \) and \( t + \tau \) lie in the same interval:

\[
R(\tau) = \frac{\Delta^2}{8} Q(\tau) \int_{-\infty}^{\infty} df \ M(\Delta f) \cos 2\pi f \tau,
\]

where \( Q \) is defined as in Eq. (160).

We can now obtain the spectral density by applying Eqs. (76):

\[
G_s(f) = 4 \int_0^\infty d\tau \cos 2\pi f \tau \left[ \frac{\Delta^2}{8} Q(\tau) \int_{-\infty}^{\infty} df \ M(\Delta f) \cos 2\pi f \tau \right].
\]

This can be rewritten as

\[
G_s(f) = \frac{\Delta^2}{4} \int_{-\infty}^{\infty} d\tau \ e^{-2\pi i f \tau} Q(\tau) \left[ \int_{-\infty}^{\infty} df \ M(\Delta f) \cos 2\pi f \tau \right].
\]

The function \( G_s(f) \) is the Fourier transform of the product of two functions and is therefore equal to the convolution of their transforms. The proof of this statement is similar to that of the convolution theorem for the Laplace transform given in Chap. 2. If we now assume \( M(\Delta f) \) to be an even function, then

\[
M(\Delta f) = \int_{-\infty}^{\infty} d\tau \ e^{-2\pi i f \tau} \int_{-\infty}^{\infty} df \ M(\Delta f) \cos 2\pi f \tau.
\]

We thus find

\[
G_s(f) = \frac{\Delta^2}{2} \int_{-\infty}^{\infty} ds \ K(s) \ M(\Delta(f - s)),
\]

where

\[
K(f) = \int_0^\infty d\tau \ Q(\tau) \cos 2\pi f \tau.
\]

For purposes of illustration, let us suppose that (1) the potentiometer is wound in steps of \( \Delta = 1 \) mil, (2) the probability distribution of angular velocities \( M(\theta) \) is the distribution plotted in Fig. 6.10, and (3) the set of points where a change in velocity of the input occurs is the Poisson distribution of shots on a line. As we have seen in the previous section, \( Q(\tau) = e^{-|\beta|\tau} \), where \( \beta \) is the mean density of shots. It follows that

\[
K(f) = \frac{\beta}{\beta^2 + (2\pi f)^2}.
\]
We now come to the question of what kind of output is desirable for the servo. If it were not for the presence of uncontrolled disturbances in the input, our goal would be to make the output follow the input perfectly. In the presence of these disturbances, however, perfect following of the input involves at least good, if not perfect, following of the noise. It is apparent that a compromise must be made between faithfully following the input signal and ignoring the noise.

Since a compromise must be made, it is necessary that we have a criterion of goodness or figure of merit for any given design. In order to be of use, such a figure of merit must be in reasonable accord with practical requirements, it must be of general applicability, and it must not be difficult to apply. The wide variety of servo problems precludes a criterion of goodness that is universally applicable. Even when a criterion is not strictly applicable, design methods based upon it can often furnish useful information. A further requirement for the figure of merit is that it be unaffected by unlikely short-lived aberrations from the mean or shifts in the time axis; instead, it should be a measure of the average behavior of the servo. This is in accordance with the statistical nature of the actual input and of the noise. We shall here limit ourselves to a single figure of merit, the rms error in following. If \( \theta_i \) is the input signal to be followed, if \( \theta_o \) is the output, and if \( \epsilon = \theta_i - \theta_o \) is the error in following, then the rms error is \( \sqrt{\bar{e}^2} \), where

\[
\bar{e}^2 = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \epsilon^2(t). \tag{1}
\]

We shall consider that servo best which minimizes the rms error.

The rms figure of merit has been used in many types of problem. Its use in this chapter was inspired by N. Wiener's work on the extrapolation, interpolation, and smoothing of stationary time series.1 The idea of applying the integrated-square-error criterion to servo design has also been considered by A. C. Hall.2 One of the reasons for the wide usage of the rms criterion stems from its mathematical convenience; there is a highly developed body of mathematical knowledge that has been built around the notion of a mean-square value—the harmonic analysis described in Chap. 6.

The rms-error criterion weights the undesirability of an error according to the square of its magnitude, as indicated in Fig. 7-1a, and this independently of the time at which the error occurs. In general such a weighting is adequate whenever the undesirability of an error grows

---

with its magnitude. There are, however, cases where this weighting would not be suitable. If, for example, all sufficiently large errors were equally bad, it would be necessary to have a weighting similar to that shown in Fig. 7.1b. Nor is it always true that the undesirability of an error is independent of the time at which that error occurs. For instance, an error during a transition from one mode of operation to another may be more or less desirable than an error during a given mode of operation.\(^1\)

When applicable, a figure of merit such as the rms error is exceedingly useful. By means of it one can determine the “best” system possible under suitably restrictive conditions. Thus if the only limitation is that the system be a linear filter, one can find the best such filter by a method developed by Wiener.\(^2\) Even if such a filter cannot be realized in the form of a servo, it will still be of great interest to know how well the rms error of the realized servo approximates the rms error of the ideally best filter.

As we have seen, the servo must compromise between following the signal and smoothing out the noise. Furthermore, the output is always powered by a source external to the input. It is reasonable to ask why these two operations, smoothing and following with increased power, could not be done in series. That is, why not first send the input through a filter that separates the signal from the noise? If the only source of noise is in the input signal, this is indeed feasible. If, however, the disturbances arise in the loading or at an interior point of the servomechanism, then the smoothing must be done in the servo itself. There is still another difficulty with filtering the signal first. In practice there is a limit to the accuracy with which a filter can be made. In particular, if the input range is excessive, the output of the filter will not be sufficiently accurate. Nevertheless, wherever possible, it is well to purify the input by first sending it through a filter. Since the servo will in any case act as a filter, its characteristics will have to be taken into account in the prefiltering.

The design procedure to be described in this chapter is basically simple and straightforward. In practice it is difficult to realize a given

\(^1\) Transients can be treated in a manner similar to the procedure used for the mean-square error. In this case the integrated-square error in the transient is computed (see footnote on p. 314).

\(^2\) See Wiener, op. cit.
weighting function as an electrical network, to say nothing of realizing it as a servomechanism. It is much more practical to start with a servo of a given type having certain adjustable parameters. The mean-square error can then be computed as the integral of the error spectral density directly from integral tables. This mean-square error will, of course, depend on the adjustable parameters of the servo; the best servo of the given type is then determined by finding the parameter values that minimize the mean-square error.

It is worth remarking that the method proposed for finding the rms error does not involve solving for the roots of the characteristic equation of the differential equation describing the servo. As a result, this method has a great advantage over the familiar transient analysis approach, which requires the use of a differential analyzer to handle effectively problems that have characteristic equations of degree five or higher. Most of the discussion is concerned with reducing the error spectral density to a form suitable for the use of the integral tables. The error spectral density is first expressed as a function of the error-signal transfer function, the error-noise transfer function, and the elements of the signal-noise spectral-density matrix. Since the servo is a stable lumped-constant system, the transfer functions are rational functions of the frequency. Now use of the integral tables requires that the error spectral density be expressed as the sum of squares of absolute values of rational functions. This, in turn, requires that the elements of the spectral-density matrix be approximated by rational functions. It is shown in Sec. 7.4 that the spectral-density matrix elements can always be so approximated.

The use of the integration tables is straightforward, and there are standard procedures for minimizing the resulting expression with respect to the servo parameters. The method is illustrated by two servomechanisms, one of which was independently designed by experimental methods. The results of the theoretical and experimental procedures are in good agreement. A final section of the chapter is devoted to the method used in deriving the table of integrals.

Although the present discussion deals only with servomechanisms with a continuous flow of data, it will be evident to the reader that servomechanisms with pulsed data can be treated similarly. The necessary machinery for the discussion of pulsed servos has already been developed in Chaps. 5 and 6.1

It is well to add a word about the disadvantages of the method proposed in this chapter. In the first place, it is assumed that the mathematical representations of the different parts of the servo system are

1 In applying the rms-error criterion to the pulsed servo it is convenient to work with the complex variable \( z = e^{2\pi fT} \) on the unit circle rather than with the real variable \( f \) in the interval \(-1/2T, 1/2T\).
known. In practice it may be difficult to determine the constants required for such a representation. The steady-state analysis of Chap. 4 does not require a knowledge of these values, requiring instead only that measurements be made on the steady-state response of the system. Another difficulty lies in the fact that it is necessary to start with a proper type of equalizer. The steady-state design principles of Chap. 4 can be employed in the choice of a good type of equalizer; the rms-error analysis can then be used to make the final adjustments of the constants. Lastly, one might complain that this procedure works only with the rms error and furnishes no insight into what goes on in the mechanism when the equalizer and input parameters are varied. On the other hand there is nothing to prevent one from studying the decibel-log-frequency diagrams as a function of these parameters; this, in fact, has been done for two common servo types in Chap. 8.

7.2. Mathematical Formulation of the RMS Error.—In this section we shall obtain an expression for the rms error in terms of the transfer functions characterizing the servomechanism and the spectral densities characterizing the input signal and noise. We shall start with the assumption that the servomechanism is a linear filter and that the error can be represented as the sum of a linear operator acting on the input signal plus a linear operator acting on the noise. In symbols, this assumption takes the form

\[ \epsilon(t) = \int_{0}^{\infty} ds \theta_i(t - s)W_1(s) + \int_{0}^{\infty} ds \theta_N(t - s)W_2(s), \]  

(2)

where \( \theta_N(t) \) is the noise record and, as in Chap. 2, the \( W_i(t) \) \((i = 1, 2)\) are stable weighting functions satisfying the conditions.

\[ \begin{align*}
W_i(t) & = 0 \quad \text{for } t < 0, \\
\int_{0}^{\infty} dt |W_i(t)| & < \infty, \\
(\text{i} = 1, 2). 
\end{align*} \]  

(3)

This is the usual linear assumption; it will be valid provided that such nonlinear effects as saturation, backlash, and stiction are negligible, and provided that there is no interaction between input and noise. The two weighting functions \( W_1 \) and \( W_2 \) will generally be different and will depend on the way in which the input and noise enter the system. If the input and noise enter the system at the same point, then the output depends in the same way on both. In this case if \( W(t) \) is the weighting function for the over-all system, then

\[ \theta_0(t) = \int_{0}^{\infty} ds [\theta_i(t - s) + \theta_N(t - s)]W(s). \]  

(4)
It follows that
\[ \epsilon(t) = \theta_i(t) - \int_{0}^{\infty} ds \theta_i(t - s) W(s) - \int_{0}^{\infty} ds \theta_N(t - s) W(s). \]  
(5)

Hence, in this case,
\[ \begin{align*}
W_1(t) &= \delta(t) - W(t), \\
W_2(t) &= -W(t).
\end{align*} \]
(6)

If the servo is subject to a random load disturbance, then still a different relation will exist between \( W_1 \) and \( W_2 \).

We shall now make use of the harmonic analysis developed in Chap. 6. We set
\[ A_T(f) = \int_{-T}^{T} dt \, \epsilon(t)e^{-2\pi if t} \]
(7)
and similarly define \( B_T(f) \) and \( C_T(f) \) to be the Fourier transforms of \( \theta_i(t) \) and \( \theta_N(t) \), respectively, over the limited range \((-T,T)\). Then, as in Sec. 6.7, the spectral density of \( \epsilon \) is defined as
\[ G_{\epsilon}(f) = \lim_{T \to \infty} \frac{1}{T} |A_T(f)|^2. \]
(8)

Similar definitions hold for \( G_I(f) \) and \( G_N(f) \), the spectral densities of \( \theta_i \) and \( \theta_N \), respectively. The cross-spectral density is defined as
\[ G_{IN}(f) = \lim_{T \to \infty} \frac{1}{T} B_T^*(f)C_T(f), \]
(9)
from which it follows that
\[ G_{IN}(f) = G_{NI}^*(f) = G_{IN}^*(-f). \]
(10)

Finally the input-noise spectral-density matrix is defined as
\[ G(f) = \begin{pmatrix} G_I(f) & G_{IN}(f) \\ G_{NI}(f) & G_N(f) \end{pmatrix}. \]
(11)

It is evident that\(^1\)
\[ G(f) = \bar{G}^*(f) = G^*(-f). \]
(12)

It was shown in Sec. 6.7 that the mean-square value of the error can be computed as the integral of its spectral density over all nonnegative frequencies. Since the spectral density is an even function of frequency, we may write
\[ \bar{\epsilon}^2 = \frac{1}{2} \int_{0}^{\infty} df \, G_{\epsilon}(f). \]
(13)

Thus our problem is reduced to that of obtaining a suitable expression for the error spectral density.

\(^1\) The symbol \( \bar{G} \) denotes the transpose of the matrix \( G \).
Taking the Fourier transform of both sides of Eq. (2) with functions \( \theta_i \) and \( \theta_n \), which vanish outside the interval \((-T, T)\), we obtain, approximately,

\[
A_T(f) = Y_1(2\pijf)B_T(f) + Y_2(2\pijf)C_T(f).
\]  

(14)

Here the transfer functions \( Y_i \) are, of course, the Fourier transforms of the weighting functions \( W_i \):

\[
Y_i(2\pijf) = \int_0^\infty dt W_i(t) e^{-2\pi i ft}, \quad (i = 1, 2).
\]  

(15)

To obtain the error spectral density we need only take \( 1/T \) times the absolute value squared of \( A_T(f) \), given in Eq. (14):

\[
G_i(f) = \lim_{T \to \infty} \frac{1}{T} |Y_i(2\pijf)B_T(f) + Y_2(2\pijf)C_T(f)|^2.
\]  

(16)

This equation can be rewritten in terms of the elements of the spectral-density matrix as follows:

\[
G_i(f) = |Y_1(2\pijf)|^2 G_1(f) + |Y_2(2\pijf)|^2 G_N(f) + Y_2^*(2\pijf)G_{1N}(f)Y_2(2\pijf) + Y_1(2\pijf)G_{N1}(f)Y_2^*(2\pijf).
\]  

(17)

As shown in Sec. 6.9, this result can be derived by a more rigorous argument. It is worth remarking that for sufficiently large \( T \) the expression on the right-hand side of Eq. (16) approaches closely to \( G_i(f) \). Hence, Eq. (16) without the limit symbol can be used to compute \( G_i(f) \) when \( \theta_i \) and \( \theta_n \) are obtained experimentally.

Combining Eqs. (13) and (17), we now have an expression for the mean-square error in terms of the transfer functions, characterizing the servo system, and the elements of the input-noise spectral-density matrix, characterizing the inputs. The transfer functions will usually be related. For instance, \( Y_1 = 1 + Y_2 \), in accordance with Eq. (6), when the signal and the noise enter the system at the same point. Our next problem is to find the transfer functions that minimize the mean-square error, allowing, of course, for the interdependence of the \( Y_i \)'s.

It is interesting to see the physical significance of this minimization problem. The quantity on the right of Eq. (17), the integral of which we wish to minimize, weights the frequency-transfer functions at a given frequency. The integrated-square error can be given in a form similar to the mean-square error. Suppose, for instance, that the input and noise vanish for \( t < 0 \) and that their Laplace transforms are \( \Theta_I(p) \) and \( \Theta_N(p) \), respectively. Then

\[
\int_0^\infty dt |z(t)|^2 = \int_{-\infty}^\infty df \left| Y_1(2\pijf)\Theta_I(2\pijf) + Y_2(2\pijf)\Theta_N(2\pijf) \right|^2.
\]

The integrated-square error is a measure of the transient response if the input is, for example, a step function and noise is not present.
frequency according to the relative importance of that frequency in the signal and noise. This is precisely the kind of relation which is needed for a quantitative extension of the steady-state design methods of Chap. 4. Furthermore we have an experimental check on the reliability of Eq. (17), for in the example of Sec. 6.10 we were able to compare an experimentally obtained autocorrelation function with one determined by Eq. (17).

7.3. Nature of the Transfer Function.—In minimizing the rms error it is, of course, possible to seek the ideal transfer functions. This involves a rather long computation; even when one has determined the ideal transfer functions, there remains the difficult task of realizing them. In practice it is more convenient to choose a suitable type of filter with certain adjustable elements and then to determine the best possible adjustment of these elements. We shall therefore start with a given family of transfer functions and find that transfer function of this set which minimizes the mean-square error.

This filter will consist of a network of lumped elements, some of which are adjustable. Such a filter can always be represented by a differential equation of the form

$$A_0 \epsilon^{(n)} + A_1 \epsilon^{(n-1)} + \cdots + A_n \epsilon = B_0 \theta^{(m)} + B_1 \theta^{(m-1)} + \cdots + B_m \theta_i + C_0 \theta^{(l)} + C_1 \theta^{(l-1)} + \cdots + C_l \theta_N,$$

where $m, l \leq n$; $y^{(k)}$ denotes the $k$th derivative of $y$ with respect to time $t$. The numerical coefficients $A, B, C$ are all real and depend on the adjustable parameters. For any given servomechanism, each of the components can be represented by a differential equation with certain driving functions. By combining these equations one can eliminate all functions except $\epsilon, \theta_i, \theta_N$. The resulting differential equation will be of the form of Eq. (18). As shown in Chap. 2, the transfer functions for the weighting functions $W_1$ and $W_2$, described in the previous section, are

$$Y_1(2\pi f) = \left(\frac{\sum_{i=0}^{m} B_i (2\pi f)^{m-i}}{\sum_{i=0}^{n} A_i (2\pi f)^{n-i}}\right),$$

$$Y_2(2\pi f) = \left(\frac{\sum_{i=0}^{l} C_i (2\pi f)^{-i}}{\sum_{i=0}^{n} A_i (2\pi f)^{n-i}}\right).$$

If the performance of a filter is to be at all satisfactory, it must be stable. This, of course, is assured if the filter contains only passive ele-
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ments. The servo, on the other hand, is a special kind of filter, containing active elements and a feedback; it is therefore possible for a servo system to become unstable and oscillate. Whether or not the system is unstable will usually depend on the adjustment of certain quantities in the equalizer, such as the amplifier gain, and the magnitudes of certain of the resistances and capacitances. For some values of these parameters the system will oscillate, but for others it will not oscillate. The set of all values of the parameters for which the system does not oscillate will be called the region of stability.

As was shown in Chap. 2, the system will be stable if, and only if, the roots of the polynomial

\[ H(f) = \sum_{i=0}^{n} A_i (2\pi f)^{n-i} \]  

lie in the upper half plane. Now the roots are continuous functions of the coefficients \( A_k \) of \( H(f) \). Hence, as the coefficients are continuously varied, the system can go from a stable to an unstable state if, and only if, at least one root assumes a value on the real axis. Since the coefficients are continuous functions of the parameters, the above statement is likewise true of these parameters. It follows that in the space of parameters the region of stability will be bounded by those values of the parameters for which the roots of the polynomial \( H(f) \) lie on the real axis.

In the polynomial \( H(f), A_k, \) the coefficient of \( (2\pi f)^{n-k} \), is real. Consequently the roots of \( H(f) = 0 \) are symmetrically situated about the imaginary axis. That is, they are either pure imaginaries or occur in conjugate pairs of the type \( (jv \pm u) \), where \( v \) and \( u \) are real. If a root \( r_k \) lies on the real axis, there are two possibilities: Either \( r_k = 0 \), or there is a second real root \( r_i \) such that \( r_i = -r_k \). If \( r_k = 0 \), then the product of all roots will vanish and we will have \( A_n = 0 \). If \( r_k \) is real and nonzero, then the product of sums of all pairs of roots, \( \prod_{i<k} (r_i + r_k) \), will vanish.

It follows that the boundary of the region of stability is contained in the surface defined by

\[ A_n \prod_{i<k} (r_i + r_k) = 0. \]  

An explicit expression for this surface in terms of the coefficients of \( H(f) \) can be found by the methods of Sec. 7-9 [see Eqs. (104) and (105)].

Not all points on this surface are boundary points of the region of stability, since \( (r_i + r_k) \) can vanish without \( r_i \) being real. It remains to be determined which of the bounded regions are actually regions of stability. It is clear that either all points in each such bounded domain
correspond to stable states of the system or all points correspond to unstable states. The stability of each domain is therefore determined by the stability of a single point in that domain. Each domain can thus be tested at a single point by means of the Routh criterion or the Nyquist criterion (see Chap. 2).

7.4. Reduction of the Error Spectral Density to a Convenient Form.—As we have seen, the mean-square error can be expressed as the integral of the error spectral density. Our next step is to put \( G_e(f) \) into a form amenable to computation. We shall make use of Eq. (17), in which \( G_e(f) \) is given in terms of the transfer functions and the elements of the input-noise spectral-density matrix. Since we have limited ourselves to filters of lumped elements, the transfer functions will be of the form shown in Eq. (19); each \( Y \) is a rational function with poles in the upper half plane, symmetrically placed about the imaginary axis.\(^1\) It is therefore convenient and natural to attempt to express \( G_e(f) \) as the square of the absolute value of such a rational function in \( f \) or as the sum of such expressions. It will be shown in Sec. 7.6 that this is, in fact, a convenient form for the integration.

In many problems the elements of the spectral-density matrix will be known rational functions. In such cases it is relatively easy to bring \( G_e \) into the desired form. When, however, the matrix elements are not rational functions or are known only experimentally, approximations will be required in the treatment. We shall now discuss each of these cases in detail.

Reduction when the Elements of \( G \) Are Rational Functions.—Suppose first that the elements of the spectral-density matrix are rational functions. We shall show how to express \( G_e \) as a sum of terms, each of which is the absolute value squared of a rational function with all poles in the upper half plane, symmetrically placed about the imaginary axis.

Since \( G_e(f) \) is rational, it can be expressed as the product of two rational factors \( X_{11}(f) \) and \( Z_{11}(f) \) such that \( X_{11} \) has for its zeros and poles those of \( G_e \) in the upper half plane and \( Z_{11} \) has for its zeros and poles those of \( G_e \) in the lower half plane.

\[
G_e(f) = X_{11}(f)Z_{11}(f).
\] (22)

Since \( G_e(f) \) is real valued for real \( f \), both its zeros and poles must be symmetric in pairs with respect to the real axis; since it is an even function of \( f \), both its zeros and poles must be symmetrically placed about the imaginary axis. The zeros and poles of \( X_{11} \) will also be symmetrically placed about the imaginary axis. Furthermore, by properly choosing

\(^1\) The poles of \( Y \) will be symmetrically placed about the imaginary axis if, and only if, the coefficients \( A_i \) of \( H(f) \) [see Eq. (20)] are real valued.
constant factors one can write

$$X_{11}(f) = Z_{11}^*(f) = X_{11}^*(-f)$$

for real values of $f$. Then

$$G_1(f) = |X_{11}(f)|^2.$$  \hspace{1cm} (24)

Thus the first term of $G_*$, namely, $|Y_1(2\pi jf)|^2 G_1(f)$, has the desired form. Similarly, one can write

$$G_N(f) = |X_{22}(f)|^2,$$  \hspace{1cm} (25)

with the zeros and poles of $X_{22}$ in the upper half plane, symmetrically placed about the imaginary axis.

It remains to show that the last two terms of $G_*$, namely,

$$Y_1^*(2\pi jf) G_{1N}(f) Y_2(2\pi jf) + Y_1(2\pi jf) G_{N1}(f) Y_2^*(2\pi jf),$$

can be brought into the desired form. We shall treat these cross-spectral terms together. In the first place, it is evident from Eq. (6.89) that $G_{1N}(f)$ is the Fourier transform of a real-valued function, the cross-correlation function $R_{IN}(\tau)$. It follows that both the zeros and the poles of $G_{1N}(f)$ are symmetrically placed about the imaginary axis. Let us now factor $G_{1N}(f)$ into two rational factors $X_{12}(f)$ and $Z_{12}(f)$ such that $X_{12}$ has for its zeros and poles those of $G_{1N}$ in the upper half plane, and $Z_{12}$ has for its zeros and poles those of $G_{1N}$ in the lower half plane:

$$G_{1N}(f) = X_{12}(f) Z_{12}(f).$$  \hspace{1cm} (26)

For each factor, both the zeros and the poles will likewise be symmetrically placed about the imaginary axis. We can similarly define the rational factors $X_{21}$ and $Z_{21}$ of $G_{N1}$:

$$G_{N1}(f) = X_{21}(f) Z_{21}(f).$$  \hspace{1cm} (27)

From Eq. (6.44)

$$R_{IN}(\tau) = R_{NI}(-\tau);$$  \hspace{1cm} (28)

it follows that

$$G_{1N}(u + j\nu) = 2 \int_{-\infty}^{\infty} d\tau \ R_{IN}(\tau) e^{-2\pi i (u+\nu)\tau}$$

$$= 2 \int_{-\infty}^{\infty} d\tau \ R_{NI}(\tau) e^{2\pi i (u+\nu)\tau} \\ = G_{N1}^*(u - j\nu).$$  \hspace{1cm} (29)

Hence the zeros and the poles of $G_{1N}(f)$ are the complex conjugates of the zeros and the poles of $G_{N1}(f)$. Furthermore we can therefore conclude from Eq. (29) that

$$X_{12}(u + j\nu) = Z_{21}^*(u - j\nu)$$  \hspace{1cm} (30a)

and
\[ Z_{12}(u + jv) = X_{21}^*(u - jv). \]  

(30b)

Hence, for real values of \( f \),

\[ G_{1N}(f) = X_{12}(f)X_{21}^*(f) = G_{n1}^*(f). \]  

(31)

Finally, we note that the poles for each expression \( Y_1(2\pi jf)X_{12}(f) \) and \( Y_2(2\pi jf)X_{21}(f) \) lie in the upper half plane and are symmetrically placed about the imaginary axis. We can therefore express \( G_{e}(f) \) in the desired form as

\[ G_{e}(f) = \left| Y_1X_{11} \right|^2 + \left| Y_2X_{22} \right|^2 + \frac{1}{2}\left| Y_1X_{12} + Y_2X_{21} \right|^2 - \frac{1}{2}\left| Y_1X_{12} - Y_2X_{21} \right|^2. \]  

(32)

Reduction when \( G \) Is Given by Experimental Data.—A reasonably simple method is available for reducing the error spectral density to the desired form when the spectral densities are obtained from experimental data. As is mentioned in Sec. 7.2, in this case the error spectral density can be written as

\[ G_{e}(f) = \frac{1}{T} \left| Y_1(2\pi jf)B_{\tau}(f) + Y_2(2\pi jf)C_{\tau}(f) \right|^2. \]  

(33)

To suit the needs of the following method of approximation, let us suppose that \( \theta_i(t) \) and \( \theta_N(t) \) have been determined for the time range \((0, 2T)\) and that the limits of the integrals defining \( B_{\tau} \) and \( C_{\tau} \) [Eq. (7)] are 0 and \( 2T \). It will be our purpose to obtain rational-function approximations for \( B_{\tau} \) and \( C_{\tau} \), with poles all in the upper half plane and symmetrically placed about the imaginary axis. It is clear that by substituting these approximations into Eq. (33) we will bring \( G_{e} \) into the desired form.

The usual technique in making such an approximation is to approximate the function by a finite partial expansion in terms of a complete orthonormal set of functions. The Fourier transforms of the Laguerre functions\(^1\) is a suitable set of orthonormal functions. The \( k \)th Laguerre function can be written as

\[ L_k(t) = e^{-t} \left\{ \frac{2^{k+\frac{1}{2}}t^k}{k!} - \frac{k}{(k - 1)!} \right. \]
\[ + \frac{k}{(k - 1)!} \frac{2^{k-1}t^{k-1}}{2^{k-\frac{1}{2}}t^{k-\frac{1}{2}}} + \cdots + \left. \frac{k!}{[2^{k-i}i!][2^{k-i}i!]} \right. \]
\[ \left. \frac{2^{k-i}(-1)^i}{(k - i)!} \right\}. \]  

(34)

The Fourier transform of \( L_k \) is simply

\[ l_k(f) = \sqrt{2} \frac{(1 - 2\pi jf)^k}{(1 + 2\pi jf)^{k+1}}. \]  

(35)

This function has its only pole in the upper half plane and on the imaginary axis; it is thus satisfactory for our purposes. Furthermore, since the Laguerre functions form a complete orthonormal set for functions that vanish for \( t < 0 \), it follows that their transforms can approximate

\(^1\) N. Wiener, op. cit.
to any desired accuracy the transforms of such functions. Hence we can approximate $B_T(f)$ by

$$B_T(f) = \sum_{k=0}^{N} c_k l_k(f),$$  \hspace{1cm} (36)

where

$$c_k = \int_{-\infty}^{\infty} df \ B_T(f) l_k^*(f).$$  \hspace{1cm} (37)

A similar approximation may be used for $C_T(f)$. Another, and perhaps a more convenient, way of obtaining the coefficients $c_k$ follows from the fact that the bilinear form of Eq. (37) does not change its value if the functions are replaced by their Fourier transforms. Hence

$$c_k = \int_{0}^{2T} dt \ \theta_i(t) L_k(t).$$  \hspace{1cm} (38)

It is evident that the series of Eq. (36) will not converge rapidly unless the time scale is so adjusted that $T$ is of the order of 1; even then the convergence may be slow.

General Reduction of $G$.—If the elements of the spectral-density matrix are not rational functions, one tries to obtain a suitable rational-function approximation for these elements and thus reduce the general case to the rational-function case already considered. For instance, when the elements are analytic except for poles, one can frequently get such an approximation by taking the sum of the principal parts of each matrix element at a finite set of poles symmetrically placed about the imaginary axis.

Another method for accomplishing this end involves factoring the spectral-density matrix $G$ into two factors $X$ and $Z$:

$$G = XZ.$$  \hspace{1cm} (39)

The elements of $X$ are analytic and bounded in the lower half plane, whereas those of $Z$ are analytic and bounded in the upper half plane. In addition, for real values of $f$

$$X(f) = X^*(-f)$$  \hspace{1cm} (40)

and

$$X(f) = \bar{Z}^*(f).$$  \hspace{1cm} (41)

By Eq. (41)

$$G = X\bar{X}^*$$  \hspace{1cm} (42)

for real values of $f$. It is sufficient, therefore, to obtain suitable rational-function approximations for the elements of $X$. Because the elements of $X$ are analytic and bounded in the lower half plane and because
of the condition expressed by Eq. (40), it is possible to make these approximations.

Factoring the spectral-density matrix is unfortunately a very tedious and, for most engineering applications, an impractical task. For details of this factoring process the reader is referred to the previously cited memoir by Wiener.

7.6. A Simple Servo Problem.—It will be instructive to apply these ideas to a simple servomechanism to be used in driving a heavy gun mount in train. We shall suppose that the targets are essentially stationary but that the gun is required to slew rapidly from one target to the next closest. The input will be a series of step displacements through random angles, occurring in some random fashion in time. The input can then be expressed as

$$e_i(t) = \sum_k c_k u(t - t_k), \quad (43)$$

where $u(t)$ is a unit-step function:

$$u(t) = \begin{cases} 0 & \text{for } t < 0, \\ 1 & \text{for } t \geq 0. \end{cases} \quad (44)$$

The intervals $(t_k - t_{k-1})$ are independent random variables all having the same distribution, and the $c_i$'s are likewise independent random variables all having the same distribution.

It is clear that $\theta_i$ defines a random process. Its derivative is, in fact, one of the purely random stationary processes discussed in Sec. 6.11 and was shown there to have the spectral density

$$G_1(f) = 2\beta \sigma, \quad (45)$$

where $\beta$ is the mean density of the $t$'s and $\sigma$ is the mean-square value of the $c$'s. (We here assume that the mean value of the $c$'s is zero.) We shall see in the present problem that we need to know the spectral density for the input derivative [Eq. (45)], rather than the spectral density of the input itself. The subscript $I$ denotes the input derivative in this section.

Let us now suppose that there is a noise source within, the error-measuring device, such that the output of the differential is $(\theta_i - \theta_0 + \theta_N)$, where $\theta_N$ is the noise function. For purposes of simplicity we shall assume that $\theta_N$ is a purely random stationary process having a spectral density

$$G_N(f) = N. \quad (46)$$

Finally, we shall assume that the noise and the derivative of the signal are uncorrelated:

$$G_{IN}(f) = 0. \quad (47)$$
In the design of this servomechanism we shall limit ourselves to an equalizer with a fixed time delay $T_1$ and an adjustable gain $K_1$. The output voltage $V$ of the equalizer is then determined by

$$T_1 \frac{dV}{dt} + V = K_1(\epsilon + \theta_N). \quad (48)$$

As was shown in Chap. 3, the equation of motion of the motor is

$$J \frac{d^2 \theta_o}{dt^2} + K_2 \frac{d\theta_o}{dt} = K_3 V, \quad (49)$$

where $J$ is the rotor-plus-output inertia, $K_2$ is the back-emf and viscous-damping factor, and $K_3$ is the output torque per volt input. If we now set $T_2 = J/K_2$ and combine Eqs. (48) and (49), we obtain

$$T_1T_2 \frac{d^2 \epsilon}{dt^2} + (T_1 + T_2) \frac{d\epsilon}{dt} + \frac{K_1K_3}{K_2} \epsilon = T_1T_2 \frac{d^2 \theta_l}{dt^2} + (T_1 + T_2) \frac{d\theta_l}{dt} + \frac{d\theta_l}{dt} - \frac{K_1K_3}{K_2} \theta_N. \quad (50)$$

This, then, is the differential equation of the servo. The only adjustable parameter is $K_1$.

It will be noted that the servo differential equation depends only upon the noise and the derivative of the input. Hence the spectral density of the input derivative and the associated transfer function take the place in our analysis of the usual input spectral density and its transfer function. Equation (17) can then be written as

$$G_\epsilon (f) = |Y_1(2\pijf)|^2G_1(f) + |Y_2(2\pijf)|^2G_N(f), \quad (51)$$

where

$$Y_1(2\pijf) = \frac{T_1T_2(2\pijf)^2 + (T_1 + T_2)(2\pijf) + 1}{T_1T_2(2\pijf)^3 + (T_1 + T_2)(2\pijf)^2 + (2\pijf) + \frac{K_1K_3}{K_2}}$$

and

$$Y_2(2\pijf) = \frac{-\frac{K_1K_3}{K_2}}{T_1T_2(2\pijf)^3 + (T_1 + T_2)(2\pijf)^2 + (2\pijf) + \frac{K_1K_3}{K_2}}. \quad (52)$$

Thus $G_\epsilon (f)$ is already in the desired form, being the sum of two expressions, each of which is the absolute value squared of a rational function with all poles in the upper half plane, symmetrically placed about the imaginary axis.

The transfer functions can be put into a more convenient form by a change of variable. Let
The value of $A$ is fixed and less than or equal to $\frac{1}{4}$ for all positive $T_1$, $T_2$; $\alpha$ represents the adjustable gain. It then follows from Eq. (13) that the mean-square error is

$$
\bar{e}^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \frac{A^2 x^4 + (1 - 2A)x^2 + 1}{|A(jx)^2 + (jx)^2 + jx + \alpha|^2} \beta \sigma T
$$

$$
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \frac{\alpha^2}{|A(jx)^2 + (jx)^2 + jx + \alpha|^2} \frac{N}{2T} \quad (54)
$$

7.6. Integration of the Error Spectral Density.—We have shown that the mean-square error can be expressed as the integral of the error spectral density and that $G_e$ can be expressed as the square of the absolute value of a rational function, or the sum of such terms, with poles all in the upper half plane, symmetrically placed about the imaginary axis. We shall now see how to obtain a numerical value for the mean-square error by means of the table of integrals given in the appendix.

Any rational function can be written as the quotient of two polynomials: $N(f)/D(f)$. The above condition on the poles of the rational function is equivalent to the condition that the roots of $D(f)$ all lie in the upper half plane and be symmetrically placed about the imaginary axis. We can therefore express $D(f)$ in factored form as follows:

$$
D(f) = a_0 \prod_{k} (f - u_k - j\nu_k) \prod_{k} (f + u_k - j\nu_k) \prod_{l} (f - j\nu_l), \quad (55)
$$

where $a_0$, the coefficient of the highest power in $f$, can be assumed to be a real number. The $u$'s and the $\nu$'s are likewise real numbers. If $D(f)$ is of degree $n$, then for real values of $f$

$$
D(-f) = (-1)^n a_0 \prod_{k} (f + u_k + j\nu_k) \prod_{k} (f - u_k + j\nu_k) \prod_{l} (f + j\nu_l)
$$

$$
= (-1)^n D^*(f). \quad (56)
$$

We can therefore write the square of the absolute value of our rational function as

$$
\frac{|N(f)|^2}{|D(f)|^2} = \frac{(-1)^n |N(f)|^2}{D(f)D(-f)}, \quad (57)
$$

for any real $f$. 

$$
T = T_1 + T_2, \quad x = 2\pi f T, \quad \alpha = \frac{T_1K_1K_3}{K_2}, \quad A = \frac{T_1T_2}{T^2}. \quad (53)
$$
We have in this fashion reduced the problem of computing the mean-square error to that of obtaining the integral of Eq. (57) over all frequencies. The numerator \((-1)^n|N(f)|^2\) is, of course, a polynomial in \(f\). The contribution of any odd-power term in the numerator to this integral is zero, since the denominator is an even function of \(f\). We need therefore consider only the even powers in the numerator. Finally, if the mean-square error is finite, the degree of the numerator \(N(f)\) must be less than the degree of the denominator \(D(f)\). It follows that our problem is solved if we can evaluate integrals of the form

\[
I_n = \frac{1}{2\pi j} \int_{-\infty}^{\infty} df \frac{g_n(f)}{h_n(f)h_n(-f)},
\]

where

\[
h_n(f) = a_0f^n + a_1f^{n-1} + \cdots + a_n,
\]

\[
g_n(f) = b_0f^{n-2} + b_1f^{n-4} + \cdots + b_{n-1},
\]

and the roots of \(h_n(f)\) all lie in the upper half plane. Explicit formulas for all integrals of this type for which \(h_n\) is of degree seven or less are given in the appendix. The method by which these integrals were evaluated is presented in Sec. 7.9.

For purposes of illustration, let us now evaluate the mean-square error for the servo used as an example in the previous section. As can be seen in Eq. (54), this involves two integrals of the type shown in Eq. (58). The denominator polynomial is in each case

\[
h(x) = -A^2x^3 - x^2 + jx + \alpha,
\]

the denominator of the transfer functions.

Let us first determine under what conditions the roots of \(h(x)\) lie in the upper half plane. The roots are clearly of the form

\[
\begin{align*}
r_1 &= js, \\
r_2 &= jv + u, \\
r_3 &= jv - u,
\end{align*}
\]

where \(s, v, \) and \(u\) are real numbers. Since

\[
\frac{\alpha}{A^2} = \prod r_k = -js(v^2 + u^2),
\]

it follows that if \(r_1\) is to lie in the upper half plane (that is, if \(s > 0\)), then \(\alpha/A > 0\) and hence \(\alpha > 0\). On the other hand, by Eq. (104)

\[
-2jv[(s + v)^2 + u^2] = \prod_{k<l} (r_k + r_l) = \frac{-j(1 - \alpha A)}{A^2}.
\]

Consequently if \(r_2\) and \(r_3\) are to lie in the upper half plane (that is, if
v > 0), it is necessary that $\alpha < 1/A$. The region of stability for this servo is therefore

$$0 < \alpha < \frac{1}{A}.$$  \hfill (63)

Only when $\alpha$ is within this region of stability can one make use of the table in the appendix to determine the mean-square error; when $\alpha$ is outside the region of stability, the mean-square error is infinite.

The integral table is very easy to use. For instance, in evaluating the first of the integrals in Eq. (54), one substitutes in the formula for $I_3$, setting

$$a_0 = -A;\quad b_0 = A^2;$$
$$a_1 = -1;\quad b_1 = 1 \quad 2A;$$
$$a_2 = j;\quad b_2 = 1;$$
$$a_3 = \alpha.$$  \hfill (64)

One finds that

$$\bar{\epsilon}_i = \beta \sigma T \frac{1 + \alpha(1 - A)}{2\alpha(1 - A\alpha)}.$$  \hfill (65)

This would be the mean-square error in following the input signal in the absence of noise. It is evident that $\bar{\epsilon}_i^2$ becomes infinite on the boundaries of the region of stability. In a similar fashion the second integral can be evaluated; the contribution of the noise to the mean-square error is

$$\bar{\epsilon}_n^2 = \frac{N}{2T} \frac{\alpha}{2(1 - A\alpha)}.$$  \hfill (66)

The mean-square error itself is the sum of these two components:

$$\bar{\epsilon}_i^2 = \beta \sigma T \frac{1 + \alpha(1 - A) + L\alpha^2}{2\alpha(1 - A\alpha)},$$  \hfill (67)

where

$$L = \frac{N}{2\beta \sigma T^2}.$$  \hfill (68)

In general the polynomial $h_n(j)$ will be the product of two polynomials, one from the signal or noise spectra and the other from the transfer function. The signal or noise polynomial is fixed once for all; its roots lie in the upper half plane. On the other hand, the transfer-function polynomial varies as we vary the equalizer parameters. Its roots will lie in the upper half plane if, and only if, these parameters lie in the region of stability.

7.7. Minimizing the Mean-square Error.—We have now obtained an explicit formula for the mean-square error as a rational function of the equalizer parameters for values of these parameters inside the region of stability. The next step is, of course, to obtain the values of the equalizer
parameters that minimize the mean-square error. These "best" values can be determined by setting equal to zero the partial derivatives of the mean-square error with respect to the parameters and solving for the values of the parameters. Sometimes this process becomes very involved; in such cases it is simpler to locate the minimum by direct exploratory calculations of mean-square-error values. We are also in a position to study various other properties of the servo. We can, for instance, determine how sensitive the mean-square error is to small deviations of the equalizer parameters from their best values. Since it is often possible to eliminate some of the noise at its source by sufficiently elaborate filters, it is of interest to see how the minimal mean-square error varies with the noise level. We can also draw any desired decibel-log-frequency diagram; this will be of help to the experimentalist whose principal method of adjustment makes use of the servo steady-state response.

It will be instructive to apply some of these ideas to the example discussed in Secs. 7·5 and 7·6. In the previous section we obtained an expression [Eq. (67)] for the mean-square error:

$$\overline{e^2} = \beta \sigma T \frac{1 + \alpha(1 - A) + L \alpha^2}{2\alpha(1 - A \alpha)}. \quad (67)$$

In order to find the minimum mean-square error, we differentiate $\overline{e^2}$ with respect to the gain parameter $\alpha$ and set the derivative equal to zero. The resulting equation is quadratic in $\alpha$. Only one of its two roots,

$$\alpha_m = \frac{1}{A + \sqrt{A + L}}, \quad (69)$$

lies in the region of stability. Substituting $\alpha_m$ into Eq. (67), one obtains the minimal mean-square error,

$$\overline{e_m^2} = \frac{\beta \sigma T}{2} (A + 2 \sqrt{A + L} + 1). \quad (70)$$

Figure 7·2 shows plots of $\alpha_m$ and $\overline{e_m^2}/\beta \sigma T$, as functions of $L$, for $A = \frac{1}{4}$ (that is, for $T_1 = T_2$). As was to be expected, the "best" gain value decreases as the noise level increases. For no noise whatever (that is, $L = 0$) and $A = \frac{1}{4}$ the best value of the gain is $\frac{1}{3}$. For this minimal condition, the roots of the characteristic equation are

$$\left( -3.276, -0.362 \pm 1.224j \right). \quad (71)$$

The logarithmic decrement for the complex roots is $\delta_m = 1.85$. A graph of the error response to a unit-step function is shown in Fig. 7·3. According to the usual standards, one would say that the system is a bit under-
damped. It must be remembered, however, that in this case $L = 0$. As $L$ increases ($A$ remaining equal to $\frac{1}{2}$), the roots of the optimal-condition characteristic equation vary in the following way: The real root decreases slightly in magnitude until for $L = 1$ it is $-(2.99/T)$; the real part of the complex roots increases slightly while the imaginary part
decreases until for $L = 1$ the complex roots are $(-0.50 \pm 0.85j)/T$. Thus as $L$ increases, the system becomes more damped. A graph of the logarithmic decrement as a function of $L$ for the optimal conditions is shown in Fig. 7-2.

7.8. Radar Automatic-tracking Example.—It will be the purpose of the present section to apply the rms-error criterion to the practical problem of radar automatic tracking. We shall determine the “best” values of the equalizer parameters for the gyrostabilized tracking mechanism described in Sec. 6-10. This system has actually been built and put into operation. The techniques used in the design of the system were those described in Chap. 4; the final adjustment of the parameters was made by trial-and-error methods. As we shall see, the resulting values are very close to the best values as determined by the rms criterion if certain restrictions imposed by the mount power drive are taken into account. This, in effect, furnishes us with an example of the validity of the design method proposed in this chapter.

In this example, as in that of Sec. 7-5, we may focus attention on the derivative of the input rather than on the input itself. In Eqs. (6-122) and (6-123), the input is $\theta_1$, and the factor $2\pijf$ appears in $Y_1$. The presence of this factor calls our attention to the fact that the servo differential equation does not involve $\theta_1$ itself but only derivatives of $\theta_1$. Now, a transfer function $Y$ operating on the derivative of $\theta_1$ gives the same result as the transfer function $2\pijfY$ acting on $\theta_1$. It follows that in the error spectral density

$$G_s(f) = |Y_1(2\pijf)|^2G_1(f) + |Y_2(2\pijf)|^2G_N(f) + Y_1^*(2\pijf)G_{1N}(f)Y_2(2\pijf) + Y_1(2\pijf)G_{N1}(f)Y_2^*(2\pijf),$$

we can take $G_1(f)$ as the spectral density of the derivative of $\theta_1$ and $G_{1N}(f)$ as the cross-spectral density between the derivative of $\theta_1$ and the noise if at the same time we drop the factor $2\pijf$ from $Y_1$ as previously defined, writing

$$Y_1(2\pijf) = \frac{(T_22\pijf + 1)}{T_2^2(2\pijf)^2 + (1 + K_vT_1)2\pijf + K_v},$$

$$Y_2(2\pijf) = \frac{K_v(T_22\pijf + 1)}{K_v(T_2^2(2\pijf)^2 + (1 + K_vT_1)2\pijf + K_v)}.$$  

This is a necessary change in the point of view because the $\theta_1$ that we propose to use does not have a well-defined spectral density whereas its derivative does.

Let us first determine the region of stability for the transfer function of this servomechanism. This is the set of all parameter values $(T_1, T_2, K_v)$ for which the roots of

$$H(f) = T_2(2\pijf)^2 + (1 + K_vT_1)(2\pijf) + K_v$$

are in the region of stability.
lie in the upper half plane. It will be found that the region of stability is defined by the inequalities
\[
\begin{align*}
K_v > 0, \\
1 + K_v T_1 > 0, \\
T_2 > 0.
\end{align*}
\]
(74)

Although the region defined by reversing all these inequalities would also lead to roots of \(H(f)\) in the upper half plane, such a region is ruled out of consideration by the physical nature of the parameters. We see then that the system will be stable for all of the inherently positive values of the parameters. Furthermore, the system does not tend to become unstable as the gain \(K_v\) is increased. (In any actual system, however, one finds that as the gain is increased, this second-order idealization of the servo breaks down because of nonlinear effects and time lags that are no longer negligible.)

The principal source of noise in radar tracking is fading. It was shown in Sec. 6.10 that one can approximate the noise spectral density by a constant,
\[
G_N(f) = N,
\]
where, as in Eq. (6.132),
\[
N = 0.636 \text{ mil}^2 \text{ sec}.
\]
(76)

The trajectory of the airplane will, in general, have zero correlation with the fading. Hence we shall assume that \(G_{IN}(f)\) and \(G_{NI}(f)\) vanish identically.

Finally, for the servo input we shall use an input of the type studied in Sec. 6.12 and pictured in Fig. 6.9b. We shall suppose that the time axis is divided into intervals with end points \(\ldots, t_{-2}, t_{-1}, t_0, t_1, t_2, \ldots\), that satisfy the conditions for a Poisson distribution with mean density \(\beta\). Within each interval the angular velocity approaches a new value exponentially, with time constant \(1/\nu\). The values approached do not depend on any of the previous or subsequent interval values and have a zero mean and a mean-square value equal to \(\tilde{a}^2\). Combining Eqs. (6.153) and (6.169), we see that
\[
G_I(f) = \frac{\nu^2}{\nu^2 + (2\pi f)^2} \frac{4\beta \tilde{a}^2}{\beta^2 + (2\pi f)^2}.
\]
(77)

We shall take
\[
\begin{align*}
\beta &= 0.04 \text{ sec}^{-1} \\
\nu &= 0.10 \text{ sec}^{-1} \\
\tilde{a}^2 &= 2.62 \times 10^3 \text{ (mils/sec)}^2
\end{align*}
\]
(78)

for reasons discussed at the end of Sec. 6.12.

In this case the spectral-density matrix consists only of diagonal terms. The spectral density \(G_N\), being a constant, is already in the form
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required by Sec. 7.4. It is also an easy matter to factor $G_1$, for, as can be seen by inspection,

$$G_1(f) = |X_{11}(f)|^2,$$

where

$$X_{11}(f) = \frac{2\nu \sqrt{\beta \alpha^2}}{(\nu + 2\pi jf)(\beta + 2\pi jf)}.$$  \hfill (79)

The poles of $X_{11}$ lie in the upper half plane on the imaginary axis.

We are now in a position to compute the mean-square error. Since the cross-spectral density vanishes identically, the mean-square-error integral becomes the sum of two integrals—one part due to the signal, $\overline{\epsilon_i^2}$, and another part due to the noise, $\overline{\epsilon_N^2}$. The component integrals can be written as follows:

The integral in Eq. (79) can be brought into the form of Eq. (58) by taking

$$h(x) = [-T_2x^2 + (1 + K_v T_1)jx + K_v][(jx + \nu)(jx + \beta)]$$

$$= T_2x^4 - j(\alpha + T_2S)x^3 - (K_v + \alpha S + T_2\beta)x^2$$

$$+ j(K_v S + \alpha P)x + K_v P,$$

where

$$\begin{align*}
\alpha &= 1 + K_v T_1, \\
S &= \beta + \nu, \\
P &= \beta \nu.
\end{align*}$$  \hfill (84)

The evaluation of the integrals [Eqs. (81) and (82)] by means of the appendix table is then straightforward and leads to the result

$$\overline{\epsilon_i^2} = \frac{\alpha^2 P \nu}{\alpha S} \frac{\alpha T_2^2 + T_2^2 S + \frac{1}{K_v P} (\alpha K_v + \alpha^2 S + \alpha T_2 S^2 + T_2^2 \beta P) \{(K_v - T_2 \beta)^2 + (\alpha + T_2 \beta)(K_v S + \alpha P)\} - (\alpha - 1)^2 + T_2 K_v}{2T_2^2}. $$  \hfill (85)
As before
\[
\overline{\varepsilon^2} = \overline{\varepsilon^2_1} + \overline{\varepsilon^2_2}. \tag{86}
\]

There remains the formidable problem of finding positive values of \((\alpha, T_2, K_v)\) that minimize the mean-square error. Since a direct analytic solution of the equations obtained by setting the derivatives of \(\overline{\varepsilon^2}\) equal to zero is impracticable in this case, one is forced to invent another approach.

We can gain some insight into the nature of \(\overline{\varepsilon^2}\) by studying the asymptotic behavior as the parameters become infinite. If we set
\[
\begin{align*}
\alpha &= \alpha_1 x, \\
K_v &= K_1 x, \\
T_2 &= x,
\end{align*}
\tag{87}
\]
and take the limit as \(x\) becomes infinite, we obtain a much simpler expression for \(\overline{\varepsilon^2}\):
\[
\overline{\varepsilon^2_x} = \frac{a^3 P v}{\alpha_1 S} \frac{\alpha_1 + S}{(K_1 - P)^2} + \frac{N a^2_1 + K_1}{4 \alpha_1}. \tag{88}
\]

It is not difficult to obtain the minimum of \(\overline{\varepsilon^2_x}\) by semiempirical methods. Table 7.1 gives the optimal values of \((\alpha_1, K_1)\), together with deviations from these values which cause a 10 per cent increase in \(\overline{\varepsilon^2_x}\). As can be

| Table 7.1.—Asymptotic Behavior of \(\overline{\varepsilon^2}\) |
|-----------------|-----|-----|-----|-----|
| \(\alpha_1\)    | \(K_1\) | \(\overline{\varepsilon^2_{l_x}}\) | \(\overline{\varepsilon^2_{N_x}}\) | \(\overline{\varepsilon^2_x}\) |
| Optimal values  |     |     |     |     |
| 2.54            | 6.10 | 0.199 | 0.786 | 0.985 |
| 1.50            | 6.10 | 0.218 | 0.875 | 1.003 |
| Nonoptimal values|     |     |     |     |
| 4.20            | 6.10 | 0.194 | 0.896 | 1.000 |
| 2.54            | 4.05 | 0.438 | 0.652 | 1.000 |
| 2.54            | 9.75 | 0.080 | 1.012 | 1.002 |

seen, the values of \(\overline{\varepsilon^2_x}\) are not very sensitive to variations in \((\alpha_1, K_1)\) about their optimal values.

We shall now determine how \(\overline{\varepsilon^2}\) varies with \(x\), for \(\alpha_1 = 2.54\) and \(K_1 = 6.10\). This is easy, as \(\overline{\varepsilon^2}\) is of second degree in \((1/x)\); in fact
\[
\overline{\varepsilon^2} = \overline{\varepsilon^2_x} - \frac{N}{2} \frac{1}{x} + \left[ \frac{\alpha_1 K_v}{\alpha_1 K_1 S} \frac{\alpha_1 + S}{(K_1 - P)^2} + \frac{N a^2_1 + K_1}{4 \alpha_1} \right] \left( \frac{1}{x} \right)^2. \tag{89}
\]
\(A\) graph of \(\overline{\varepsilon^2}\) as a function of \(x\) is shown in Fig. 7.4. There is a very shallow minimum which occurs at
\[
x_m = 314.5 \ (\alpha = 800, \ K_v = 1918, \ T_2 = 314.5).
\]
At this point
\[ \bar{e}^2 = 0.1991 + 0.7846 = 0.9837 \text{ mil}^2. \] (90)

The graph rises rapidly as \( x \) decreases past 50.

For \( x = x_m \), the \( (1/x)^2 \)-term in Eq. (89) is only 0.05 per cent of \( \bar{e}^2 \).
It is evident that this term does not vary rapidly with \( \alpha_1 \) or \( K_1 \); we must
therefore expect the absolute minimum of \( \bar{e}^2 \) to be close to its minimum
along the line \( (\alpha_1 = 2.54x, K_1 = 6.10x, T_2 = x) \). This, in fact, is the case,
and for all practical purposes the absolute minimum can be considered to
be at the above determined point. To obtain an estimate of the variation

![Graph showing variation of \( \bar{e}^2 \) along the line \( (\alpha = 2.54x, K_1 = 6.10x, T_2 = x) \).](image)

of \( \bar{e}^2 \) with \( \alpha \) and \( K_1 \), one need only substitute \( \alpha = 314.5 \alpha_1 \) for \( \alpha_1 \), and
\( K_1 = 314.5 K_1 \) for \( K_1 \) in Table 7.1.

<table>
<thead>
<tr>
<th>( K_v )</th>
<th>( T_2 )</th>
<th>( \alpha )</th>
<th>( \bar{e}_j^2 )</th>
<th>( \bar{e}_y^2 )</th>
<th>( \bar{e}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal values</td>
<td>80</td>
<td>13</td>
<td>33.0</td>
<td>0.486</td>
<td>0.765</td>
</tr>
<tr>
<td>Experimental values</td>
<td>80</td>
<td>16</td>
<td>29.8</td>
<td>0.593</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>13</td>
<td>49.0</td>
<td>0.477</td>
<td>0.835</td>
</tr>
<tr>
<td>Nonoptimal values</td>
<td>80</td>
<td>13</td>
<td>22.0</td>
<td>0.495</td>
<td>0.823</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>17</td>
<td>33.0</td>
<td>0.629</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>9</td>
<td>33.0</td>
<td>0.382</td>
<td>0.934</td>
</tr>
</tbody>
</table>

In the actual tracking system it was found that if \( K_v \) was increased
beyond the value 80 sec\(^{-1} \), one could no longer ignore the effect of the
mount power servo and the system performance rapidly deteriorated.
With this limitation in mind, the best parameter values for \( \alpha \) and \( T_2 \)
were determined for \( K_v = 80 \text{ sec}^{-1} \). Listed in Table 7.2 are the mean-
square errors for these optimal values, for the actual experimental values [see Eq. (6.113)], and finally for values that give a 6 per cent increase in the mean-square error. We see from Table 7.2 that limiting $K_x$ to 80 sec$^{-1}$ increases the mean-square error only 25 per cent above its absolute minimum. This results in a 12 per cent increase in the rms error, which is quite acceptable. The experimentally determined parameter values give a mean-square error extremely close to the restricted minimum value and, in a sense, confirm the arguments of this chapter.

7.9. Evaluation of the Integrals.—It remains to show how the integrals in the appendix have been evaluated. These integrals are of the form

$$I_n = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \frac{g_n(x)}{h_n(x)h_n(-x)},$$

(91)

where

$$h_n(x) = a_0x^n + a_1x^{n-1} + \cdots + a_n,$$

$$g_n(x) = b_0x^{2n-2} + b_1x^{2n-3} + \cdots + b_{n-1},$$

and the roots of $h_n(x)$ all lie in the upper half plane. No greater generality would be achieved by allowing $g$ to contain odd powers of $x$, since the contribution of such terms to the integral would be zero.

We now apply the method of residues\(^1\) to the integral in Eq. (91). In the present application this method requires that the value of the integral taken along a semicircle $C_R$ of radius $R$, which has its center at the origin and lies in the upper half plane (see Fig. 7.5), approach zero as $R$ becomes infinite. This condition is clearly satisfied, since for sufficiently large $R$ the integrand is less in absolute value than $M/R^2$, for some positive constant $M$. It follows that

$$I_n = \lim_{R \to \infty} \frac{1}{2\pi i} \left( \int_{-R}^{R} + \int_{C_R} \right) dx \frac{g_n(x)}{h_n(x)h_n(-x)}.$$  

(92)

The integral about the closed path $[(-R, R) + C_R]$ is independent of $R$ for sufficiently large $R$'s and is, in fact, equal to the sum of the residues at the poles of the integrand contained within this closed path.

In the further developments, the $n$ may be omitted as a subscript where this cannot lead to confusion.

Since the roots of $h(x)$ all lie in the upper half plane, the roots of $h(-x)$ lie in the lower half plane. Consequently for sufficiently large $R$ the poles

of the integrand contained in the closed path of integration \([-R, R] + C_R\) will be precisely the roots of \(h(x)\). Therefore \(I\) is equal to the sum of the residues taken at the roots of \(h(x)\). It will be assumed for the moment that these roots are all simple; it will be shown later that the stated result holds even when some of the roots are multiple roots.

Since each residue is a rational function of a root of \(h(x)\) and since all roots are treated alike, the integral is a symmetric rational function of the roots of \(h(x)\). It follows that \(I\) can be expressed rationally in terms of the coefficients of \(h\) and \(g\).\(^1\) It will be the purpose of this section to derive such an expression.

Let \(x_1, x_2, \ldots, x_n\) be the roots of \(h(x)\), assumed distinct. Writing \(I\) as the sum of residues in the upper half plane, one has

\[
I = \sum_{k=1}^{n} \frac{g(x_k)}{h'(x_k)h(-x_k)}, \tag{93}
\]

where \(h'(x)\) is the derivative of \(h(x)\) with respect to \(x\).

By the factor theorem,

\[
h(x) = a_0 \prod_{i=1}^{n} (x - x_i). \tag{94}
\]

Hence

\[
h(-x_k) = 2a_0(-1)^n x_k \prod_{i \neq k} (x_k + x_i). \tag{95}
\]

The least common multiple of the factors \((x_k + x_i)\) is the product of all sums of pairs of roots, \(\prod_{i < m} (x_m + x_i)\). Equation (93) can now be written as

\[
I = \frac{(-1)^n}{2a_0} \prod_{i < m} (x_m + x_i) \sum_{k=1}^{n} \frac{g(x_k)}{x_k h'(x_k)} \prod_{j < i} (x_i + x_j). \tag{96}
\]

The evaluation of Eq. (96) for \(n = 2\) is simple enough, but a systematized approach is required when \(n > 2\). The following procedure consists of two parts. First an expression is obtained for the product of all sums of pairs of roots of a polynomial in terms of its coefficients. This is clearly necessary for the term \(\prod_{i < m} (x_m + x_i)\) and will also be useful in evaluating the expression \(\prod_{j < i} (x_i + x_j)\), which is the product of all pairs
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of roots of the polynomial

\[ f_k(x) = \frac{h(x)}{x - x_k} = a_0x^{n-1} + (a_0x_k + a_1)x^{n-2} \]
\[ + (a_0x_k^2 + a_1x_k + a_2)x^{n-3} \cdots + (a_0x_k^n + \cdots + a_{n-1}). \]  

(97)

The resulting expression is, in this case, a polynomial in \( x_k \) with coefficients that are algebraic functions of the coefficients of \( h(x) \). The problem will then be reduced to evaluating symmetric functions of the form

\[ \sum_{k=1}^{n} \frac{x_k^l}{h'(x_k)}, \quad (l = -1, 0, 1, 2, \cdots). \]  

(98)

This will be accomplished in the second part.

Let us now obtain an expression for the product of all sums of pairs of roots of an arbitrary polynomial,

\[ Q(z) = \sum_{j=0}^{N} A_j z^{N-j}. \]  

(99)

Suppose \( Q(z) \) has the roots \( z_1, z_2, \ldots, z_N \), all distinct. Then, given the two roots \( z_k \) and \( z_l \), let

\[ \alpha = \frac{z_l + z_k}{2}. \]  

(100)

It will be noted that \( Q(\alpha - y) \) and \( Q(\alpha + y) \), considered as polynomials in the variable \( y \), have a common root \( y = (z_l - z_k)/2 \), since

\[ \alpha - \left( \frac{z_l - z_k}{2} \right) = z_k, \quad \alpha + \left( \frac{z_l - z_k}{2} \right) = z_l, \]  

(101)

and

\[ Q(z_k) = 0 = Q(z_l). \]

Adding and subtracting the equations

\[ Q(\alpha - y) = 0, \]
\[ Q(\alpha + y) = 0, \]

(102)

one obtains two equations in \( y^2 \) which have the common root \( (z_l - z_k)/2 \). The resultant\(^1\) found by eliminating \( y^2 \) from these two equations must therefore vanish for \( \alpha \) given by Eq. (100). On setting the resultant equal to zero, one gets an equation of degree \( [N(N - 1)]/2 \) in \( \alpha \). It is clear that all sums of the type \( (z_l + z_k)/2 \) will satisfy this equation. Since there are precisely \( [N(N - 1)]/2 \) such sums, all roots are of this type; that is, there is a one-to-one correspondence between the roots of this equation and the terms \( (z_l + z_k)/2 \) for all possible choices of \( l \) and \( k \). It follows that the constant term of this equation, divided by the coefficient of highest power in \( \alpha \), is precisely

\(^1\) See for instance L. E. Dickson, op. cit., Chap. 10.
The actual computation of this ratio is tedious but none the less straightforward. The result is that for

\[ \prod_{l<k} (z_k + z_l) = \frac{1}{(-2)^{(N(N-1))/2}} \prod_{l<k} (z_k + z_l). \]  

The actual computation of this ratio is tedious but none the less straightforward. The result is that for

\[ \prod_{l<k} (z_k + z_l) = \frac{(-1)^{(N(N-1)(N-3))/8}}{A^N_{N-1}} \]

As one might expect, these determinants appear in Routh's criterion. As has already been mentioned, this result is used in two ways in the evaluation of the expression in Eq. (96). In order to obtain

\[ \prod_{i<j} (x_i + x_j), \]

one merely replaces \( Q(z) \) by \( h(z) \); \( A_r \) is then replaced by \( a_r \), and \( N \) is replaced by \( n \). On the other hand, in order to obtain

\[ \prod_{i<k} (x_i + x_k), \]

one replaces \( Q(z) \) by the polynomial \( f_k(x) \) of Eq. (97); \( A_r \) is replaced by

\[ (a_0 x_k^k + a_1 x_k^{k-1} + \cdots + a_r), \]

and \( N \) by \( (n - 1) \). In the latter case it is evident that the determinants become polynomials in \( x_k \), say \( \Delta(x_k) \), with coefficients that are rational functions of the coefficients of \( h \). Equation (96) therefore assumes the form
Evaluation of the Integrals

\[ I = \frac{(-1)^n}{2a_0 \prod_{l < m} (x_m + x_l)} \sum_{k=1}^{n} \frac{g(x_k) \Delta(x_k)}{x_k h'(x_k)}. \]  

(106)

The product \( g(x_k) \Delta(x_k) \) is again a polynomial in \( x_k \). Since each term of this polynomial can be evaluated separately, it remains only to calculate expressions of the type

\[ \sum_{k=1}^{n} \frac{x_k}{h'(x_k)}, \quad (l = -1, 0, 1, 2, \ldots). \]  

(98)

This is the sum of all residues in the plane\(^1\) of the function \( x^l/[h(x)] \). When the degree of the numerator is at least two less than the degree of the denominator, the sum of the residues in the plane vanishes. It follows that

\[ \sum_{k=1}^{n} \frac{1}{x_k h'(x_k)} = - \frac{1}{h(0)}, \]  

(107a)

\[ \sum_{k=1}^{n} \frac{x_k^l}{h'(x_k)} = 0 \quad \text{for } 0 \leq l \leq n - 2. \]  

(107b)

In order to obtain the result for larger values of \( l \), it is convenient to write

\[ \frac{a_0 x^n}{h(x)} = \frac{x^n}{\prod (x - x_k)} = \frac{1}{\prod \left(1 - \frac{x_k}{x}\right)} = \prod \left(1 + \frac{x_k}{x} + \frac{x_k^2}{x^2} + \cdots\right) \]

\[ = \sum_{r=0}^{\infty} \frac{\Gamma_r}{x^r} \quad \text{for } |x| > \max|x_k|, \]  

(108)

where \( \Gamma_r \) is the sum of all symmetric functions of weight \( r \):

\[ \Gamma_0 = 1, \]

\[ \Gamma_1 = \sum x_k = - \frac{a_1}{a_0}, \]

\[ \Gamma_2 = \sum x_k^2 + \sum_{k < l} x_k x_l = \left(\frac{a_1}{a_0}\right)^2 - \frac{a_2}{a_0}, \]

\[ \Gamma_3 = \sum x_k^3 + \sum_{k < l} x_k^2 x_l + \sum_{k < l < m} x_k x_l x_m \]

\[ = - \left(\frac{a_1}{a_0}\right)^3 + 2 \frac{a_1 a_2}{a_0^2} - \frac{a_3}{a_0}, \]  

(109)

\[ \Gamma_4 = \text{etc.} \]

Returning to Eq. (108), we multiply through by \(x^{l-n}\) and obtain for the sum of the residues in the plane

\[
\sum_{k=1}^{n} \frac{x_k^l}{h'(x_k)} = \frac{\Gamma_{l-n+1}}{a_0} \quad \text{for } l \geq n - 1.
\]  

(107c)

It is possible to derive a recurrence formula for the \(\Gamma\)'s by making use of Eq. (108) in the following way:

\[
a_0 = \frac{h(x)}{x^n} \left( \sum_{r=0}^{\infty} \Gamma_r \right)
\]

\[
= \left(a_0 + a_1 \frac{1}{x} + a_2 \frac{1}{x^2} + \cdots + a_n \frac{1}{x^n}\right) \left(\sum_{r=0}^{\infty} \frac{\Gamma_r}{x^r}\right). \tag{110}
\]

Comparing like powers of \(x\) on both sides of Eq. (110) gives

\[
a_0 \Gamma_m + a_1 \Gamma_{m-1} + \cdots + a_n \Gamma_0 = 0. \tag{111}
\]

Here \(a_m = 0\) for \(m > n\). One can avoid the use of the \(\Gamma\)'s by successively reducing the degree of the numerator of Eq. (106) to \(n - 1\), by means of the formula

\[
-a_0 x_k^{l-1} = a_1 x_k^{l-2} + a_2 x_k^{l-3} + \cdots + a_n x_k^{l-n} \quad \text{for } (l \geq n). \tag{112}
\]

Since Eq. (112) is merely the statement that \(h(x_k) = 0\), this substitution can be made at any stage of the calculation.

When the computation is carried through as outlined above, one obtains \(I_n\) as a rational function of the coefficients of \(g_0(x)\) and \(h_n(x)\). This expression has been shown to hold for the roots of \(h_n(x)\) distinct and in the upper half plane. Furthermore, since the coefficients of \(h_n(x)\) are continuous functions of the roots, both the computed expression for \(I_n\) and its integrand are continuous functions of the roots. The expression for \(I_n\) equals the integral as the roots approach a multiple state; it follows that it is equal to the integral in the limit.

It will be instructive to carry through the above process for \(I_3\). In this case

\[
\begin{cases}
h(x) = a_0 x^3 + a_1 x^2 + a_2 x + a_3, \\
g(x) = b_0 x^4 + b_1 x^2 + b_2,
\end{cases}
\]

and the roots of \(h(x)\) are assumed to lie in the upper half plane. It follows from Eq. (104) that

\[
\prod_{l \leq m} (x_m + x_l) = \frac{1}{a_0^3} \begin{vmatrix} a_0 & a_2 & a_3 \\ a_1 & a_2 & a_3 \\ a_1 & a_2 & a_3 \end{vmatrix} = \frac{a_0 a_3 - a_1 a_2}{a_0^2}. \tag{114}
\]
In this case Eq. (97) becomes
\[ f_k(x) = a_0 x^2 + (a_0 x_k + a_1) x + (a_0 x_k^2 + a_1 x_k + a_2); \]  
then, by Eq. (105),
\[ \prod_{j<i} (x_i + x_j) = \frac{-1}{a_0} (a_0 x_k + a_1). \]  
Equation (106) can now be written as
\[ I_3 = \frac{-1}{2a_0 \left( \frac{a_0 a_3 - a_1 a_2}{a_0^2} \right)} \sum_{k=1}^{3} \frac{(b_0 x_k^4 + b_1 x_k^3 + b_2) (-a_0 x_k - a_1)}{x_k h'(x_k)} \]
\[ = \frac{1}{2(a_0 a_3 - a_1 a_2)}. \]
\[ \times \sum_{k=1}^{3} a_0 b_0 x_k^2 + a_1 b_0 x_k + a_0 b_1 x_k^3 + a_1 b_1 x_k^2 + a_0 b_2 x_k + a_1 b_2. \]  
By Eqs. (107),
\[
\begin{align*}
\sum x_k h'(x_k) &= -\frac{1}{h(0)} = -\frac{1}{a_3}, \\
\sum x_k^2 h'(x_k) &= 0 \quad \text{for } 0 \leq l \leq 3 - 2 = 1, \\
\sum x_k^3 h'(x_k) &= \frac{\Gamma_0}{a_0} = \frac{1}{a_0}, \\
\sum x_k^4 h'(x_k) &= \frac{\Gamma_1}{a_0} = -\frac{a_1}{a_0}, \\
\sum x_k^5 h'(x_k) &= \frac{\Gamma_2}{a_0} = \frac{1}{a_0} \left( \frac{(a_1)}{a_0} - \frac{a_2}{a_0} \right). 
\end{align*}
\]  
Combining these results with Eq. (117), one obtains
\[ I_3 = \frac{1}{2(a_0 a_3 - a_1 a_2)} \left\{ a_0 b_0 \left[ \left( \frac{a_1}{a_0} \right)^2 - \frac{a_2}{a_0} \right] + a_1 b_0 \left( -\frac{a_1}{a_0^2} \right) \\
+ a_0 b_1 \left( \frac{1}{a_0} \right) + a_1 b_1(0) + a_0 b_2(0) + a_1 b_2 \left( -\frac{1}{a_3} \right) \right\}. \]  
This can be arranged so as to give
\[ I_3 = \frac{-a_2 b_0 + a_0 b_1 - a_0 a_2 b_2}{2a_0 (a_0 a_3 - a_1 a_2)}, \]
which checks with \( I_3 \) as given in the appendix.
CHAPTER 8
APPLICATIONS OF THE NEW DESIGN METHOD

BY C. H. DOWKER AND R. S. PHILLIPS

In the preceding chapter a method was developed by which one may choose the best design for a servomechanism of a given type. In order to make this choice, the type of servo must be decided upon in advance and the statistical properties of the input signal and the noise disturbances must be known. The best servomechanism performance is taken to be that which minimizes the rms error in the output.

The usefulness of this method of servo design would be greatly enhanced if the optimal designs for general types of input signals and noise were determined once and for all. In that case one would not have to go through the detailed calculations for each particular application; instead, after computing the correlation functions for the input signal and noise, one could then look up the specifications for the best servomechanism. One would, in addition, be able to relate these results to those of the steady-state analysis by translating the characteristics of the best servos into the language of the decibel–log-frequency diagram.

It is the purpose of the first part of the present chapter to make a modest beginning on such a program. The optimal servo parameters for two simple servomechanisms of standard type are found for a variety of inputs. These results are presented by means of graphs, Nyquist diagrams, and decibel–log-frequency diagrams.

In the second part of this chapter the rms-error criterion is applied to manual tracking of a type that has, for instance, important military applications. The tracking apparatus plus the human operator forms a servo system; the novel feature of such a system lies in the biomechanical link. The best time constant for the given tracking unit is determined.

8.1. Input Signal and Noise.—We shall assume in this discussion spectral densities of input signal and noise that depend on three parameters. This dependence is so flexible that many actual input spectral densities can be approximated by a suitable choice of these parameters; yet the dependence is simple enough to allow at least approximate solution for the best servo parameters in terms of the input parameters.

We shall assume that the input to the servo is \( \theta_t + \theta_n \), where \( \theta_t \) is
the true input signal and $\theta_N$ is the noise. We shall take as our typical servo input the one described in Sec. 6.12. For this input the velocity is constant throughout extended intervals of time, changing abruptly at the beginning of each interval to a new value independent of any other; the end points of the time intervals have a Poisson distribution. The mean length of the time intervals is denoted by $1/\beta$. If $\bar{a}^2$ is the mean-square value of the velocity, then the spectral density of the derivative of the input is [see Eq. (6.169)]

$$G_i(f) = \frac{4\beta \bar{a}^2}{\omega^2 + \beta^2},$$

(1)

where $\omega = 2\pi f$.

The spectral density given in Eq. (1) represents at least approximately the spectral density for many other servomechanism inputs. As long as the power of the input derivative is concentrated at the low frequencies, Eq. (1) is an adequate representation; $\beta/2\pi$ can be thought of as the cutoff frequency of the input derivative.

The spectral density of $\theta_N$ is assumed to be of the form

$$G_N(f) = N,$$

(2)

where $N$ is a constant. In the terminology of Sec. 6.11, the noise input is assumed to be a purely random process. Such a spectral density can be considered to approximate a spectral density that is essentially constant for all frequencies low enough to pass through the servo without serious attenuation. In Sec. 6.10 this approximation was found to give a satisfactory representation for radar fading in the automatic-tracking servo system.

We shall further assume that the cross-spectral density vanishes identically:

$$G_{IN}(f) = 0.$$

(3)

This will, in general, be the case whenever the sources for the input signal and the noise are independent.

In the particular examples of servo inputs that we shall consider the rms input speed $\sqrt{\bar{a}^2}$ is about 50 mils/sec and $1/\beta$ is about 10 sec (see Sec. 6.12). Thus $G_i(0) = 4\bar{a}^2/\beta \approx 10^5$ mils$^2$/sec. In addition,

$$G_N(f) = N \approx 1 \text{ mil}^2\text{ sec}$$

as in Eq. (6.132). These comparative magnitudes will form the basis for approximations made in the course of the following discussion.

When the cross-spectral density vanishes, the spectral density for the error (Sec. 7.2) is given by

$$G_e(f) = |Y_1(2\pi f)|^2G_i(f) + |Y_2(2\pi f)|^2G_N(f),$$

(4)

where $Y_1$ is the transfer function for the input-signal derivative and $Y_2$, ...
is the transfer function for the noise input. The mean-square error can then be found as in Chap. 7 from the expression

\[
\bar{e}^2 = \int_0^\infty df G_s(f).
\]

**SERVO WITH PROPORTIONAL CONTROL**

8.2. Best Control Parameter.—We begin with the simplest and best-known type of servomechanism—a servo with proportional control. This type of servo is of considerable interest in itself; it is, in addition, suitable for exhibiting the complete analysis of a simple problem. The minimum mean-square error for the proportional-control servo will also furnish a standard with which to compare the performance of more complicated types of servomechanisms.

It will be convenient in what follows to omit the symbol \( \mathcal{L}(\ ) \), denoting the Laplace transform of the function within the parentheses. The reader should have no difficulty in differentiating between the function of time and its Laplace transform by the context.

The output \( \theta_0 \) of the servo with proportional control is related to the input by the equation [see Eq. (4.5)]

\[
(T_m p + 1)p \theta_0 = K_v(\theta_t + \theta_N - \theta_0),
\]

where \( K_v \) is the velocity-error constant and \( T_m \) is the motor time constant. Here \( K_v \) is a true parameter, variable over a wide range, whereas \( T_m \) can be changed only by replacing the motor or changing the load inertia.

We shall show that if the motor time constant \( T_m \) is too large for the particular servo application, the minimum mean-square error depends strongly on \( T_m \). If \( T_m \) is less than a certain critical value, the minimum mean-square error and the optimal value of \( K_v \) are practically independent of \( T_m \). If \( T_m \) has this critical value, the peak amplifications are larger for the optimal servos than might be expected on the basis of the steady-state analysis of Chap. 4; but if \( T_m \) is well below this critical value, the usual peak amplifications are obtained. The decisive factor in the design of the proportional-control servo is the noise-to-signal ratio \( N/\tilde{a}^2 \). When this ratio is small, the minimum mean-square error is proportional to \( (\tilde{a}^2 N^2)^{1/2} \) and the optimal \( K_v \) is proportional to \( (\tilde{a}^2/N)^{15} \).

Equation (6) of the servo can be solved for \( \theta_0 \) as follows:

\[
\theta_0 = \theta_t - \frac{\frac{K_v}{K_v + (T_m p + 1)p} \theta_t + \frac{1}{K_v + (T_m p + 1)p} \theta_N}{\frac{T_m p + 1}{K_v + (T_m p + 1)p} \theta_t + \frac{1}{K_v + (T_m p + 1)p} \theta_N}.
\]

Thus \( \theta_0 \) differs from \( \theta_t \) by an error \( \epsilon \) consisting of two parts—the error due to the failure of the servo to follow the input signal and the error resulting from the noise. Since the spectral density of \( p \theta_t \) is \( 4\tilde{a}^2/(\omega^2 + \beta^2) \), the
mean-square error in following the input is

\[ \overline{\epsilon_t^2} = \frac{1}{2\pi} \int_0^\infty d\omega \frac{T_m^2 \omega^2 + 1}{|K_v + j\omega - T_m \omega|^2} \frac{4\beta^2}{\omega^2 + \beta^2}. \]  

(8)

On integrating this expression by the method of Sec. 7.6 and simplifying the result, one obtains

\[ \overline{\epsilon_t^2} = \frac{\bar{a}^2}{K_v} \left( 1 + K_v \beta T_m^2 + \beta T_m \right). \]  

(9)

Similarly, since \( G_N(f) = N \), the mean-square error resulting from the noise is

\[ \overline{\epsilon_n^2} = \frac{1}{2\pi} \int_0^\infty d\omega \frac{K_v^2}{|K_v + j\omega - T_m \omega|^2} N, \]  

(10)

which, when integrated, becomes

\[ \overline{\epsilon_n^2} = \frac{NK_v}{4}. \]  

(11)

The mean-square error in following is then

\[ \overline{\epsilon^2} = \overline{\epsilon_t^2} + \overline{\epsilon_n^2} = \frac{\bar{a}^2}{K_v} \left( 1 + K_v \beta T_m^2 + \beta T_m \right) + \frac{NK_v}{4}. \]  

(12)

At this point it is convenient to make certain approximations which will normally be justified. The number \( \beta \), that is, the cutoff frequency of the input signal, is usually small; for instance, \( \beta^{-1} \) is between 10 and 30 sec in the input discussed in Sec. 6.12. The motor time constant \( T_m \) is usually between 0.5 and 0.05 sec. Hence \( \beta T_m \) is likely to be small compared with unity. If also \( \beta/K_v \) is small compared with 1, we may approximate to \( \overline{\epsilon^2} \) by the formula

\[ \overline{\epsilon^2} \approx \frac{\bar{a}^2}{K_v} \left( 1 + K_v \beta T_m^2 \right) + \frac{NK_v}{4}. \]  

(13)

The computations will be simplified if we substitute for \( K_v \) in terms of the dimensionless parameter

\[ y = \frac{K_v}{2} \left( \frac{N}{\bar{a}^2} \right)^{\frac{1}{2}}. \]  

(14)

The form of the mean-square error that we obtain is

\[ \overline{\epsilon^2} \approx (\bar{a}^2 N^2)^{\frac{1}{2}} \left[ \frac{1}{4y^2} + \left( \frac{\bar{a}^2}{N} \right)^{\frac{1}{2}} \frac{\beta T_m^2}{2y} + \frac{y}{2} \right]. \]  

(15)

We are now in a position to find the best value of \( K_v \)—the value of \( K_v \) and hence \( y \) that minimizes the mean-square error. To this end, we
differentiate $\overline{e^2}$ with respect to $y$ and equate the result to zero:
\[
\frac{d}{dy} \frac{\overline{e^2}}{(\alpha^2 N^2)^{1/4}} = -\frac{1}{2y^3} - \left(\frac{\alpha^2}{N}\right)^{1/4} \frac{T^2}{2y^2} + \frac{1}{2} = 0.
\]
Hence
\[
\sqrt{y^2 - \frac{1}{y}} = \left(\frac{\alpha^2}{N}\right)^{1/4} T_m.
\]
Substituting the optimal value of $y$ into Eq. (15), we find the minimum mean-square error
\[
\overline{e^2}_m = \left(\alpha^2 N^2\right)^{1/4} \left(y - \frac{1}{4y^2}\right).
\]
For each value of $y \geq 1$ Eqs. (17), (18), and (14) give respectively a value of $T_m$ and, corresponding to this $T_m$, the minimum $\overline{e^2}$ and the optimal value of $K_v$. Figure 8.1 shows how the minimum $\overline{e^2}$ and the optimal $K_v$ vary with $T_m$. One sees that for large $T_m$, $\overline{e^2}_m$ is proportional to $T_m$. On the other hand, if $T_m$ is small, $\overline{e^2}_m$ is largely independent of $T_m$; the best value of $K_v$ is then approximately $2 \left[(\alpha^2/N)^{1/4}\right]$.

If
\[
K_v = 2 \left(\frac{\alpha^2}{N}\right)^{1/4},
\]
then $y = 1$ and, by Eq. (15),
\[
\frac{\overline{e^2}}{(\alpha^2 N^2)^{1/4}} = \frac{3}{4} + \frac{1}{2} \left(\frac{\alpha^2}{N}\right)^{1/4} T^2_m.
\]
Consequently, if

$$T_m < 0.4 \left( \frac{N}{\tilde{a}^2\beta^3} \right)^{1/6},$$

(21)

then $\bar{e}^2$ is less than 11 per cent above its absolute minimum value, which is approached as $T_m \to 0$. If we now separate the error in following the signal from the error due to noise, we see that

$$\frac{\bar{e}_i^2}{(\tilde{a}^2 N^2)^{1/8}} = \frac{1}{4} + \frac{1}{2} \left( \frac{\tilde{a}^2 \beta^3}{N} \right)^{1/6} T_m^2$$

(22a)

$$\frac{\bar{e}_N^2}{(\tilde{a}^2 N^2)^{1/8}} = \frac{1}{2}$$

(22b)

As $T_m \to 0$, the mean-square error in following the signal becomes half of the mean-square error due to noise. For $T_m < 0.4 (N/\tilde{a}^2\beta^3)^{1/6}$, the component mean-square errors are related by

$$0.50 \bar{e}_N^2 < \bar{e}_i^2 < 0.66 \bar{e}_N^2.$$  

(23)

These computations and the approximation [Eq. (13)] on which they are based are valid only if for $K_v$ near its optimal value, $\beta/K_v$ is small compared with unity. But $\tilde{a}^2$ is normally very large compared with $N$, and thus $K_v = 2(\tilde{a}^2/N)^{1/6}$ is large. In the example below [Eq. (33b)] $K_v > 30 \text{ sec}^{-1}$. Hence, since $\beta$ is usually small compared with $1 \text{ sec}^{-1}$, $\beta/K_v$ is likely to be very small.

8.3. Properties of the Best Servo with Proportional Control.—Let us now examine the properties of a servo with proportional control, when the best choice is made of the parameter $K_v$.

From Eq. (6) one sees that

$$\theta_o = \frac{K_v}{(T_m p + 1)p} \epsilon,$$

(24)

where $\epsilon = \theta_t + \theta_N - \theta_o$ is the error signal (not the error $\theta_t - \theta_o$ in following the intended input). Hence

$$\left| \frac{\theta_o}{\epsilon} \right| = \left| \frac{K_v}{(T_m j \omega + 1) j \omega} \right|.$$

(25)

Thus we have the limiting relations

$$\left| \frac{\theta_o}{\epsilon} \right| \approx \frac{K_v}{\omega}, \quad \omega \ll \frac{1}{T_m},$$

(26a)

$$\left| \frac{\theta_o}{\epsilon} \right| \approx \frac{K_v}{T_m \omega^2}, \quad \omega \gg \frac{1}{T_m}.$$  

(26b)

If $T_m$ is small enough, that is, if $T_m < 0.4 (N/(\tilde{a}^2\beta^3))^{1/6}$, then, by Fig. 8.1, $K_v$ can be chosen equal to $2(\tilde{a}^2/N)^{1/6}$ independently of $T_m$. For
small values of \( \omega \) the loop gain will then be equal to

\[
\left| \frac{\theta_0}{\epsilon} \right| \approx \frac{K_v}{\omega} = \frac{2}{\omega} \left( \frac{\tilde{a}^2}{N} \right)^{1/2}. \tag{27}
\]

Thus two decibel-log-frequency diagrams, for different small values of \( T_m \), will have the same asymptote at low frequencies (Fig. 8.2).

If the feedback cutoff frequency (the frequency \( f_c \) at which the loop gain is unity) is much greater than \( 1/(2\pi T_m) \), we have

\[
K_v \approx T_m \omega_c^2, \tag{28a}
\]

\[
f_c = \frac{1}{2\pi} \omega_c \approx \frac{1}{2\pi} \left( \frac{K_v}{T_m} \right)^{1/2}, \tag{28b}
\]

It follows from Eq. (6), with neglect of \( \theta_x \) relative to \( \theta_I \), that the overall amplifications of the servo is

\[
\left| \frac{\theta_0}{\theta_I} \right| \approx \left| \frac{K_v}{K_v + j\omega_c - T_m \omega_c^2} \right|. \tag{29}
\]

The peak over-all amplification is approximately the amplification at the cutoff frequency if \( K_v T_m \) is sufficiently large; for instance, if \( K_v T_m > 2.5 \), then a 5 per cent error is made by the approximation

\[
\left| \frac{\theta_0}{\theta_I_{\text{max}}} \right| \approx \frac{K_v}{K_v + j\omega_c - T_m \omega_c^2} = \frac{K_v}{\omega_c} \approx \sqrt{K_v T_m}. \tag{30}
\]

If the approximations of the three preceding paragraphs are all valid, the cutoff frequency is, by Eqs. (19), (21), and (28),

\[
f_c = \frac{1}{2\pi} \sqrt{\frac{K_v}{T_m}} > 0.356 \left( \frac{\tilde{a}^2 \beta}{N} \right)^{1/2}. \tag{31}
\]

Similarly, the peak amplification is

\[
\left| \frac{\theta_0}{\theta_I_{\text{max}}} \right| \approx \sqrt{K_v T_m} < 0.894 \left( \frac{\tilde{a}^2}{N \beta^3} \right)^{1/2}. \tag{32}
\]

It should be noted that although \( \tilde{a}^2 / N \beta^3 \) is usually a very large number, its twelfth root is not large.

In the case of the radar automatic-tracking example in Secs. 6.10 and 6.12, we have \( \tilde{a}^2 = 2620 \text{ mils}^2/\text{sec}^2 \), \( N = 0.636 \text{ mil}^2 \text{ sec} \), \( \beta = 0.1 \text{ sec}^{-1} \).
If
\[ T_m < 0.4 \left( \frac{N}{a^2\beta} \right)^{\frac{1}{4}} = 0.316 \text{ sec} \] (33a)
and
\[ K_v = 2 \left( \frac{a^2}{N} \right)^{\frac{1}{4}} = 32.1 \text{ sec}^{-1} \] (33b)
then, by Eq. (20),
\[
\begin{align*}
\bar{\varepsilon}^2 &< 0.83(\bar{a}^2N^2)^{\frac{1}{4}} = 8.46 \text{ mil}^2, \\
\sqrt{\bar{\varepsilon}^2} &< 2.91 \text{ mil.}
\end{align*}
\] (33c)
The cutoff frequency is
\[ f_c > 0.356 \left( \frac{\bar{a}^2\beta}{N} \right)^{\frac{1}{4}} = 1.60 \text{ cps}, \] (33d)
and the peak amplification is
\[ \left| \frac{\theta_\vartheta}{\theta_{\theta_{\text{max}}}} \right| < 0.894 \left( \frac{\bar{a}^2}{N\beta^3} \right)^{\frac{1}{4}} = 3.18. \] (33e)

It may be pointed out that in practice, \( T_m \) is frequently chosen smaller than is required by Eq. (21). This gives a smaller error and a smaller peak amplification. If in the previous example we choose
\[ T_m = 0.1 \text{ sec}, \] (34)
we find that
\[
\begin{align*}
\sqrt{\bar{\varepsilon}^2} & = 2.75 \text{ mils,} \\
f_c & = 2.85 \text{ cps,} \\
\left| \frac{\theta_\vartheta}{\theta_{\theta_{\text{max}}}} \right| & = 1.79.
\end{align*}
\] (35)

8.4. Servo with Proportional Control, \( T_m = 0 \).—We have thus far been using the approximate formula of Eq. (13) for \( \bar{\varepsilon}^2 \). If \( T_m \) is negligible, however, a better approximation to Eq. (12) is
\[ \bar{\varepsilon}^2 = \frac{\bar{a}^2}{K_v K_v + \beta} \frac{1}{4} + \frac{NK_v}{4}. \] (36)
Assuming \( T_m \) to be negligible, we shall now study the effect of noise on the performance of the servomechanism. The relative magnitude of the noise can be expressed in terms of the noise-to-signal ratio \( N/\bar{a}^2 \).
This ratio (in sec\(^3\)) is usually a very small number, and its dimensionless product by \( \beta^3 \) is a still smaller number. Hence it is convenient to introduce instead of the noise-to-signal ratio, the number [cf. Eq. (32)]
\[ r = \left( \frac{N\beta^3}{\bar{a}^2} \right)^{\frac{1}{24}}. \] (37)
Equation (36) then becomes
\[
\frac{\overline{\epsilon^2}}{(a^2 N^2)^{16}} = \frac{1}{2y(2y + r^4)} + \frac{y}{2},
\] (38)

Now if \(K_r\) and hence \(y\) are chosen so as to minimize \(\overline{\epsilon^2}\), then
\[
2 \frac{d}{dy} \frac{\overline{\epsilon^2}}{(a^2 N^2)^{16}} = -\frac{4y + r^4}{y^2(2y + r^4)^2} + 1 = 0.
\] (39)

Therefore, for optimal performance
\[
y^2(y + \frac{1}{4}r^4)^2 = y + \frac{1}{4}r^4.
\] (40)

Solving for \(y\) and substituting back in Eqs. (14) and (38), one obtains the best \(K_r\) and its corresponding \(\overline{\epsilon_m^2}\) for each value of \(r\).

If \(r\) is small, we can solve Eq. (40) as a power series in \(r\),
\[
y = 1 - \frac{1}{4}r^4 + \frac{1}{8}r^8 - \frac{1}{24}r^{12} + \cdots. \quad (41)
\]

Substituting back in Eq. (38), we get
\[
\overline{\epsilon_m^2} = \frac{1}{4}(a^2 N^2)^{16}(1 - \frac{1}{4}r^4 + \frac{1}{8}r^8 - \frac{1}{24}r^{12} + \cdots). \quad (42)
\]

The optimal \((K_r/2)(N/a^2)^{16}\) and \(\overline{\epsilon_m^2}/[(a^2 N^2)^{16}]\) are plotted against \(r\) in Fig. 8.3. It is seen that for small values of \(r\), \(\overline{\epsilon_m^2}\) is proportional to \((a^2 N^2)^{16}\) and the optimal \(K_r\) is proportional to \((a^2 N^2)^{16}\).

**TACHOMETER FEEDBACK CONTROL**

**8.5. Mean-square Error of Output.**—By adding a tachometer-feedback loop (see Fig. 8.4) to the servo with proportional control, one can reduce still further the dependence of the mean-square error on the motor time constant \(T_m\). One thereby makes possible an increase in \(K_r\) and a consequent decrease in the error for a constant-velocity input.

The equation of the servo with tachometer-feedback loop is
\[
(T_m p + 1)p\theta_0 = K_r(\theta_i + \theta_N - \theta_0) - \frac{T_m p}{T_a p + 1} p\theta_o. \quad (43)
\]
There are now three servo parameters—the velocity-error constant $K_v$, the tachometer-loop gain $A$, and the tachometer-filter time constant $T_a$—in addition to the limited parameter $T_m$.

Solving Eq. (43) for $\theta_0$ gives

$$\theta_0 = \theta_f - \frac{(T_a p + 1)(T_m p + 1) + AT_a p}{K_v(T_a p + 1) + (T_a p + 1)(T_m p + 1)p + AT_a p^2} \theta_f + \frac{K_v(T_a p + 1)}{K_v(T_a p + 1) + (T_a p + 1)(T_m p + 1)p + AT_a p^2} \theta_N. \tag{44}$$

Since the spectral density of $\beta\theta_i$ is $(4\beta^2)/(\omega^2 + \beta^2)$ [see Eq. (1)], the mean-square error in following the input is

$$\overline{\epsilon_i^2} = \frac{1}{2\pi} \int_0^\infty d\omega \frac{1 + [(T_a + T_m + AT_a)^2 - 2T_aT_m] \omega^2 + T_aT_m^2\omega^4}{|K_v + (K_vT_a + 1)j\omega - (T_a + T_m + AT_a)\omega^2 - T_aT_mj\omega^3|} \omega^2 + \beta^2 \tag{45}$$

which on integration becomes

$$\overline{\epsilon_i^2} = \frac{\overline{\alpha^2}}{K_v} [(K_vT_a + 1)(T_a + T_m + AT_a) - K_vT_aT_m]^{-1} \times [(K_vT_a + 1)\beta + (T_a + AT_a)\beta^2 + T_aT_m\beta^3]^{-1} \times [(K_vT_a + 1)(T_a + T_m + AT_a) - K_vT_aT_m + (T_a + T_m + AT_a)^2\beta + (T_a + T_m + AT_a)T_aT_m\beta^2 + K_v(T_a + T_m + AT_a)^2 - 2T_aT_m] \times [(T_a + T_m + AT_a)\beta + T_aT_m\beta^2] + K_vT_a^2T_m^2[K_v\beta + (K_vT_a + 1)\beta^2]]. \tag{46}$$

The spectral density of the noise is $G_N(f) = N$ [see Eq. (2)]; the mean-square error due to noise is therefore

$$\overline{\epsilon_N^2} = \frac{1}{2\pi} \int_0^\infty d\omega \frac{K_v^2(1 + T_a^2\omega^2)}{|K_v + (K_vT_a + 1)j\omega - (T_a + T_m + AT_a)\omega^2 - T_aT_mj\omega^3|^2} N, \tag{47}$$

which, when integrated and simplified, becomes

$$\overline{\epsilon_N^2} = \frac{NK_v}{4} \frac{1}{1 + \frac{AK_vT_a^2}{T_a + T_m + AT_a + K_vT_a^2}}. \tag{48}$$

The mean-square error of the output is, of course,

$$\overline{\epsilon^2} = \overline{\epsilon_i^2} + \overline{\epsilon_N^2}. \tag{49}$$

8-6. Ideal Case of Infinite Gain.—We shall see that if the tachometer-loop gain $A$ is large enough, a servo with tachometer feedback can be
made to have a smaller mean-square error than a proportional-control servo even if the former has a large $T_m$ and the latter a small $T_m$.

With this end in view, let us take the limiting case where $K_e = CA$ and $A \to \infty$. In this limit, Eqs. (46) and (48) become

$$
\bar{\varepsilon}_1 = \frac{\tilde{\alpha} \beta T_a}{C \left( C + CT_a \beta + T_a \beta^2 \right)} \quad (50)
$$

and

$$
\bar{\varepsilon}_N = \frac{N}{4} \left( \frac{1}{T_a} + C \right) \quad (51)
$$

and hence

$$
\bar{\varepsilon}^2 = \frac{\tilde{\alpha} \beta T_a}{C \left( C + CT_a \beta + T_a \beta^2 \right)} + \frac{N}{4} \frac{1}{T_a} + \frac{N}{4} C \quad (52)
$$

It will be noted that in this limiting case $\bar{\varepsilon}^2$ is independent of $T_m$.

We now choose the parameters $C$ and $T_a$ so as to minimize $\bar{\varepsilon}^2$. Then

$$
\frac{\partial \bar{\varepsilon}^2}{\partial C} = - \frac{\tilde{\alpha} \beta T_a (2C + 2CT_a \beta + T_a \beta^2)}{C \left( C + CT_a \beta + T_a \beta^2 \right)^2} + \frac{N}{4} = 0 \quad (53)
$$

and

$$
\frac{\partial \bar{\varepsilon}^2}{\partial T_a} = \frac{\tilde{\alpha} \beta}{(C + CT_a \beta + T_a \beta^2)^2} - \frac{N}{4T_a^2} = 0 \quad (54)
$$

Equations (53) and (54) may be solved for $C$ and $T_a$ as follows. Elimination of $\tilde{\alpha}^2$ between Eqs. (53) and (54) yields

$$
C + CT_a \beta + T_a \beta^2 = \frac{(C^2 + \beta^2) T_a}{2} \quad (55)
$$

Substitution of this expression into Eq. (54) now gives

$$
\frac{4\tilde{\alpha} \beta}{(C^2 + \beta^2)^{3/2} T_a^{3/2}} - \frac{N}{4T_a^2} = 0 \quad (56)
$$

or

$$
C^2 + \beta^2 = 4 \left( \frac{\tilde{\alpha} \beta}{N} \right)^2 = 4\beta^2 r^{-6}, \quad (57)
$$

where $r$ is the parameter defined in Eq. (37). Solution for $C$ yields

$$
C = \beta \sqrt{4r^{-6} - 1} \quad (58)
$$

Equation (55) can now be solved for $T_a$,

$$
T_a = \frac{2C}{C^2 - 2C \beta - \beta^2} \quad (59)
$$

or, by Eq. (58),

$$
T_a = \frac{1}{\beta} \frac{\sqrt{4r^{-6} - 1}}{2r^{-6} - 1 - \sqrt{4r^{-6} - 1}} \quad (60)
$$

The above procedure is valid only if it leads to real positive finite
values of the parameters. In particular, \( \varepsilon^2 \) is a minimum for finite \( T_a \) only if the denominator in Eq. (60) is positive, that is, only if

\[
r < (2 - \sqrt{2})^6 = 0.915.
\] (61)

If \( r \) satisfies this condition, both \( C \) and \( T_a \) will be real and positive.

Now, having found the optimal values of \( C \) and \( T_a \) in terms of the parameter \( r \), we can substitute back in Eq. (52) to get the minimum value of \( \varepsilon^2 \). Combining Eqs. (52) and (54), we obtain

\[
\overline{\varepsilon}_m^2 = \frac{T_a N}{C^3 4T_a^2} \left( C + CT_a \beta + T_a \beta^2 \right) + \frac{N}{4} \left( \frac{1}{T_a} + C \right)
\]

\[
= \frac{N}{4CT_a} \left( 2C + 2CT_a \beta + T_a \beta^2 - CT_a \beta + C^2 T_a \right),
\] (62)

which, together with Eq. (55), gives

\[
\overline{\varepsilon}_m^2 = \frac{N}{4CT_a} \left( C^2 T_a - CT_a \beta + C^2 T_a \right) = \frac{N}{4} \left( 2C - \beta \right).
\] (63)

If we now express \( C \) in terms of \( r \), using Eq. (58), we get

\[
\frac{\overline{\varepsilon}_m^2}{\varepsilon_m^2} = \frac{N \beta}{r\beta^2} \left( \sqrt{1 - \frac{1}{4} r^6} - \frac{1}{4} r^2 \right).
\] (64)

From the definition of \( r \) it follows that

\[
\frac{N \beta}{r^3} = (a^2 \beta N^3)^{\frac{1}{4}}.
\] (65)

Our final expression for \( \overline{\varepsilon}_m^2 \) is then

\[
\overline{\varepsilon}_m^2 = (a^2 \beta N^3)^{\frac{1}{4}} \left( \sqrt{1 - \frac{1}{4} r^6} - \frac{1}{4} r^2 \right).
\] (66)

As we have already remarked, \( \varepsilon^2 \) and hence \( \overline{\varepsilon}_m^2 \) are independent of \( T_m \) when there is high-gain tachometer feedback in addition to proportional control. In the case of a servo with proportional control only, the minimum mean-square error is dependent on \( T_m \); its smallest value, when \( T_m \to 0 \), is given by Eq. (42). The ratio of the minimum mean-square error of a servo with tachometer loop and arbitrary \( T_m \) (but infinite \( A \) and \( K_v \)) to the minimum mean-square error of a servo with proportional control and negligible \( T_m \) is

\[
\frac{\overline{\varepsilon}_m^2 \text{ with tachometer}}{\overline{\varepsilon}_m^2 \text{ without tachometer}} = \frac{4}{3} r \left( 1 - \frac{1}{4} r^6 + \frac{1}{8} r^8 - \frac{1}{32} r^{10} + \cdots \right). \] (67)

This ratio is shown plotted against \( r \) in Fig. 8.5. It is seen that for all reasonable values of \( r \) the tachometer-feedback servo performs better than the proportional-control servo even if in the latter case \( T_m = 0 \).
8.7. Best Control Parameters for Finite Amplifications.—In actual practice, $A$ and $K_v$ cannot be made arbitrarily large; the preceding treatment is therefore an analysis of a somewhat idealized situation. We shall now modify this analysis and seek an approximation to the optimal values of the parameters $K_v$ and $T_a$ for the case of a finite $A$.

We first make some approximations to Eqs. (46) and (48). We assume that $K_m$ is large compared with each of the following: $1/T_a$, $1/T_m$, $T_m/T_a^2$, $\beta$, $\beta^2 T_m$, $\beta A$. The last assumption is justified because (1) if $A$ is large and $r$ is less than $\frac{1}{4}$, then by Eq. (58), $K_v/\beta A \approx 2/r^2$, which is large relative to unity, whereas (2) if $A$ is small it is obvious that $K_v \gg \beta A$. Using these approximations, Eqs. (46) and (48) become

$$
\bar{e}_i^2 \approx \frac{\beta}{K_i^2} \left[ 1 + \frac{1}{A} \left( 2 + 3 \frac{T_m}{T_a} + \beta T_m \right) \frac{K_v \beta T_m^2}{1 + A} \right] \left( K_v + \frac{A}{T_a} \right).
$$

We now make the further assumption that $\beta$ is so small that $\beta T_a \ll 1$ and $\beta T_m \ll 1$. (In the examples below, these relations and approximations are valid; if $\beta$ is not small, the formulas below must be used with caution.) The formula for the mean-square error then becomes

$$
\bar{e}_i^2 \approx \frac{\beta}{K_v^2} \left( 1 + 3 \beta A T_m + \beta A (2 + A) T_a + \frac{K_v \beta T_m^2}{1 + A} \right) + \frac{N}{4(1 + A)} \left( K_v + \frac{A}{T_a} \right).
$$
Given $A$ and $T_m$, we now choose $K_v$ and $T_a$ so as to minimize $e^2$. Then

\[
\frac{\partial e^2}{\partial K_v} = -\frac{\tilde{a}^2}{K_v^3} \left[ 2 + 6\beta A T_m + 2\beta A(2 + A)T_a + \frac{K_v \beta T_m^2}{1 + A} \right] \quad  + \frac{N}{4(1 + A)} = 0, \tag{70a}
\]

\[
\frac{\partial e^2}{\partial T_a} = \frac{\tilde{a}^2 \beta A(2 + A)}{K_v^2} - \frac{NA}{4(1 + A)T_a^2} = 0. \tag{70b}
\]

We solve Eqs. (70) for $K_v$ and $T_a$ as follows. Solution of Eq. (70b) for $K_v^2$ gives

\[
K_v^2 = 4 \tilde{a}^2 \beta^4 (1 + A)(2 + A)T_a^2. \tag{71}
\]

Elimination of $\tilde{a}^2$ by means of Eq. (37) yields $K_v$ in terms of $T_a$,

\[
K_v = \frac{2\sqrt{(1 + A)(2 + A)} \beta^3 T_a}{r^6}. \tag{72}
\]

Also, substitution of Eq. (70b) into Eq. (70a) gives

\[
1 + 3\beta A T_m + \beta A(2 + A)T_a + \frac{1}{2} \frac{K_v \beta T_m^2}{1 + A} = \frac{1}{2} K_v \beta (2 + A)T_a^2. \tag{73}
\]

If we now make use of Eq. (72), we obtain

\[
1 + 3\beta A T_m + \beta A(2 + A)T_a + \frac{\sqrt{2 + A} \beta^3 T_a T_m^2}{\sqrt{1 + A} r^6} = (2 + A)^{3b} \sqrt{1 + A} \beta^3 T_a^2. \tag{74}
\]

On substitution for $T_m$ of the dimensionless parameter $z$, defined by

\[
z^2 = \frac{1}{A} \frac{\beta^2 T_m^2}{\sqrt{1 + A} r^6}, \tag{75}
\]

this becomes

\[
1 + 3\beta A T_m + \beta A(2 + A)T_a(1 + z^2) = (2 + A)^{3b} \sqrt{1 + A} \beta^3 T_a^2. \tag{76}
\]

In order to simplify this equation we introduce another parameter,

\[
x = \left[ \frac{(1 + A)(2 + A)}{A^2} \right]^{3b} \frac{\beta T_a}{r^6(1 + z^2)^{3b}}, \tag{77}
\]

eliminating $T_a$, we obtain

\[
1 + 3\beta A T_m + \left[ \frac{A^6(2 + A)^3}{1 + A} \right]^{3b} r^3(1 + z^2)^{3b} x = \left[ \frac{A^6(2 + A)^3}{1 + A} \right]^{3b} r^3(1 + z^2)^{3b} x, \tag{78a}
\]
which may also be written as

$$x^3 - x = (1 + 3\beta AT_m) \left[ \frac{1 + A}{A^6(2 + A)^3} \right]^{1/4} \frac{1}{r^2(1 + z^2)^{3/4}}.$$  \(78b\)

This equation can now be solved for \(x\). Finally, solving Eqs. (72) and (77) for \(K_v\) and \(T_a\) in terms of \(x\), we have

$$K_v = \frac{2\beta[A^2(1 + A)(2 + A)]^{1/4}(1 + z^2)^{3/4}x}{r^3},$$  \(79\)

$$T_a = \left[ \frac{A^2}{(1 + A)(2 + A)} \right]^{1/4} \frac{r^3(1 + z^2)^{3/4}x}{\beta}.$$  \(80\)

Equations (78b), (79), and (80) give us the optimal values of \(K_v\) and \(T_a\) for each set of values of \(A, T_m\), and the input parameters.

We now may substitute into Eq. (69) to find the minimum value of \(\overline{e^2}\). First, use of Eq. (70b) gives

$$\overline{e^2_m} = \frac{N}{4\beta(2 + A)(1 + A)T_a^2} \left( 1 + 3\beta AT_m + \beta A(2 + A)T_a + \frac{K_v\beta T_m^2}{1 + A} \right)$$

$$+ \frac{N}{4(1 + A)} \left( K_v + \frac{A}{T_a} \right).$$

Use of Eq. (73) then gives

$$\overline{e^2_m} = \frac{N}{4(1 + A)} \left\{ \frac{3}{2} K_v + \frac{A}{T_a} \left[ 1 + \frac{K_v T_m^2}{2A(1 + A)(2 + A)T_a} \right] \right\}.$$  \(81\)

But, by Eq. (72),

$$\frac{K_v T_m^2}{2A(1 + A)(2 + A)T_a} = \frac{T_m^2}{2A(1 + A)(2 + A)} \frac{2(1 + A)^{1/2}(2 + A)^{3/2} \beta^2}{r^3},$$  \(82\)

and hence, by Eq. (75),

$$\frac{K_v T_m^2}{2A(1 + A)(2 + A)T_a} = \frac{z^2}{2A(1 + A)(2 + A)}.$$  \(83\)

Therefore

$$\overline{e^2_m} = \frac{N}{4(1 + A)} \left( \frac{3}{2} K_v + \frac{A}{T_a} (1 + z^2) \right).$$

Substituting for \(K_v\) and \(T_a\) from Eqs. (79) and (80), we have

$$\overline{e^2_m} = \frac{1}{4} \frac{N\beta}{\gamma^2} \left[ \frac{A^2(2 + A)}{(1 + A)^3} \right]^{1/4} (1 + z^2)^{1/4} \left( 3x + \frac{1}{x} \right).$$  \(84\)

Finally, by Eq. (65),

$$\frac{\overline{e^2_m}}{(\gamma^2 N\beta)^{1/4}} = \frac{1}{4} \left[ \frac{A^2(2 + A)}{(1 + A)^3} \right]^{1/4} (1 + z^2)^{1/4} \left( 3x + \frac{1}{x} \right).$$  \(85\)
In Fig. 8.6, $\bar{\varepsilon}_m^2$ is plotted against $A/(10 + A)$ for $T_m = z = 0$ and for three different values of $r$: $r = 0.215$, 0.368, and 0.585, or $r^3 = 0.01$, 0.05, and 0.20. It can be seen that for this range of values of $r$, if

$$A > \frac{1}{r^2},$$

(86)

then the mean-square error is less than 5 per cent above its limiting value when $A \rightarrow \infty$.

Fig. 8.6.—Minimum mean-square error of servo with tachometer-feedback loop as a function of tachometer-loop gain $A$, when $T_m = 0$.

Fig. 8.7.—Minimum mean-square error of servo with tachometer-feedback loop as a function of tachometer-loop gain $A$, when $r^3 = 0.05$. Numbers on curves are values of $T_m(\alpha^2\beta^2/N)^{1/6}$.

Figure 8.7 shows how the minimum $\varepsilon^2$ depends on $T_m$. The curves are plotted for four different values of $T_m$ when $r^3 = 0.05$, that is, when $r = 0.368$. The dependence on $T_m$ becomes important only for values of $A$ less than 2.

Example.—We return to the example of Sec. 8.3 and assume that

$$\tilde{\alpha} = 2620 \text{ mil}^2 \text{ sec}^{-2},$$

$$N = 0.636 \text{ mil}^2 \text{ sec},$$

$$\beta = 0.1 \text{ sec}^{-1},$$

$$T_m = 0.316 \text{ sec}.$$ (87)
Then
\[
\begin{align*}
  r &= 0.281, \\
  \frac{1}{r^2} &= 12.7.
\end{align*}
\]  
(88)

Taking \( A > 1/r^2 \) [see Eq. (86)], we choose
\[
A = 14.
\]  
(89)

Then we find that
\[
\begin{align*}
  z^2 &= 0.009, \\
  x &= 1.187, \\
  T_m \left( \frac{\alpha^2 \beta}{N} \right)^{1/4} &= 0.4, \\
  K_v &= 158 \text{ sec}^{-1}, \\
  T_a &= 0.252 \text{ sec}, \\
  \varphi^2 &= 3.11 \text{ mils}^2, \\
  \sqrt{\varphi^2} &= 1.76 \text{ mils}.
\end{align*}
\]  
(90)

Thus the rms error for the tachometer-feedback-loop servo is 35 per cent less than the rms error for the proportional-control servo. It will be seen from Fig. 8.7 that the choice of \( T_m = 0.316 \) sec has increased the mean-square error only negligibly above the minimum given by \( T_m = 0 \).

8.8. Decibel-log-frequency Diagram.—We now examine the form taken by the decibel-log-frequency curve for the servo with tachometer-feedback loop, when the best choice is made of the parameters.

From Eq. (43) we see that
\[
\theta_o = \frac{K_v}{(T_m p + 1)p + A \frac{T_a p}{T_a p + 1} p} \epsilon.
\]  
(91)

This may also be written as
\[
\begin{align*}
  \theta_o = \frac{K_v (T_a j \omega + 1)}{-A T_a \omega^2} \frac{A T_a j \omega}{(T_m j \omega + 1)(T_a j \omega + 1)} \frac{A T_a j \omega}{1 + (T_m j \omega + 1)(T_a j \omega + 1)}.
\end{align*}
\]  
(92)

Now
\[
\begin{align*}
  \frac{A T_a j \omega}{(T_m j \omega + 1)(T_a j \omega + 1)} &\approx A T_a j \omega, & \text{if } \omega \text{ is small,} \\
  \approx \frac{A}{T_m j \omega}, & \text{if } \omega \text{ is large.}
\end{align*}
\]  
(93)

Therefore, if \( A \) is large, \( A T_a j \omega/[(T_m j \omega + 1)(T_a j \omega + 1)] \) is the dominant term in the denominator of Eq. (92) provided that \( 1/A T_a < \omega < A/T_m \). Thus, if \( A \) is large,
\[
\frac{\theta_0}{\epsilon} \approx -j \frac{K_v}{\omega}, \quad \text{if } \omega < \frac{1}{AT_a}, \quad (94a)
\]
\[
\approx -\frac{K_v}{AT_a \omega^2}, \quad \text{if } \frac{1}{AT_a} < \omega < \frac{1}{T_a}, \quad (94b)
\]
\[
\approx -\frac{jK_v}{A \omega}, \quad \text{if } \frac{1}{T_a} < \omega < \frac{A}{T_m}, \quad (94c)
\]
\[
\approx -\frac{K_v}{T_m \omega^2}, \quad \text{if } \omega > \frac{A}{T_m}, \quad (94d)
\]

The central segments of the segmented approximate decibel-log-frequency diagram meet at a point where \(\omega = 1/T_a\) and \(|\theta_0/\epsilon| \approx (K_v T_a)/A\). This completes the general characterization to the transfer locus, it being assumed only that \(A\) is large. We have now to consider the effect of the best choice of constants, according to the theory developed above.

If \(A\) is sufficiently large, it follows from Eq. (75) that \(z = 0\) and from Eq. (78b) that \(x \approx 1\). By Eqs. (79) and (80), the best choice of constants makes

\[
\frac{K_v T_a}{A} = 2(1 + z^2)x^2 \approx 2. \quad (95)
\]

Thus one should have \(|\theta_0/\epsilon| \approx 2\) where the central segments of the decibel-log-frequency diagram intersect; in other words, the velocity-error constant \(K_v\) should be so chosen that the intersection of the segments of the decibel-log-frequency diagram at \(\omega = 1/T_a\) will be about 6 db above feedback cutoff. The loop gain \(|\theta_0/\epsilon|\) becomes zero db in the 6-db-per-octave segment, 6 db from the above-mentioned intersection; by Eq. (94c) this occurs for

\[
\omega_c \approx \frac{K_v}{A}, \quad (96)
\]
\[
\omega_c \approx \frac{1}{2\pi A} \approx \frac{1}{\pi T_a}. \quad (97)
\]

The theory, as illustrated by Fig. 8.7, has shown that the exact value of \(A\) does not much matter if it is only great enough. Change in \(A\) will not materially change the central part of the decibel-log-frequency diagram but only the length of the central segments; all that is required is that these shall be sufficiently long. [From the steady-state point of view it is clear that the length of the \((1/T_a, A/T_m)\)-segment controls the
stability of the servo.] The best filter time constant $T_a$ is determined by Eq. (80) or, if $A$ is large enough, by

$$T_a \approx \frac{r^3}{\beta}.$$

(98)

This theoretically derived decibel-log-frequency diagram is similar to that commonly believed desirable, except that the velocity-error constant is smaller than might have been expected; usually $K_v$ is assumed to be so chosen that 0 db is at or below the middle of the 6-db-per-octave middle segment. In practice, however, the amplifier gain is frequently turned down considerably below that assumed in the steady-state design of the servo. Thus we can claim substantial agreement with the usual design practice, if not with its theory.

The approximate peak amplification is found as follows: If $A$ is sufficiently large and if

$$\frac{1}{AT_a} < \omega < \frac{A}{T_m},$$

then by Eq. (92)

$$\frac{\theta_o}{\epsilon} \approx \frac{K_v(T_a j \omega + 1)}{-AT_a \omega^2}$$

and

$$\frac{\theta_o}{\theta_i} = \frac{\theta_o}{\epsilon} \approx \frac{-K_v(T_a j \omega + 1)}{AT_a \omega^2 - K_v(T_a j \omega + 1)}.$$

(101)

This approximation is rough unless $A$ is very large; otherwise it tends to underestimate the magnitude of $\theta_o/\theta_i$. However, if we so approximate $\theta_o/\theta_i$, the square of the amplification is

$$\left| \frac{\theta_o}{\theta_i} \right|^2 = \frac{K^2_v(T_o^2 \omega^2 + 1)}{A^2 T_o \omega^4 - 2K_v A T_o \omega^2 + K_v^2 + K_o^2 T_o^2 \omega^2}.$$

(102)

To simplify the computation we substitute the dimensionless parameters

$$q = \frac{K_v T_o}{A}, \quad x = T_o \omega^2,$$

and obtain

$$\left| \frac{\theta_o}{\theta_i} \right|^2 = \frac{q^2}{x^2 - 2qx + q^2} \frac{1 + x}{1 + q^2 x}.$$

(104)

The peak amplification occurs for the value of $x$ at which $|\theta_o/\theta_i|^2$ is maximum—the value of $x$ for which

$$q^2 \left| \frac{\theta_o}{\theta_i} \right|^2 = \frac{x^2 - 2qx}{1 + x} + q^2.$$

(105)
is a minimum. This value of $x$ is determined by

$$\frac{d}{dx} \left( \frac{x^2 - 2qx}{1 + x} + q^2 \right) = \frac{(1 + x)(2x - 2q) - (x^2 - 2qx)}{(1 + x)^2} = 0 \tag{106a}$$

or

$$x^2 + 2x - 2q = 0; \tag{106b}$$

solving this, we obtain

$$x = -1 + \sqrt{1 + 2q} \tag{107a}$$

or

$$\omega^2 = \frac{1}{T_a^2} \left( \sqrt{1 + \frac{2K_sT_a}{A}} - 1 \right). \tag{107b}$$

Substituting Eq. (107a) back into Eq. (104), we find that the peak amplification is

$$\left| \frac{\theta_0}{\theta_t_{\max}} \right| = \frac{q^2 \sqrt{1 + 2q}}{2 + 4q + (q^2 - 2q - 2) \sqrt{1 + 2q}}. \tag{108}$$

In Fig. 8-9 the peak amplification is shown plotted against $q$. This graph is to be used with caution, since, as mentioned above, for reasonable values of $A$ the peak amplification is underestimated. If $A$ is very large, $q \approx 2$ [see Eq. (95)]; the peak amplification is then

$$\left| \frac{\theta_0}{\theta_t_{\max}} \right| \approx 1.27. \tag{109}$$

8-9. Nyquist Diagram.—The form of the Nyquist diagram of the servo with tachometer-feedback loop can be inferred from the form of the decibel-log-frequency diagram. However, since the Nyquist diagram is much used in servo design, it may be worth while to give an example of a Nyquist diagram of a servo designed in accordance with the rms-error criterion.

Let us assume the same input signal as in the example of Sec. 8-3 or 6-12 and assume that the noise arises only from a potentiometer wound with $\frac{3}{4}$ turn per mil (see Sec. 6-13). The spectral density of the noise is then fairly flat out to 3 cps; we assume that it can be fairly represented by $G_N(f) = 0.05 \text{ mil}^2 \text{ sec}$ [see Eq. (6-182)]. We choose then

$$\bar{a}^2 = 2620 \text{ mils}^2/\text{sec}^2, \quad N = 0.05 \text{ mil}^2 \text{ sec}, \quad \beta = 0.1 \text{ sec}^{-1}, \tag{110}$$
and hence
\[ r = 0.227. \]  
(111)

If \( A \) were zero, we should wish to take \( T_m < 0.4r^{-2} \) [Eq. (21)]—in this case \( T_m < 0.207 \). Since \( A \) is not to be taken as zero, we choose
\[ T_m = 0.3 \text{ sec}. \]  
(112)

Now
\[ \frac{1}{r^2} = 19.4, \]  
(113)

and we wish to choose \( A \) enough larger than this to allow for the effect of the larger \( T_m \). We therefore take
\[ A = 25. \]  
(114)

Then:
\[ z^2 = 0.009, \]
\[ x = 1.162, \]
\[ q = 2.72, \]
\[ K_v = 511 \text{ sec}^{-1}, \]
\[ T_a = 0.133 \text{ sec}, \]
\[ \sqrt{\epsilon_m^2} = 0.68 \text{ mil}, \]
\[ f_c = 3.13 \text{ eps}. \]  
(115)

The Nyquist diagram for this servo is shown in Fig. 8.10. The circle in Fig. 8.10 is the plot of \(|\theta_0/\theta_i| = 1.28\). The peak amplification is nearly 1.28, which is larger than the value 1.22 that can be read from the approximate curve of Fig. 8.9. It is noteworthy that doubling the velocity-error constant and thus magnifying this Nyquist plot in the ratio 2/1 will cut down the peak amplification and thus improve stability.

Thus we see again (cf. Sec. 8.8) that the rms-error criterion calls for a lower gain than a naive examination of the Nyquist diagram would indicate. In actual practice a servo to be used in the presence of potentiometer noise is designed with the help of a Nyquist diagram, and the gain is thereafter arbitrarily reduced. Our theory is thus in accord with existing practice.

**MANUAL TRACKING**

8.10. Introduction.—In manual tracking the human operator can be considered as part of a servo loop, in which he performs the functions of a power element and a servomotor (Fig. 8.11). The operator observes the misalignment between the telescope and the target and turns a handwheel in the direction that tends to reduce this misalignment. The handwheel drives the tracking unit, which, in turn, positions the telescope, thus closing the feedback loop.
In the simplest type of manual-tracking system the human operator is the only power source in the closed loop. In more complex systems, where torque amplification requires the use of a driving motor, the human operator is a secondary servomotor. Limitations on the speed and torque available apply to both the power motor and the human operator; in addition, the performance of the human operator is governed by conditions of fatigue and mental and physical comfort. It is characteristic of the human operator that there is a time lag between the instant when an error is observed and the instant when corrective action on the part of the operator is started.

As in any servo system, in order to obtain good performance the loop must have high gain and stability. The equalization is achieved by the judicious choice of the available parameters: the handwheel ratio, the optical magnification, and the tracking time constants. The present chapter includes a theoretical discussion of a tracking system based on the assumption that the human operator behaves like a linear mechanism. The rms-error criterion is applied to obtain the best tracking time constant. The theoretical results compare favorably with those found by experiment. The entire discussion is limited to an aided-tracking system with a handwheel input.

8.11. The Aided-tracking Unit.—Aided tracking is a combination of displacement and rate tracking. In pure displacement tracking the operator has a direct connection, either mechanically or electrically, with the controlled member. In tracking a target moving at constant angular rate, the operator must turn his handwheel at a constant rate. If he is lagging the target, he will turn faster until the error is corrected; if he is leading the target, he will turn more slowly.

In pure rate tracking it is the speed of the output that is determined by the position of the input handwheel; in tracking a target moving at a constant rate the handwheel need not be turned after the proper adjustment has been made.

When these two types of tracking are combined, an error in rate and the resulting displacement error are corrected simultaneously; a change
in the handwheel position changes the rate of motion of the output at the same time that the displacement error is corrected. This is aided tracking.

A basic design for the aided-tracking unit is shown in Fig. 8.12. The output of the differential $\theta_0$ is a linear combination of the handwheel displacement $\phi$ and the displacement of the variable-speed-drive output $\Omega$;

$$\theta_0 = K_1\phi + K_2\Omega,$$

(116)

where $K_1$ and $K_2$ are gear ratios. The speed of the variable-speed drive is proportional to the handwheel displacement;

$$\phi = K_3\Omega'.$$

(117)

The two foregoing equations combine to give the equation of the aided-tracking unit;

$$\theta_0' = K_1\left(\phi' + \frac{1}{T_a} \phi\right),$$

(118)

where

$$T_a = \frac{K_1K_3}{K_2}$$

(119)

is the aided-tracking time constant. The aided-tracking time constant has the following physical interpretation: If a given change in the position of the handwheel results in changes in position and velocity of the output by $\Delta\theta_0$ and $\Delta\theta_0'$, respectively, then

$$T_a = \frac{\Delta\theta_0}{\Delta\theta_0'}$$

(120)

In the aided-tracking unit shown in Fig. 8.12, the operator's handwheel is connected through gearing directly to the load, as well as to the movable member of the variable-speed drive. Such an arrangement is satisfactory only when the speed and torque requirements at the load can be met without the application of high torques at the handwheel and it is mechanically convenient to gear directly from the handwheel input to the load. Frequently, however, the operator's position is remote from the load to be controlled, or the output torque required is high; in either case, some form of electrical power drive must be used. A tracking unit suitable for this purpose is shown in Fig. 8.13.

![Fig. 8.12.—Basic mechanical design of an aided-tracking unit.](image-url)
There are several common types of manual-tracking controls, (1) a handwheel, (2) a handle bar or some modification of a handle bar, (3) a joy stick. The choice of input control depends largely on the type of tracking to be performed, that is, whether it is tracking in one or two coordinates and whether the tracking is done by one or more operators. The choice depends also on whether the operator is in motion or is stationary, on whether he can use one or both hands for tracking, and on the space available for the operator and the tracking controls.

If the operator is seated at a console and tracks in only one coordinate, the handwheel type of input seems to be preferred. The relationship between handwheel speed and output should be such that the operator is not required to turn much more slowly than 10 rpm nor much faster than 200 rpm. The handwheel should have sufficient inertia and be large enough to permit smoothness in turning but should be as free of frictional drag as possible to prevent tiring of the operator by long periods of tracking.

The time required for an error in tracking to become perceptible, if the tracking is done through a telescope, can be reduced by increasing the magnifying power of the telescope. The optical magnification that can be used is limited, however, by the size of field. If the field of view is too small, it is very difficult to get on target; in addition, the apparent velocity of the target in the field of view is so great as to make tracking arduous.

8.12. Application of the Rms-error Criterion in Determining the Best Aided-tracking Time Constant.—It will be the purpose of the present section\(^1\) to give a quantitative treatment of the aided-tracking system with handwheel control. We shall determine the values of the aided-tracking time constant for which the system is stable, as well as the best value in the rms sense.

For the purpose of this investigation it is assumed that the human operator behaves like a linear mechanism. More precisely, it is thought reasonable (on the basis of admittedly crude experiments) to assume that

\(^1\) Section 8.12 is a revision of a paper by R. S. Phillips entitled “Aided Tracking, Part II,” which was published as RL Report No. 453, Nov. 3, 1943.
at all times the operator turns the handwheel at a rate proportional to the magnitude of the tracking error. It is well known that there is a time lag between the stimulus and the operator’s reaction. In fact, it seems to be reasonable to assume that at any time \( t \) he turns the handwheel at a rate proportional to the tracking error which existed at the time \((t - L)\), where \( L \) is the magnitude of the time lag. The rate of turning can then be expressed as 

\[
\phi'(t) = v_1 \epsilon(t - L).
\]

A reasonable value for the time delay \( L \) was found to be 0.5 sec.

An experienced operator might also anticipate the error by taking into account the rate of change of error. This would add a derivative term to the above equation, which then becomes

\[
\phi'(t) = v_1 \epsilon(t - L) + v_2 \epsilon'(t - L), \tag{121}
\]

where \( v_1 \) is the proportional-control constant in (sec\(^{-1}\)) and \( v_2 \) is the derivative-control constant (dimensionless). The equivalent expression for \( \phi'(t) \) in the Laplace-transform terminology\(^1\) is

\[
\rho \Phi = \frac{v_1 \epsilon + v_2 \epsilon'}{e^{Lp}}.
\tag{122}
\]

For mathematical convenience, the term \( e^{Lp} \) has been replaced by the expression \( [(Lp/3) + 1]^3 \). An idea of the goodness of this approximation can be gained from Fig. 8.14, where there is plotted the response of an operator with \( v_2 = 0 \) to a unit-step function \( \epsilon \)-input, for the two conditions of time lag \( e^{Lp} \) and \( [(Lp/3) + 1]^3 \). The full curve gives the response for a reaction lag of the form \( [(Lp/3 + 1)^3 \); this is

\[
y(t) = \frac{t}{L} - 1 + e^{-3uL} \left[ 1 + \frac{2t}{L} + \frac{3}{2} \left( \frac{t}{L} \right)^2 \right]. \tag{123}
\]

The dashed curve illustrates the type of response to be expected on the assumption that the operator does nothing until a time \( L \) after his stimulus and then turns at a rate proportional to the error.

---

\(^1\) See Chap. 2 of this volume.
The equation of the aided-tracking unit [Eq. (118)] can be rewritten as

$$p\theta_0 = K_1 \left( p + \frac{1}{T_a} \right) \phi.$$  \hspace{1cm} (124)

The approximation to Eq. (122) that we shall use is

$$\left( \frac{Lp}{3} + 1 \right)^3 p\phi = (\nu_1 + \nu_2 p)\epsilon.$$  \hspace{1cm} (125)

Combining Eqs. (124) and (125) then gives

$$\left( \frac{Lp}{3} + 1 \right)^3 p^2\theta_0 = \left[ \nu_2 p^2 + \left( \nu_1 + \frac{\nu_2}{T_a} \right) p + \frac{\nu_1}{T_a} \right] \epsilon.$$  \hspace{1cm} (126)

Here we have replaced $K_1\nu_1$ by $\nu_1$ and $K_1\nu_2$ by $\nu_2$. This does not restrict the generality in any way, since we can only obtain conditions on the ratio $\nu_1/\nu_2$ by a linear type of theory. Finally, making use of the relation $\theta_0 = \theta_t - \epsilon$, we obtain an equation relating the error and the input,

$$\left[ \left( \frac{Lp}{3} + 1 \right)^3 p^2 + \nu_2 p^2 + \left( \nu_1 + \frac{\nu_2}{T_a} \right) p + \frac{\nu_1}{T_a} \right] \epsilon = \left( \frac{Lp}{3} + 1 \right)^3 p^2\theta_t.$$  \hspace{1cm} (127)

The above chain of physical considerations has thus brought us to the aided-tracking equation. There remains the problem of determining the best value of the tracking constant $T_a$ and the operator parameters $(\nu_1, \nu_2)$. In order to accomplish this, the rms error will first be computed and then minimized; this procedure follows the method developed in Chap. 7.

The input $\theta_t$ to be assumed is one of constant velocity over a sequence of intervals, with abrupt changes in velocity at the end of each interval. These changes are all independent, because in aided tracking it is the change in velocity, and not the angular positions, that is significant. Let $x(t)$ be a unit-ramp function,

$$x(t) = \begin{cases} 0, & (t \leq 0), \\ t, & (t > 0), \end{cases}$$  \hspace{1cm} (128)

and let the $a_n$ be independent random variables with zero means. Then $\theta_t$ is defined as

$$\theta_t = \sum_n a_n \tau(t - t_n),$$  \hspace{1cm} (129)

where the $t_n$ are distributed in some random fashion with density $\sigma$. A sample of $\theta_t$ is shown in Fig. 8-15. This type of input was chosen because it represents, at least roughly, the typical input in an aided-tracking...
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 sistema, in which the operator corrects mainly for changes in the angular velocity of the target.

Although \( \theta_t \) is not a stationary random process, its second derivative is a sequence of independent delta functions of the type described in Sec. 6.11. The spectral density of the second derivative has the value \( N \) for all frequencies, where

\[
N = \tilde{a}^2 \sigma^2.
\]

Since the transfer function contains a factor of \( p^2 \), no difficulty results from working with the improper spectral density

\[
G_t(f) = \frac{N}{(2\pi f)^2}.
\]

![Graph of \( \theta_t \).](image)

The mean-square error obtained by using the above input is precisely the same as the integrated-square error for an input \( \sqrt{N/2} x(t) \). Hence the answer also gives a measure of the transient response to a ramp-function input.

As in Sec. 7.2, the error spectrum is simply

\[
G_e(f) = |Y(2\pi jf)|^2 G_t(f),
\]

where \( Y(2\pi jf) \) is the transfer function,

\[
Y(2\pi jf) = \frac{(2\pi jfL/3 + 1)^3}{(2\pi jf/3 + 1)^3 (2\pi jf)^2 + \nu_2 (2\pi jf)^2 + \left( \nu_1 + \frac{\nu_2}{T_0} \right) 2\pi jf + \frac{\nu_1}{T_0}}.
\]

The mean-square error is

\[
\bar{\epsilon}^2 = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \epsilon(t) = \int_0^\infty df G_e(f).
\]

This can be evaluated by the table of integrals in the appendix. One obtains

\[
\bar{\epsilon}^2 = \frac{L^2 N}{4\beta} \times \\
\frac{8 + 7\gamma - \gamma^2 - 3\alpha + 3\beta - 3^{-1}\beta \gamma + 10 \times 3^{-3}\alpha \beta - 2 \times 3^{-3}\beta^2 + 3^{-3}\alpha \beta \gamma}{8\alpha - 8\beta + 2 \times 3^{-1}\alpha \beta + 7\alpha \gamma + \gamma \beta - 3\alpha^2 - 3^{-3}\beta^2 - \alpha \gamma^2}
\]

(135)
where

\[ \alpha = v_1 L + v_2 \frac{L}{T_a}, \quad \beta = v_1 L \frac{L}{T_a}, \quad \gamma = v_2. \]  

(136)

The system is stable for the set of all those control parameters \((v_1, v_2, T_a)\) which lie in the region of stability. This region is bounded by the surface over which the denominator of Eq. (135) vanishes. It is clear that the plane \(L/T_a = 0\) and the plane \(v_1 L = 0\) bound the region of stability. Figure 8.16 is a three-dimensional sketch of this region.

![Fig. 8.16.—Stability region.](image)

The mean-square error, \(\bar{e}^2\), attains its minimum value \(0.0825 NL^2\), at the point \(L/T_a = 0.55, v_1 L = 2.25, v_2 = 4\). This means that the best tracking can be done with an aided-tracking constant \(T_a = 1.8L\) and with \(v_2/v_1 = L/0.56\). For a time lag \(L\) of 0.5 sec this gives \(T_a = 0.9\) sec and \(v_2/v_1 = 0.9\) sec; the operator should thus use about as much derivative control as proportional control. However, in the experiments\(^1\) performed the operator was not able to introduce very much derivative control. We therefore set \(v_2\) equal to zero.

When \(v_2 = 0\), Eq. (135) becomes

\[ \bar{e}^2 = \frac{L^2 N}{4\beta} \frac{8 - 3\alpha + 3\beta + 10 \times 3^{-3}\alpha\beta - 2 \times 3^{-3}\beta^2}{8\alpha - 8\beta + 2 \times 3^{-1}\alpha\beta - 3\alpha^2 - 3\beta^2}. \]  

(137)

where

\[ \alpha = \nu_1 L \quad \text{and} \quad \beta = \nu_1 L \frac{L}{T_a}. \]  

(138)

The region of stability becomes the area shown in Fig. 8.17. The mean-square error attains its minimum value \(1.1NL^2\) for \(L/T_a = 0.2\) and \(\nu_1 L = 1.7\). With \(L = 0.5 \text{ sec}\), this corresponds to a value of 2.5 sec for the aiding constant \(T_a\). The rms error is then about 3.6 times as large as that obtained with optimal derivative control.

The full line of Fig. 8.18 is a plot of the minimum value of \(\bar{e}^2\) as a function of the aided-tracking constant for \(\nu_2 = 0\). This curve of mean-square error as a function of the aided-tracking constant corresponds very closely to what is obtained experimentally. The circled dots on this graph are experimental average mean-square errors for the corresponding aided-tracking time constants. These data were obtained with a handwheel tracking unit.\(^1\) The ordinate scale for the experimental points has been so adjusted that the two minima coincide. The theoretical optimal value for \(T_a\) with \(\nu_2 = 0\) is \(5L \approx 2.5 \text{ sec}\); the optimal value as found experimentally was between 2 and 3 sec.

\(^1\) Sobczyk, \textit{op. cit.}, p. 21.
APPENDIX

TABLE OF INTEGRALS

The following is a table of integrals of the type

\[ I_n = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dx \frac{g_n(x)}{h_n(x)h_n(-x)}, \]

where

\[ h_n(x) = a_0x^n + a_1x^{n-1} + \cdots + a_n, \]
\[ g_n(x) = b_0x^{2n-2} + b_1x^{2n-4} + \cdots + b_{n-1}, \]

and the roots of \( h_n(x) \) all lie in the upper half plane. The table lists the integrals \( I_n \) for values of \( n \) from 1 to 7 inclusive.

\( I_1 = \frac{b_0}{2a_0a_1} \)
\( I_2 = \frac{-b_0 + \frac{a_0b_1}{a_2}}{2a_0a_1} \)
\( I_3 = \frac{-a_2b_0 + \frac{a_0a_1b_2}{a_2}}{2a_0(a_0a_2 - a_1a_2)} \)
\( I_4 = \frac{b_0(-a_1a_4 + a_2a_3) - a_0a_3b_1 + a_0a_1b_2 + \frac{a_0b_3}{a_4}(a_0a_3 - a_1a_2)}{2a_0(a_0a_2^2 + a_1^2a_4 - a_1a_2a_3)} \)
\( I_5 = \frac{M_5}{2a_0\Delta_5} \)
\( M_5 = b_0(-a_0a_4a_6 + a_1a_2^2 + a_2^2a_5 - a_2a_3a_4) + a_0b_1(-a_2a_5 + a_3a_4) + a_0b_2(a_0a_5 - a_1a_4) + a_0b_3(-a_0a_3 + a_1a_2) + \frac{a_0b_4}{a_5}(-a_0a_1a_5 + a_0a_2^2 + a_1^2a_4 - a_1a_2a_3) \)
\( \Delta_5 = a_0^2a_6^2 - 2a_0a_1a_2a_5 - a_0a_2a_3a_5 + a_0a_3^2a_4 + a_1^2a_4^2 + a_1a_2^2a_5 - a_1a_2a_3a_4 \)
\( I_6 = \frac{M_6}{2a_0\Delta_6} \)
\( M_6 = b_0(-a_0a_3a_5a_6 + a_0a_4a_5^2 + a_1^2a_6^2 - a_2^2a_5^2 - 2a_1a_2a_5a_6 + a_3a_4a_5a_6 - a_1a_2a_6 + a_2^2a_5^2 - a_2a_3a_6 + a_2a_3a_4a_5) + a_0b_1(-a_1a_2a_6 + a_2a_5^2 + a_3^2a_6 - a_3a_5a_6) \)

1 This table was computed by G. R. MacLane, following the method developed in Sec. 7·9.
\[ \Delta_5 = \frac{a_3^5 a_8^5 + 3a_0a_1a_2a_3a_4}{2a_0a_1a_2a_4a_5^3} - \frac{a_0a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} - \frac{a_0a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} - \frac{a_0a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} + \frac{a_1a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} + \frac{a_1a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} + \frac{a_1a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} + \frac{a_1a_2a_3a_4a_5^3}{2a_0a_1a_2a_4a_5^3} \]

\[ I_7 = \frac{M_7}{2a_0\Delta_7}, \text{ where } M_7 = b_0m_0 + a_0b_1m_1 + a_0b_2m_2 + \cdots + a_0b_4m_4. \]
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simplified, for \( |\alpha T| \gg 1 \), 251–253
stability criterion in terms of, 61
of system, definition of, 62
Transfer loci, other types of, 195
Transfer locus, definition of, 67, 256
Transfer-locus analysis, 158
Transformers, rotatable, 92
synchro control, 82
Transient response, definition of, 27
Transpose, definition of, 313
Traverse, definition of, 291

U

Uhlenbeck, G. E., 266, 269
Unit pulse, definition of, 233
Unit-ramp function, 365
definition of, 53
Unit-step function, definition of, 37
Unit-step input, normal response to, 37

V

Variance, definition of, 273
Velocity, angular, and acceleration of target on straight-line course, 229
Velocity-error constant, 145
definition of, 65
Vibrator, synchronous, 108
Voltage, antistick-off, 85

W

Wang, Ming-Chen, 266, 269
Watson, G. N., 43
Weighting function, 12, 30–40
definition of, 31
and frequency-response function, relation between, 48–50
Weighting sequence, 232–233
definition of, 233
Whittaker, E. T., 43, 283
Widder, D. V., 51
Wiener, N., 17, 266, 283, 309, 310, 319, 321
Woodward, J. S., 88

Z

Zygmund, A., 43