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G. N. GLASOE
Foreword

The tremendous research and development effort that went into the development of radar and related techniques during World War II resulted not only in hundreds of radar sets for military (and some for possible peacetime) use but also in a great body of information and new techniques in the electronics and high-frequency fields. Because this basic material may be of great value to science and engineering, it seemed most important to publish it as soon as security permitted.

The Radiation Laboratory of MIT, which operated under the supervision of the National Defense Research Committee, undertook the great task of preparing these volumes. The work described herein, however, is the collective result of work done at many laboratories, Army, Navy, university, and industrial, both in this country and in England, Canada, and other Dominions.

The Radiation Laboratory, once its proposals were approved and finances provided by the Office of Scientific Research and Development, chose Louis N. Ridenour as Editor-in-Chief to lead and direct the entire project. An editorial staff was then selected of those best qualified for this type of task. Finally the authors for the various volumes or chapters or sections were chosen from among those experts who were intimately familiar with the various fields, and who were able and willing to write the summaries of them. This entire staff agreed to remain at work at MIT for six months or more after the work of the Radiation Laboratory was complete. These volumes stand as a monument to this group.

These volumes serve as a memorial to the unnamed hundreds and thousands of other scientists, engineers, and others who actually carried on the research, development, and engineering work the results of which are herein described. There were so many involved in this work and they worked so closely together even though often in widely separated laboratories that it is impossible to name or even to know those who contributed to a particular idea or development. Only certain ones who wrote reports or articles have even been mentioned. But to all those who contributed in any way to this great cooperative development enterprise, both in this country and in England, these volumes are dedicated.

L. A. DuBridge.
Preface

When the Radiation Laboratory was organized in the fall of 1940 in order to provide the armed services with microwave radar, one of the important technical problems facing this group was that of devising equipment capable of delivering high-power pulses to the newly developed cavity-magnetron oscillator. To be sure, some techniques for generating electrical pulses were available at this time. However, the special characteristics of these magnetrons and the requirements imposed by the operation of a microwave-radar system (high pulse power, short pulse duration, and high recurrence frequency) made it evident that new techniques had to be developed.

During the existence of the Radiation Laboratory the group assigned to the problem of pulse generation grew from a nucleus of about five people to an organization of more than ten times this number. The coordinated efforts of this group extended the development of pulse generators considerably beyond the original requirement of 100-kw pulses with a duration of 1 μsec and a recurrence frequency of 1000 pps. The development extended to both higher and lower powers, longer and shorter pulses, and lower and higher recurrence frequencies. Besides the improvement of existing techniques, it was necessary to devise entirely new methods and to design new components to provide satisfactory pulse generators for radar applications. The use of a lumped-constant transmission line (line-simulating network) to generate pulses of specific pulse duration and shape was carried to a high state of development. As a result of work both on transformers that could be used for short pulses and high pulse powers and on new switching devices, highly efficient and flexible pulse generators using line-simulating networks were available at the end of the war. Concurrent with the work at the Radiation Laboratory, a large amount of work was done at similar laboratories in Great Britain, Canada, and Australia, and at many commercial laboratories in this country and abroad.

The purpose of this volume is to present the developments in the techniques of pulse generation that have resulted from this work. These techniques are by no means limited to radar applications: they may be used with loads of almost any conceivable type, and should therefore be applicable to many problems in physics and engineering. The discussion of pulse-generator design and operation is divided into three principal parts. Part I is concerned with hard-tube pulsers, which are Class C
amplifiers specifically designed for the production of pulses of short duration and high power; Part II presents the characteristics of the line-type pulser, which utilizes the line-simulating networks; Part III considers the design and characteristics of pulse transformers. Throughout this volume both the theoretical and the practical aspects of pulse-generator design are given in order to avoid restricting the available information to radar applications.

Although the major part of this volume is written by a few members of the Radiation Laboratory staff, many other individuals at the Radiation Laboratory and elsewhere have contributed their ideas in the preparation of this material, and we hereby acknowledge their contributions. Particular mention must be made of the work done by Miss Anna Walter in connection with many of the mathematical analyses. Her painstaking work in checking the mathematical derivations and making the long and tedious calculations necessary for many of the curves and numerical examples is gratefully acknowledged. We are glad to acknowledge also the work of Miss F. Newell Dutton, who processed the numerous pulse photographs that appear throughout the volume.

We are also indebted to the many people who have contributed their time freely in reading various chapters and sections of the manuscript, and who have made valuable suggestions for the improvement of the discussion. We wish to acknowledge the help received in this way from Mr. J. P. Hagen and his associates at the Naval Research Laboratory; Dr. J. E. Gorham and his associates at the Army Signal Corps Laboratory; Dr. F. S. Goucher, Mr. E. P. Payne, Mr. A. G. Ganz, Mr. A. D. Hasley, Mr. E. F. O'Neill, and Mr. W. C. Tinus of the Bell Telephone Laboratories; Mr. E. G. F. Arnott, Mr. R. Lee, Mr. C. C. Horstman, and Dr. S. Siegel and his associates at the Westinghouse Electric Corporation; Mr. H. W. Lord of the General Electric Company; Dr. A. E. Whitford of the Radiation Laboratory and the University of Wisconsin; and Dr. P. D. Crout of the Massachusetts Institute of Technology.

The preparation of the manuscript and the illustrations for this volume would have required a much longer time if we had not had the aid of the Production Department of the Office of Publications of the Radiation Laboratories. We wish to express our appreciation of the efforts of Mr. C. Newton, head of this department, for his help in getting the work done promptly and accurately.

Cambridge, Mass.,
June, 1946.

The Authors.
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CHAPTER 1
INTRODUCTION

BY G. N. GLASOE

Microwave radar has required the development of pulse generators that are capable of producing a succession of pulses of very short time durations. The pulse generators of a radar system fall into two principal categories, namely, those that are associated with the transmitter and those that are used in the indicator and ranging circuits. The principal distinguishing feature of pulse generators of these two types is the output power level. The radar transmitter requires the generation of high-power and high-voltage pulses whereas the indicator and ranging circuits require pulses of negligible power and relatively low voltage. The purpose of this book is to record information that pertains to the basic principles underlying the design of power pulse generators. Although most of these principles have been developed primarily in the field of microwave radar, they are equally adaptable to a very large number of applications not associated with radar. The discussion is general, and reference to specific microwave-radar applications is made only when they serve as examples of attainable results. Specific design information is given for some of the practicable circuits that have been built and have proved to be satisfactory.

The most commonly used source of the high-frequency energy that is necessary for microwave radar has been the magnetron oscillator. The problem of power-pulse-generator design has, therefore, been greatly influenced by the characteristics of these magnetron oscillators. By virtue of this application many of the basic principles of pulse-generator design are better understood.

The power pulse generators used in the transmitters of radar systems have been variously referred to as "modulators," "pulsers," and "keyers." Since the function of these generators is to apply a pulse of voltage to an oscillator and thereby produce pulses of high-frequency energy to be radiated by the antenna, the term "pulser" is a descriptive abbreviation for pulse generator. Throughout this book, therefore, the term "pulser" will be used in preference to the terms "modulator" and "keyer."

1.1. Parameters Fundamental to the Design of Pulse Generators.—There are certain parameters of a pulser that are common to all types
and that affect the design. The most important of these parameters are pulse duration, pulse power, average power, pulse recurrence frequency, duty ratio, and impedance level. Before proceeding to the detailed discussion of pulser design, therefore, it is well to introduce the parameters by defining some terms and indicating the ranges which have been common in the microwave-radar field.

In its broadest aspects, the term "pulse duration" is the time during which a voltage or current maintains a value different from zero or some other initial and final value. The term "pulse shape" is used to refer to the form obtained when the pulse amplitude is plotted as a function of time. When referring to such a plot, it is convenient to discuss the details of a particular pulse shape in terms of the "leading edge," the "top," and the "trailing edge" of the pulse. If a pulse of voltage or current is truly rectangular in shape, that is, has a negligible time of rise and fall and is of constant amplitude for the intervening time interval, the pulse duration is simply the time elapsed between the deviation from and the return to the initial value. The term "negligible time" is, of course, relative and no strict boundaries can be attached. For most practical purposes, however, if the rise and fall times for a pulse are about a tenth or less of the pulse duration, the pulse is considered substantially rectangular. A current pulse of this type is required for a magnetron oscillator by virtue of the dependence of the output frequency on the current, which is called the "pushing factor." For pulses which are definitely not rectangular, the effective or equivalent pulse duration is either the time measured at some fraction of the maximum pulse amplitude that is significant to the particular application, or the time corresponding to a rectangular equivalent of the pulse in question. The interpretation of pulse duration is discussed in Appendix B, and when particular cases come up in the text they are considered in more detail.

The pulsers that have been designed for microwave-radar applications have pulse durations covering the range of 0.03 to 5 μsec. The design of a pulser for short pulse durations with substantially rectangular pulse shape requires the use of high-frequency circuit techniques since frequencies as high as 60 to 100 Mc/sec contribute to the pulse shape and the effects of stray capacitances and inductances become serious.

In the microwave-radar field the voltage required across the magnetron ranges from as low as 1 kv to as high as 60 kv. If a voltage pulse is applied to some type of dissipative load, a magnetron for example, there will be a corresponding pulse of current which depends on the nature of this load. The pulse current through the magnetron ranges from a few amperes to several hundred amperes. The combined considerations of short pulse duration and rectangularity therefore require that careful attention be given to the behavior of the pulser circuit and its components.
under conditions of high rates of change of voltage and current. The rate of change of voltage may be as high as several hundred kilovolts per microsecond, and the current may build up at the rate of hundreds to thousands of amperes per microsecond.

The product of the pulse voltage and the pulse current is the pulse power. When the voltage and current pulses are rectangular, the corresponding pulse power is unambiguous. When the pulses are irregularly shaped, however, the meaning of the term "pulse power" is not so clear because somewhat arbitrary methods are often used to average the product of voltage and current during the pulse. The peak power of a pulse is the maximum value of the product of the voltage and current. Thus, for rectangular pulses the peak power and the pulse power are the same, but for irregularly shaped pulses the peak power is greater than the pulse power.

In this connection there are two general types of load that are discussed most frequently, namely, the linear load, such as a pure resistance, and the nonlinear load, such as the magnetron. The magnetron load can be approximately represented as a biased diode with a dynamic resistance that is low and a static resistance that is about ten times higher. Static resistance is the ratio of the voltage across the load to the current through the load, whereas the dynamic resistance is the ratio of a small change in voltage to the corresponding change in current. When the dynamic resistance of the load is small, the magnitude of the pulse current varies greatly with only small variations of the pulse voltage, and for loads such as a magnetron, for example, the behavior of the pulser with a linear load is not necessarily a good criterion.

Since the pulse-power output of pulsers for microwave-radar application has ranged from as low as 100 watts to as high as 20 MW, the average power output as well is important to the design. The average power corresponding to a particular pulse power depends on the ratio of the aggregate pulse duration in a given interval to the total time, and this in turn depends on the pulse recurrence frequency, PRF, which is the number of pulses per second (pps). If the pulse duration is \( \tau \) and the time between the beginning of one pulse and the beginning of the next pulse is \( T \), then

\[
P_{av} = \left(\frac{\tau}{T}\right) P_{pulse} = \tau(\text{PRF})P_{pulse}.
\]

A similar equation can be written in terms of the current if the pulse voltage is essentially constant during the time corresponding to the current pulse, thus

\[
I_{av} = \left(\frac{\tau}{T}\right) I_{pulse} = \tau(\text{PRF})I_{pulse}.
\]
Since the average current and the PRF are relatively easy to measure, this relation may be used to define a pulse current if the top of the pulse is irregular but the rise and fall times are negligibly small. It may also be used to define an equivalent pulse duration for a pulse shape that is trapezoidal and perhaps rounded at the top, but where some significance can be attached to a pulse-current measurement.

The ratio \( \tau/T \), or the product \( \tau \cdot \text{PRF} \), is commonly called the pulser "duty," "duty cycle," or preferably "duty ratio," and is expressed as a fraction or a percentage. Thus 1-\( \mu \)sec pulses repeated at a rate of 1000 pps correspond to a duty ratio of 0.001 or 0.1 per cent. Pulses have been constructed with a duty ratio as high as 0.1, but for most radar applications a value of 0.001 or lower is most common. As with any power device, the over-all efficiency of a pulser is an important consideration in its design. This is particularly true when the average power output is high, that is, a combination of high pulse power and high duty ratio. This point is stressed in the discussion and is frequently a deciding factor in choosing one type of pulser in preference to another.

The pulse recurrence frequency affects the design of a pulser in ways other than from the standpoint of the power considerations. The pulser circuit may be considered to have a quiescent state that is disturbed during the pulse interval and to which it must return before the initiation of the next succeeding pulse. If the PRF is very high, the problem of returning the circuit to this quiescent state becomes of importance. Such things as time constants and deionization times may impose a limit on how small the interpulse interval can be without unduly complicating the design. This limit becomes especially important whenever it is necessary to produce a series of closely spaced pulses to form a code such as is used in radar beacons.

The choice of the internal impedance of the pulse generator depends on the load impedance, the pulse-power level, and practical considerations of circuit elements. Impedance-matching between generator and load is of prime importance in some cases, especially with regard to the proper utilization of the available energy and the production of a particular pulse shape. Impedance-matching is not always convenient with the load connected directly to the pulser output; however, matching can readily be attained by the use of a pulse transformer. By this means it is possible to obtain impedance transformations between pulser and load as high as 150/1, that is, a transformer with a turns ratio of about 12/1. The magnetrons which have been used in microwave radar have static impedances ranging from about 400 ohms to about 2000 ohms; in general, the higher the power of the magnetron, the lower its input impedance.

The impedance-transformation characteristic of the pulse transformer also provides a means of physically separating the pulser and the load.
Thus the power may be transmitted from the pulser to the load through a low-impedance coaxial cable, provided that pulse transformers are used to match impedances. For most efficient power transfer such impedance-matching is necessary between pulser and cable and between cable and load. In this way it has been possible to transmit high-power pulses of short duration over as much as 200 ft of cable without a serious loss in the over-all efficiency or a deterioration of the pulse shape.

The pulse transformer has another function that is important to pulser design, namely, it provides a means for reversing the polarity of a pulse. This feature of the pulse transformer together with the impedance-transformation property considerably extends the range of usefulness for pulsers of any type.

1.2. The Basic Circuit of a Pulse Generator.—The pulse generators discussed in this book depend on the storage of electrical energy either in an electrostatic field or in a magnetic field, and the subsequent discharge of a fraction or all of this stored energy into the load. The two basic categories into which the largest number of pulser designs logically fall are (1) those in which only a small fraction of the stored electrical energy is discharged into the load during a pulse, and (2) those in which all of the stored energy is discharged during each pulse. These two basic categories of pulsers are generally referred to as (1) "hard-tube pulsers" and (2) "line-type pulsers."

To accomplish this discharge, it is necessary to provide a suitable switch that can be closed for a length of time corresponding to the pulse duration and maintained open during the time required to build up the stored energy again before the next succeeding pulse. In its simplest form, therefore, the discharging circuit of a pulser can be represented schematically as shown in Fig. 1.1. The characteristics required for the switch will be different depending on whether or not all the stored energy is discharged into the load during a single pulse. Some pulse-shaping will be necessary in the discharging circuit when all the energy is to be dissipated.

Since the charging of the energy-storage component of the pulser takes place in the relatively long interpulse interval, the discussion of pulsers may logically be divided into the consideration of the discharging circuit on the one hand, and the charging circuit on the other. Power supplies for these pulsers are, in general, of conventional design and therefore usually need not be discussed, but wherever this design has bearing on the over-all pulser behavior, special mention is made of the fact.
1.3. Hard-tube Pulsers.—In general, the energy-storage device for these pulsers is simply a condenser that is charged to some voltage $V$, thus making available an amount of electrical energy $\frac{1}{2}CV^2$. The term "hard-tube" refers to the nature of the switch, which is most commonly a high-vacuum tube containing a control grid. The closing and opening of this switch is therefore accomplished by applying properly controlled voltages to the grid. Since only a small fraction of the energy stored in the condenser is discharged during the pulse, the voltage across the switch immediately after the pulse and during the charging interval is nearly the same as it is at the beginning of the pulse. It is therefore necessary that the grid of the vacuum-tube switch have complete control of the conduction through the tube. This required characteristic of the switch tube rules out the possibility of using known gaseous-discharge devices for this type of pulser.

It is generally desired that these pulsers produce a succession of pulses, and therefore some provision must be made to replenish the charge on the storage condenser. This is accomplished by means of a power supply which is connected to the condenser during the interpulse interval. The combination of the discharging and charging circuits of the pulser may be represented schematically as shown in Fig. 1-2. In order to avoid short-circuiting the power supply during the pulse interval, some form of isolating element must be provided in series with the power supply. This element may be a high resistance or an inductance, the particular choice depending on the requirements of over-all pulser design. The primary consideration is to keep the power-supply current as small as possible during the pulse interval. However, the impedance of this isolating element should not be so high that the voltage on the condenser at the end of the interpulse interval differs appreciably from the power-supply voltage.

Because of the high pulse-power output, pulsers for microwave radar require switch tubes that are capable of passing high currents for the short time corresponding to the pulse duration with a relatively small difference in potential across the tube. Oxide-cathode and thoriated-tungsten-filament tubes can be made to pass currents of many amperes for the pulse durations necessary in the microwave-radar applications
with a reasonable operating life expectancy. The cathode efficiency, that is, amperes of plate current per watt of heating power, is considerably less for the thoriated-tungsten filament than for the oxide cathode. For switch tubes with oxide cathodes it has been common to obtain about 0.3 to 0.5 amp/watt of heating power, although as much as 1 amp/watt has been obtained, whereas for thoriated-tungsten filaments this amount is generally less than 0.1 amp/watt. The tungsten-filament tube, however, is less subject to sparking at high voltages and currents and, within Radiation Laboratory experience, these tubes have not exhibited cathode fatigue, that is, a falling-off of cathode emission during long pulses. This cathode fatigue is sometimes a limitation on the longest pulse for which an oxide-cathode switch tube should be used.

In order to obtain a high plate current in these switch tubes, there must be a fairly high positive voltage on the control grid and therefore considerable grid current. In the case of a tetrode, there is a high screen-grid current as well. The duty ratio permitted in a given pulser is often limited by the amount of average power which the particular tube can dissipate.

The output circuit of a hard-tube pulser does not usually contain any primary pulse-shaping components, although its design, in combination with the load, has a marked effect on the ultimate shape of the pulse. In a pulser of this type, the pulse is formed in the driver circuit, the output of which is applied to the control grid of the switch tube. From the standpoint of over-all pulser efficiency, it is desirable that the switch tube be nonconducting during the interpulse interval. The control grid must therefore be at a voltage sufficiently negative to keep the tube cut off during this time, and consequently the output voltage from the driver must be sufficient to overcome this grid bias and carry the grid positive. For most designs of hard-tube pulsers, this requirement means that the driver output power must be a few per cent of the actual pulser output power.

The resistance of available vacuum tubes used as switches in hard-tube pulsers ranges from about 100 to 600 ohms. If the pulser is considered as a generator with an internal resistance equal to that of the switch tube, the highest discharge efficiency is obtained when the effective load resistance is high. Matching the load resistance to the internal resistance of the pulser results in an efficiency of 50 per cent in the output circuit and the switch tube must dissipate as much power as the load. Because of these considerations, the hard-tube pulser is generally designed with a power-supply voltage slightly greater than the required pulse voltage. This design practice has not been followed when the output voltage required is higher than the power-supply voltage that is easily obtainable. The power-supply voltage may be limited by available
components, size requirements, and other special considerations. A pulse transformer may then be used between the pulser and the load to obtain the desired pulse voltage at the load.

1.4. Line-type Pulsers.—Pulse generators in this category are referred to as "line-type" pulsers because the energy-storage device is essentially a lumped-constant transmission line. Since this component of the line-type pulser serves not only as the source of electrical energy during the pulse but also as the pulse-shaping element, it has become commonly known as a "pulse-forming network," PFN. There are essentially two classes of pulse-forming networks, namely, those in which the energy for the pulse is stored in an electrostatic field in the amount \( \frac{1}{2}CV^2 \), and those in which this energy is in a magnetic field in the amount \( \frac{1}{2}LI^2 \). The first class is referred to as "voltage-fed networks" and the second as "current-fed networks." The voltage-fed network has been used extensively in the microwave-radar applications in preference to the current-fed network because of the lack of satisfactory switch tubes for the latter type.

The pulse-forming network in a line-type pulser consists of inductances and condensers which may be put together in any one of a number of possible configurations. The configuration chosen for the particular purpose at hand depends on the ease with which the network can be fabricated, as well as on the specific pulser characteristic desired. The values of the inductance and capacitance elements in such a network can be calculated to give an arbitrary pulse shape when the configuration, pulse duration, impedance, and load characteristics are specified. The theoretical basis for these calculations and the detailed discussion of the role of the various network parameters are given in Part II of this book.

The discharging circuit of a line-type pulser using a voltage-fed network may be represented schematically as shown in Fig. 1-3. If energy has been stored in the network by charging the capacitance elements, closing the switch will allow the discharge of this energy into the load. When the load impedance is equal to the characteristic impedance of the network, assuming the switch to have negligible resistance, all of the energy stored in the network is transferred to the load, leaving the condensers in the network completely discharged. The time required for this energy transfer determines the pulse duration and depends on the values of the capacitances and inductances of the network. If the load impedance is not equal to the network impedance, some energy will be left on the network at the end of the time corresponding to the pulse duration for the matched load. This situation leads to complica-
tions in the circuit behavior and is to be avoided if possible by careful design and construction of the network to insure an impedance match with the load. The voltage appearing across a load that matches the impedance of a nondissipative voltage-fed network is equal to one half of the voltage to which the network is charged just before closing the switch.

The corresponding circuit for a current-fed network may be represented as shown in Fig. 1-4. In this case the switch acts to close the network-charging circuit and allows a current to build up in the inductance of the network. When this current is interrupted by opening the switch, a high voltage, whose magnitude depends on the load impedance and the current in the inductance, appears across the load. Impedance-matching between the load and a network of the current-fed type results in a division of current such that the load current is one half of that in the network just before the switch is opened.

The consideration of impedance-matching is of extreme importance in designing a line-type pulser because it affects the utilization of the energy stored on the network, as well as the ultimate shape of the voltage and current pulses at the load. For these reasons, the nature of the load must be known before proceeding to the design of the pulser. If the load is nonlinear, as in the case of a magnetron, it very often happens that the load characteristics can be taken into account only approximately, and the ultimate design of the network may have to depend on experimental tests with subsequent modifications to obtain the desired pulse shape.

Pulse-forming networks can be designed to have any value of characteristic impedance, but matters of practical convenience, such as the available size of inductances and condensers and the maximum permissible switch voltage, often dictate that this value be different from that required to match the impedance of the load. When the network impedance is different from the load impedance, the matched condition is attained by the use of a pulse transformer. Again, for reasons of engineering convenience, it has been common to apply the pulser output directly into one end of a coaxial cable, thus facilitating the physical separation of the pulser and the load. The impedance of the cable matches that of the network, and a pulse transformer at the other end provides the impedance match to the load. Since the cable that has been most available for applications of this type has a characteristic impedance of 100 ohms or less (commonly 50 ohms), most of the voltage-
fed line-type pulsers for microwave radar have been designed for the 50-ohm level, thereby making the use of a pulse transformer a necessity with magnetron load. The pulse transformer therefore becomes an essential part of the discharging circuit in a low-impedance pulser used with high-impedance load, and as such its characteristics have an effect on the pulse shape and the over-all behavior of the discharging circuit. It is desirable and often necessary that the design of the pulse transformer and the design of the pulse-forming network be coordinated in order to obtain the most satisfactory pulser operation.

Since the impedance-transformation ratio for a transformer is equal to the square of the voltage-transformation ratio, the use of a low-impedance pulser with a load of higher impedance requires the use of a pulse transformer that gives a voltage stepup between pulser output and load input. Thus, when a line-type pulser with a 50-ohm voltage-fed network is used to pulse an 80-ohm load, for example, the voltage stepup ratio is about 4/1, and the current in the discharging circuit of the pulser becomes about four times the load current. Accordingly, the switch in the discharging circuit of a line-type pulser is required to pass very high pulse currents for high pulse power into the load. Since the switch is in series with the pulser output, its effective resistance must be small compared with the characteristic impedance of the pulse-forming network if high efficiency is desired.

When a pulser uses a voltage-fed network, the voltage across the switch falls to zero at the end of the pulse because the stored energy is completely discharged. This consideration, in conjunction with the high current-carrying capacity and low resistance required of the switch, suggests the use of a form of gaseous-discharge device, which must remain nonconducting during the interpulse interval if it is desired to apply a succession of pulses to the load. If it is also required that the interpulse intervals be of controlled duration, the switch must have a further characteristic which allows a positive control of the time at which conduction is initiated. These switch requirements can be met by rotary spark gaps, which depend on overvolting by a decrease in the gap length, or by fixed spark gaps, in which the discharge is initiated by an auxiliary electrode. A grid-controlled gaseous-discharge tube such as the thyatron is particularly well suited to this application since it is possible to start the discharge in a tube of this type at any desired time, within a very small fraction of a microsecond, by the application of proper voltage to the grid. Several grid-controlled hydrogen-filled thyratrons of different voltage and current ratings that cover the range of pulse-power output from a few kilowatts to almost two megawatts have been developed for this application. These hydrogen thyratrons have proved to be very practical switches for line-type pulsers because they fulfill ade-
quately all the switch requirements mentioned above and have a stability against ambient temperature variations that is considerably better than that of the mercury thyratron. Hydrogen thyratrons that have a satisfactory operating life and yet can hold off 16 kv with the grid at cathode potential and carry pulse currents of several hundred amperes for a pulse duration of 2 μsec and a recurrence frequency of 300 pps have been developed and manufactured.

The grid-controlled high-vacuum tube is not well suited to serve as the switch in a low-impedance line-type pulser using a voltage-fed network because of its rather low cathode efficiency and relatively high resistance during the conduction period. An oxide-cathode high-vacuum tube that requires 60 watts of cathode-heater power, for example, can carry a pulse current of about 15 amp for a pulse duration of a few microseconds, and under these conditions, this tube presents a resistance of perhaps 100 ohms to the circuit. A hydrogen thyratron, on the other hand, with equivalent cathode-heater power can carry a pulse current of about 300 amp, presenting an effective resistance to the circuit of about one ohm.

As stated previously, a line-type pulser using a current-fed network requires a switch capable of carrying a current at least twice that desired in the pulser load. The further requirement that this switch must be capable of interrupting this current and withstanding high voltage during the pulse eliminates the gaseous-discharge type and points to the grid-controlled high-vacuum tube. The low current-carrying capacity of existing tubes has, therefore, been the principal deciding factor in choosing the voltage-fed network for line-type pulsers rather than the current-fed network.

Several different methods are used to charge a voltage-fed network in a line-type pulser. Since the general aspects of these methods are not appreciably affected by the discharging circuit, the requirements imposed on pulser design by the charging circuit can be considered separately. If the time allowed for the charging of the network is sufficiently long compared with the pulse duration, the charging cycle is simply that corresponding to the accumulation of charge on a condenser. Figure 1.5 indicates schematically the relation between the charging and discharging circuits of a pulser with voltage-fed network. For example, the network may be recharged from a d-c power supply through
a high resistance, in which case the equilibrium voltage on the network can be nearly equal to the power-supply voltage. The requirement on the series-resistance isolating element in this charging circuit is simply that it must be large enough to allow only negligible current to be taken from the power supply during the pulse and the deionizing time for the switch, but not so large that the $RC$ time constant becomes comparable to the interpulse interval. To get the highest network voltage from a given power-supply voltage with this arrangement, the length of the interpulse interval should be several times greater than the $RC$ time constant in the charging circuit. This method of charging the network is inherently inefficient—its maximum possible efficiency is only 50 per cent.

Since the efficiency of the network-charging circuit with a resistance as the isolating element is very low, the use of a nondissipative element, such as an inductance, suggests itself. When a capacitance is charged through an inductance from a constant potential source, the voltage across the capacitance is in the form of a damped oscillation the first maximum of which is approximately equal to twice the supply voltage if the initial voltage across the capacitance and the current through the inductance are zero. This maximum occurs at a time equal to $\pi \sqrt{LC}$ after the voltage source is connected to the inductance-capacitance combination. The inductance to be used with a given network is, therefore, calculated by setting the interpulse interval equal to $\pi \sqrt{LC}$, where $C$ is the network capacitance. This type of network charging is called "resonant charging." If the pulse recurrence frequency is less than $1/\pi \sqrt{LC}$, some current will still be flowing in the inductance at the beginning of each charging period and, under equilibrium conditions, this initial current will be the same for all charging cycles. The network will again be charged to approximately twice the power-supply voltage. This type of network charging is called "linear charging."

With careful design of the inductance, the efficiency of the charging circuit is as high as 90 to 95 per cent, and the power-supply voltage needs to be only slightly greater than one half of the desired network voltage, resulting in a great advantage over resistance charging. A factor of 1.9 to 1.95 between network and supply voltage can be obtained if the charging inductance is designed so that the quality factor $Q$ of the charging circuit is high.

Resonant charging can also be done from an a-c source provided that the pulse recurrence frequency, PRF, is not greater than twice the a-c frequency. If the pulse recurrence frequency and the a-c frequency are equal, the network voltage attains a value $\pi$ times the peak a-c voltage. This voltage stepup becomes greater as the ratio of a-c frequency to pulse recurrence frequency increases. The voltage gain soon becomes expensive, however, and it is not practical to go beyond an a-c frequency greater than twice the PRF.
SEC. 1-5] COMPARISON

1.5. A Comparison of Hard-tube and Line-type Pulsers.—Although it is not possible to give a set of fixed rules to be followed in determining the type of pulser best suited to a particular application, it is possible to give a few general comparisons of the two types which may aid in choosing between them. The comparisons made here concern such things as: power output and efficiency, pulse shape, impedance-matching, short interpulse intervals, high-voltage versus low-voltage power supply, the ease with which pulse duration and pulse recurrence frequency can be changed, time jitter, over-all circuit complexity, size and weight of the pulsers, and regulation of the pulser output against variations in input voltage. This list does not include all the possible points for comparison, but only those that are of primary importance in choosing between the two pulser types.

The over-all efficiency of the line-type pulser is generally somewhat higher than that of the hard-tube pulser, particularly when the pulse-power output is high. This is due in part to the fact that the hard-tube pulser requires a larger overhead of cathode-heating power. Furthermore, a high-vacuum-tube switch dissipates a greater portion of the available pulser power by virtue of its higher effective resistance than does a gaseous-discharge switch. The power required for the driver of the hard-tube pulser is not negligible and, since this component is not necessary in a line-type pulser, the over-all efficiency of the latter is thereby enhanced.

The pulse shape obtained from a hard-tube pulser can usually be made more nearly rectangular than that from a line-type pulser. This is particularly true when the network of the pulser has low impedance, and a pulse transformer must be used between the pulser and a nonlinear load such as a magnetron. In this case, small high-frequency oscillations are superimposed on the voltage pulse at the load. These oscillations make the top of the pulse irregular in amplitude. The amplitude of the corresponding oscillations on the top of the current pulse depends on the dynamic resistance of the load and, if this is small, these oscillations become an appreciable fraction of the average pulse amplitude. The hard-tube pulser is, therefore, generally preferred to the line-type for applications in which a rectangular pulse shape is important.

Impedance-matching between pulser and load has already been mentioned as an important consideration in the design of line-type pulsers. Usually, an impedance mismatch of ±20 to 30 per cent can be tolerated as far as the effect on pulse shape and power transfer to the load is concerned, but a greater mismatch causes the over-all pulser operation to become unsatisfactory. The load impedance of the hard-tube pulser, however, can be changed over a wide range without seriously affecting the operation. The principal limitation in the latter case is that, if the load impedance is too low, the required current through the switch tube
is large and the power dissipated in the switch becomes a larger fraction of the total power, thus lowering the efficiency. In applications of the line-type pulser it is possible to effect an impedance match for any load by the proper choice of pulse transformer, but this procedure is somewhat inconvenient if, for example, it is desired to vary the power input to a nonlinear load between wide limits.

Switches of the gaseous-discharge type, which are commonly used in the line-type pulser, place a stringent limitation on the minimum spacing between pulses. After the pulse, the network must not charge up to any appreciable voltage until the deionization is complete, otherwise the switch will remain in the conducting state and the power supply will be short-circuited. For this reason, the interpulse interval must be several times as long as the switch deionization time when the gaseous-discharge type is used. The high-vacuum-tube switch in the hard-tube pulser does not present any similar limitations on the interpulse interval, but in this case the problem becomes one of designing the circuit with small $RC$ and $L/R$ time constants. It has been possible, for example, to construct hard-tube pulsers with 0.2-μsec pulses spaced 0.8 μsec between leading edges.

It has been stated in the preceding discussion of hard-tube pulsers that a high-voltage power supply is necessary for highest efficiency. This requirement is sometimes a very serious limitation on the design of such pulsers for high-pulse-power output. The low-impedance line-type pulser using resonant charging of the network, on the other hand, can be designed with a much lower power-supply voltage for a pulse-power output comparable to that of a hard-tube pulser. For example, a hard-tube pulser with a pulse-power output of 3 MW has been built with a 35-kv power supply, whereas for a line-type pulser with d-c resonant charging of the network, the same power output is obtained with only about 14 kv from the power supply if a standard 50-ohm network is used. A line-type pulser using a-c resonant charging, on the other hand, requires an a-c power source giving a peak voltage of about 8 kv in order to provide a pulse-power output of 3 MW. It should be stated, however, that in both of the line-type pulsers mentioned here the pulse-forming networks are charged to about 25 kv, but this voltage does not present such serious design problems from the engineering standpoint as the design of a power supply of equivalent voltage. It would have been advantageous to have a power-supply voltage greater than 35 kv for this 3-MW hard-tube pulser, but a higher voltage was impractical because the pulser design was limited by the available components, in particular by the switch tube.

It is sometimes desirable to have a pulser capable of producing pulses of several different durations, the particular one to be used being selected
by a simple switching operation. The pulse duration is determined in
the driver of the hard-tube pulser, where this type of pulse selection is
easily made since the switching can be done in a low-voltage part of the
circuit. In the line-type pulser, however, the pulse duration is deter-
mimed by the network and in order to change the pulse duration a different
network must be connected into the circuit. This can be accomplished
by a switching operation, but because of the higher voltage involved it is
not so simple as in the hard-tube pulser. A further complication may
arise in the line-type pulser since a change of network affects the character-
istics of the charging circuit, and practical considerations of inductance
charging therefore limit the ranges of pulse duration and pulse recur-
rence frequency that can be covered. The ease with which the pulse
duration may be changed in a hard-tube pulser provides a flexibility that
is difficult to obtain with a line-type pulser.

In many pulser applications it is important to have the interpulse
intervals precisely determined. In hard-tube pulsers and some line-type
pulsers, constant interpulse intervals are obtained by using a trigger pulse
to initiate the operation of the pulser. These trigger pulses can be gener-
ated in a low-power circuit independent of the pulser, and it is a simple
matter to design such a circuit so that the trigger pulses occur at pre-
cisely known time intervals. When the successive output pulses from
the pulser start with varying time delay after the start of the trigger
pulse, there is said to be time jitter in the output pulses. If the trigger
pulses are used to initiate the operation of other apparatus, which is
auxiliary to the pulser, this time jitter results in unsatisfactory over-all
operation of the equipment. Hard-tube pulsers can be easily designed
to make this time jitter negligible, that is, \( \approx 0.02 \mu \text{sec} \) or less. The time
jitter is also small in line-type pulsers that make use of a hydrogen thyra-
tron as the switch. With line-type pulsers using the triggered spark
gaps (series gaps), however, the time jitter is considerably greater, about
0.1 to 3 \( \mu \text{sec} \) depending on the gap design. Recent development of a
triggered spark gap having a cathode consisting of spongy iron saturated
with mercury has made it possible to obtain time jitter as small as 0.02
\( \mu \text{sec} \) with the series-gap switch. When a rotary spark gap is used as the
switch in a line-type pulser, the interpulse intervals are determined by
the rotational speed and the number of sparking electrodes. In this
case time jitter refers to the irregularity of the interpulse intervals and
may amount to as much as 20 to 80 \( \mu \text{sec} \).

Because the circuit for the hard-tube pulser is somewhat more com-
plex and requires a larger number of separate components than that of
the line-type pulser, both the problem of servicing and the diagnosis
of faulty behavior of the hard-tube pulser are more difficult. Because of
the combination of fewer separate components and higher efficiency, a
line-type pulser can generally be designed for smaller size and weight than a hard-tube pulser with equivalent pulse- and average-power output and with comparable safety factors in the individual components.

**Table 1-1.—Comparison of the Two Pulser Types**

| Characteristics          | Hard-tube pulser                                                                 | Line-type pulser                                                                 
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>Lower; more overhead power required for the driver, cathode-heating, and for dissipation in the switch tube</td>
<td>High, particularly when the pulse-power output is high</td>
</tr>
<tr>
<td>Pulse shape</td>
<td>Better rectangular pulses</td>
<td>Poorer rectangular pulse, particularly through pulse transformer</td>
</tr>
<tr>
<td>Impedance-matching</td>
<td>Wide range of mismatch permissible</td>
<td>Smaller range of mismatch permissible (±20 to 30%). Pulse transformer will match any load, but power input to nonlinear load cannot be varied over a wide range</td>
</tr>
<tr>
<td>Interpulse interval</td>
<td>May be very short; as for coding beacons (i.e., &lt; 1 μsec)</td>
<td>Must be several times the deionization time of discharge tube (i.e., &gt; 100 μsec)</td>
</tr>
<tr>
<td>Voltage supply</td>
<td>High-voltage supply usually necessary</td>
<td>Low-voltage supply, particularly with inductance charging</td>
</tr>
<tr>
<td>Change of pulse duration</td>
<td>Easy; switching in low-voltage circuit</td>
<td>Requires high-voltage switching to new network</td>
</tr>
<tr>
<td>Time jitter</td>
<td>Somewhat easier to obtain negligible time jitter (i.e., &lt; 0.02 μsec)</td>
<td>High-power line-type pulser with rotary-gap switch have an inherently large time jitter; with care in design and the use of a hydrogen thyratron or enclosed gaps of mercury-sponge type, a time jitter of 0.02 μsec is obtainable</td>
</tr>
<tr>
<td>Circuit complexity</td>
<td>Greater, leading to greater difficulty in servicing</td>
<td>Less, permitting smaller size and weight</td>
</tr>
<tr>
<td>Effects of change in voltage</td>
<td>For design having maximum efficiency, (ΔP/P) output = 6(ΔV/V) input. By sacrificing efficiency in the design, (ΔP/P) output = 0.5(ΔV/V) input can be obtained</td>
<td>Better than a hard-tube pulser designed for maximum efficiency since (ΔP/P) output = 2(ΔV/V) input for a line-type pulser, independent of the design</td>
</tr>
</tbody>
</table>

The effect on the power output of a pulser resulting from a change in the input voltage is sometimes of considerable importance to the particular application. For a line-type pulser, the percentage change in output power is about two times the percentage change in input line voltage, and
little can be done to change this ratio appreciably. In the case of the hard-tube pulser, however, this ratio may be controlled by the proper choice of the switch tube and its operating conditions. The percentage change in output power from a hard-tube pulser may be varied over the range of 0.5 to 6 times the percentage change in input line voltage. This advantage with the hard-tube pulser is gained only at the expense of lower efficiency, however, and the ratio is large when the discharging circuit is designed for maximum efficiency.

These comparisons between hard-tube and line-type pulsers are summarized in Table 1-1.

It should be evident from these general remarks concerning the relative merits of hard-tube and line-type pulsers that a perfunctory analysis of the requirements for a particular application cannot lead to an intelligent choice of the pulser type to be used. A detailed analysis requires a thorough understanding of the characteristics of pulsers in general, and of the two types in particular. It is the purpose of the following chapters, therefore, to present the available information on hard-tube and line-type pulsers in considerable detail in order that it may be of the greatest possible aid in the design of high-power pulse generators for any application.
PART I

THE HARD-TUBE PULSER
CHAPTER 2

THE OUTPUT CIRCUIT OF A HARD-TUBE PULSER

By G. N. Glasoe

2.1. The Basic Output Circuit.—As stated in Chap. 1, pulse-generator design and operation are discussed here from the standpoint of the basic circuit shown in Fig. 1·1, the essential elements of which are the reservoir for electrical energy, the switch, and the load. These components constitute the output circuit of the pulser, and their inherent characteristics, together with the circuit behavior, almost exclusively determine the pulse shape and amplitude. The power output from a pulser is usually required to be a succession of pulses occurring at more or less regular time intervals with a specified time duration for each pulse. The complete pulser circuit must therefore contain, in addition to the output circuit, a means of controlling the duration of the pulse and of replenishing the electrical energy in the reservoir during the interpulse intervals. Since the pulse shape and amplitude are usually the most important characteristics of the pulser output, it is logical to begin the discussion with a consideration of the output circuit.

The hard-tube pulser derives its name from the fact that the switch is a high-vacuum tube, the conduction through which can be controlled by the application of the proper voltage to a grid. In its simplest form such a switch is a triode, but, as is shown later, a tetrode or pentode can often perform the switching function more satisfactorily. The choice of the tube to be used as the switch in a pulser designed for high pulse-power output depends on the capability of the tube to pass high peak currents and to stand off high voltages. The voltage drop across the switch tube must also be considered in connection with over-all pulser efficiency and allowable power dissipation in the tube, particularly if the duty ratio for the pulser is high. The discussion of the design of hard-tube pulser is therefore influenced to a considerable extent by the characteristics of the high-vacuum tubes that have been available.

Condenser as the Energy Reservoir.—The reservoir for electrical energy in a hard-tube pulser may be either a condenser or an inductance. The hard-tube pulser for microwave-radar applications have most commonly been of the condenser type. The two possibilities may be represented schematically as shown in Fig. 2·1, where the load is indicated as a pure resistance. In Fig. 2·1a switch (1) is introduced only for convenience
in the present discussion and is replaced by a high-impedance element in
the more detailed discussion in the following sections.

Assume that the switch (1) in Fig. 2.1a is closed long enough to allow
the condenser to become charged to the power-supply voltage. An
amount of energy \( \frac{1}{2} C_w E_{bb}^2 \) is then available to be discharged into the load
by opening switch (1) and closing switch (2). During this condenser dis-
charge, the voltage across the load decreases with time according to the
relation

\[ V_l = E_{bb} e^{-\frac{t}{(R_l + r_p) C_w}} - V_p, \]

where \( t \) is measured from the instant the switch is closed, and \( V_p = I_p r_p \) is
the voltage drop in the switch. If the switch is closed for a time small
compared with the time constant \( (R_l + r_p) C_w \), only a small part of the
total energy stored in the condenser is removed, and the voltage across
the load and the current through the switch are very nearly constant.
The load is therefore subjected to a voltage pulse of duration correspond-
ing to the length of time the switch is kept closed. The capacitance that
is necessary to keep the pulse voltage between the limits \( V_l \) and \( V_l - \Delta V_l \)
can easily be calculated if the pulse current and the pulse duration are
specified. If the pulse duration \( \tau \) is assumed to be small compared with
the \( RC \) time constant of the discharging circuit, the change in voltage of
the condenser during the pulse may be written

\[ \Delta V_l = \frac{I_l}{C_w} \tau. \]

If switch (1) is closed again for the time between pulses, after opening
switch (2), the energy in the condenser is replenished from the power
supply. A repetition of this switching procedure produces a succession
of identical pulses. The important point of this discussion is that the
switch tube, represented by switch (2), carries current only during the
pulse interval. Hence the average power dissipated in the switch tube is
equal to \( V_p I_p \tau / T \), where \( V_p \) is the tube drop, \( I_p \) is the plate current, \( \tau \) is

![Fig. 2.1: Basic hard-tube pulser circuits. (a) The condenser type. (b) The inductance type.](image-url)
the pulse duration, and \( T_r = 1/f_r \) is the recurrence interval. The power dissipated in the switch tube is augmented slightly by replacing switch (1) by a high-impedance element, but for the present considerations this increase may be neglected. Figure 2.2 shows a sketch of the condenser voltage as a function of time when switch (1) is replaced by a high resistance.

**Inductance as the Energy Reservoir.**—Consider next the pulser represented in Fig. 2.1b, in which an inductance serves as the electrical-energy reservoir. When the switch is closed, a current builds up in the inductance according to the relation

\[
i_L(t) = \frac{E_{bb}}{r_p} \left( 1 - e^{-\frac{r_p t}{L_w}} \right)
\]

where \( r_p \), the effective resistance of the switch, is considered to be small compared with \( R_l \), and the resistance of the inductance is assumed to be negligibly small. If the switch is opened at a time \( t_1 \), the initial current in the load resistance is \( i_L(t_1) \) and decreases with time according to the relation

\[
i_L(t') = i_L(t_1) e^{-\frac{R_l t'}{L_w}}
\]

where \( t' \) is measured from the instant of opening the switch. If \( t_1 \gg L_w/r_p \), the initial voltage across the load is \( E_{bb} R_l/r_p \). A pulse is produced by keeping the switch open for the time interval desired for the pulse duration. If this time is small compared with \( L_w/R_l \), the current in the inductance, and hence that in the load, decreases only slightly during the pulse, and a large fraction of the energy initially stored in the inductance is still there at the instant the switch is closed. As a result, the current in the switch at the start of the interpulse interval is almost as large as it was at the start of the pulse. If a succession of pulses is obtained by repeating the switching procedure, the average current through the switch tube is nearly equal to the pulse current.

**Comparison of a Condenser and an Inductance as the Energy Reservoir.**—The pulse current through the switch tube for a given pulse power into a load is the same whether the electrical energy is stored in an inductance or in a capacitance. Thus, the voltage drop across a given switch
tube is comparable in the two cases. The average power dissipated in the switch tube, however, is much higher when an inductance is used because the tube is conducting during the interpulse interval, whereas, when a capacitance is used, it is conducting only during the pulse interval. The idealized sketch shown in Fig. 2·3 indicates the current in the inductance as a function of time.

![Fig. 2·3.—Idealized sketch of the time variation of current in the storage inductance of a hard-tube pulser.](image)

Although the power-supply voltage required for a pulser with an inductance for energy storage is considerably less than the desired pulse voltage across the load, the switch tube must be capable of withstanding approximately the same voltage as when a capacitance is used. In a pulser of the type shown in Fig. 2·1a, the maximum voltage across the switch tube is equal to the power-supply voltage, which must be greater than the load pulse voltage by an amount equal to the voltage drop in the tube. The maximum voltage across the switch tube in the circuit of Fig. 2·1b is equal to the magnitude of the pulse voltage plus the power-supply voltage. Pulser of the two types that are designed to give the same output voltage and current for a particular load therefore require approximately the same characteristics for the switch tube.

If the effective resistance of the switch tube is reduced, the average power dissipation in the inductance pulser becomes a less serious matter. A tube of the gaseous-discharge type is capable of conducting a high current with a very small voltage drop across the tube, and hence introduces a low effective resistance into the circuit. With conventional tubes of this type, however, once the gaseous discharge is initiated it cannot be extinguished by application of voltage to a grid. For this reason, the known gaseous-discharge tubes are not practicable switches for the inductance pulser.

There is a method by which the energy dissipated in the switch tube can be reduced to a reasonable value in spite of the relatively high effective resistance of high-vacuum tubes. The method is to allow all the energy stored in the inductance to be discharged into the load before the switch is closed again. As a result, the pulse current drops to zero and the pulse shape, instead of being rectangular, has the form

\[ i(t') = i_L(t_1) e^{-\frac{R_{1'}}{L}}. \]
The average power dissipation in the switch tube is kept small by closing
the switch for only a short time interval before the start of the pulse.
The current in the inductance as a
function of time is shown in Fig. 2.4.
The undesirable nonrectangular
pulse can be transformed into a rec-
tangular pulse by making the in-
ductance a part of a current-fed pulse-forming network. This pos-
sibility is discussed in detail in Chap.
6, where it is shown that with such
an arrangement the pulse current
in the load is only one half of the current built up in the inductance.
The average power dissipation in the switch tube is therefore reduced at
the expense of a higher pulse-current requirement on the tube.

Because of the preceding considerations and the characteristics of
conventional high-vacuum tubes, the condenser was chosen as the elec-
trical-energy reservoir for a hard-tube pulser. A detailed discussion of
the pulse shape obtainable with such a pulser must involve the particular
characteristics of the load and of the switch tube. There is invariably
some distributed capacitance across the load which must be taken into
account when considering the shape of the leading and trailing edges of
the pulse. If, for example, the load is a biased diode, a conducting path
must be provided in parallel with the load in order to allow the storage
condenser to be recharged.

In the following sections the possible arrangements for the pulser
output circuit are discussed, with emphasis on the effect of the various
circuit parameters on the shape of
the output pulse and on the effi-
ciency of the discharging circuit.

THE DISCHARGING OF THE
STORAGE CONDENSER

In Chap. 1 and in the preced-
ing section, the use of a reservoir
for electrical energy in a pulse gen-
erator has been emphasized and
reasons have been given for choos-
ing a condenser to serve as such a
reservoir in a hard-tube pulser. A pulser of this type is actually a Class C
amplifier whose coupling condenser is considered to be the energy reservoir,
as becomes evident when the circuit of Fig. 1.2 is redrawn with a three-
element vacuum tube in the switch position, as shown in Fig. 2.5. By
comparing the circuit of Fig. 2.5 with that of Fig. 1.2, it is seen that the discharging circuit consists of the condenser $C_w$, the load $R_l$, and the tube $T$. The charging circuit consists of the primary electrical-energy source $E_{bb}$, the isolating element $R_c$, the condenser $C_w$, and the load $R_l$. As with the Class C amplifier, in order to operate this circuit as a pulser the grid of the vacuum tube must be biased beyond cutoff so that the tube is normally nonconducting. The application of a voltage $V_g$ of amplitude sufficient to overcome the grid bias causes the tube to conduct and a voltage to appear across the load $R_l$. There are two major differences, however, between the operation of such a circuit as a pulser and as a conventional Class C amplifier that make it desirable to deviate from the usual method of amplifier-circuit analysis in the discussion of pulser operation:

1. The ratio of conducting to nonconducting periods for the vacuum tube is considerably smaller in pulser operation than in amplifier operation. Thus, the pulser discussion is usually concerned with a ratio of the order of magnitude of $1/1000$, whereas a conventional Class C amplifier involves a ratio slightly less than $1/2$.

2. In pulser operation the shape of the voltage at the load is of fundamental importance.

The effects of the various circuit parameters on the pulse shape can best be discussed by considering the discharging circuit from the standpoint of transient behavior. In the following discussion of pulse shape, a linear load is represented by a pure resistance and a nonlinear load by a biased diode. When the biased diode is used, it is necessary to introduce a conducting path in parallel with the load in order to provide a recharging path for the storage condenser during the interpulse interval. The effect of this shunt element on the pulse shape is considered for the cases where it is a pure resistance or a combination of resistance and inductance.

2.2. The Output Circuit with a Resistance Load.—For the present discussion of the pulser discharging circuit, the switch tube is considered to function as an ideal switch, that is, as one requiring negligible time to open and close, in series with a constant resistance $r_p$. Actually, the particular tube characteristics and the shape of the voltage pulse applied to the grid by the driver modify these considerations somewhat, as discussed in Chap. 3. The simplest form for the discharging circuit is shown in Fig. 2.6. In this circuit the condenser $C_s$ has been introduced to represent the shunt capacitance, which is the sum of the capacitance of the load, the capacitance of the switch tube, and the stray capacitance of the circuit wiring.

In order to discuss the effect of the circuit parameters on the pulse
shape, it is necessary to find an expression for the voltage across the load as a function of time, that is, an equation for $V_{\text{ba}}(t)$. For the present discussion the storage condenser is considered to be charged to a voltage $V_w$ that is very nearly equal to the power-supply voltage. It is further assumed that the capacitance of $C_w$ is so large that the change in voltage during a pulse is negligibly small. The analytical expression for $V_{\text{ba}}(t)$

\[ V_{\text{ba}}(t) = \frac{r_p}{C_w} \int_0^t V_{\text{in}}(\tau) d\tau \]

This expression can be obtained by replacing the charged condenser $C_w$ by a battery of voltage $V_w$, as shown in Fig. 2.7. The complete shape of the voltage pulse across the load resistance $R_1$ is determined in two steps:

1. The switch $S_T$ is closed at $t = 0$ and $V_{\text{ba}}(t)$ is evaluated over the time interval $0 \leq t \leq t_1$.
2. The switch $S_T$ is opened at $t = t_1$ and $V_{\text{ba}}(t)$ is evaluated for $t \geq t_1$.

The time interval during which the switch is closed essentially determines the pulse duration $\tau$ in many cases. It is sometimes desirable, however, to define pulse duration in a manner significant to the particular application and, although related to the time interval $0 \leq t \leq t_1$, $\tau$ may be either greater or smaller than this interval.

The expression for $V_{\text{ba}}(t)$ is found by solving the differential equations for the circuit subject to the initial conditions corresponding to the two steps indicated above. For this circuit and others to be discussed later, the Laplace-transform method\(^1\) will be used to obtain the solution of the circuit equations. A further simplification in the analysis of a circuit such as that of Fig. 2.7 can be accomplished by replacing the voltage source by a current source.\(^2\) This interchange of source makes it possible to write a single differential equation instead of the two simultaneous equations required for the two-mesh circuit. When the voltage source $V_w$ and series resistance $r_p$ are replaced by a current source $I_w$ and


shunt conductance \( g_p \) such that

\[
I_w = \frac{V_w}{r_p} = V_w g_p
\]

the circuit shown in Fig. 2.8 is equivalent to the circuit of Fig. 2.7. Using Kirchhoff's current law, the differential equation for this circuit when the switch \( S_T \) is closed is

\[
(g_p + g_t) V_{ba} + C_s \frac{dV_{ba}}{dt} = I_w. \tag{1}
\]

The Laplace transform of a function \( V(t) \) is written \( V(p) \), and is defined by the equation

\[
V(p) = \int_0^\infty V(t) e^{-pt} dt. \tag{2}
\]

The Laplace transform for the circuit of Fig. 2.8 is then

\[
(g_p + g_t) V_{ba}(p) + C_s [p V_{ba}(p) - V_{ba}(0)] = \frac{I_w}{p}, \tag{3}
\]

in which \( V_{ba}(0) \) is the initial voltage on the condenser \( C_s \) at the beginning of the time interval under consideration. The desired function \( V_{ba}(t) \) is found by solving Eq. (3) for \( V_{ba}(p) \) and evaluating the inverse Laplace transform, thus

\[
V_{ba}(t) = \mathcal{L}^{-1}[V_{ba}(p)].
\]

Let \( V_1(t)_{0 \leq t < t_0} \) be the value of \( V_{ba}(t) \) during the first step in the process of finding the pulse shape for the circuit of Fig. 2.6. Since the condenser \( C_s \) is assumed to be completely discharged at the instant of closing the switch, \( V_{ba}(0) = 0 \). The Laplace transform for \( V_1(t) \) is obtained from Eq. (3) by putting \( V_{ba}(0) = 0 \).

\[
V_1(p) = \frac{I_w}{C_s p + (g_p + g_t)}. \tag{4}
\]

If the right-hand member of this equation is broken into partial fractions, there is obtained

\[
V_1(p) = \frac{A}{p} + \frac{B}{p + \left(\frac{g_p + g_t}{C_s}\right)} \tag{5}
\]
in which $A$ and $B$ are evaluated by standard methods, giving
\[ A = \frac{I_w}{g_p + g_t} = \frac{V_w}{r_p} R_1 \]
and
\[ B = -\frac{I_w}{g_p + g_t} = -\frac{V_w}{r_p} R_1 \]
where $R_1$ is the effective resistance of $r_p$ and $R_t$ in parallel. The inverse Laplace transform of $V_1(p)$ can then be written
\[ V_1(t)_{0 \leq t \leq t_1} = \frac{V_w}{r_p} R_1 (1 - e^{-a_1 t}) \]  
(6)
where
\[ a_1 = \frac{g_p + g_t}{C_s} = \frac{1}{R_1 C_s} \]  
(7)
Equation (6) gives the shape of the leading edge of the voltage pulse across the load resistance $R_1$. If the switch is closed for a time $t_1 \gg R_1 C_s$, the voltage at the top of the pulse is
\[ V_1(t)_{R_1 C_s} = \frac{V_w}{r_p} R_1. \]  
(8)
The second step in determining the pulse shape involves calculating $V_{ba}(t)_{t \geq t_1}$ with the switch $S_T$ open and the condenser $C_s$ charged to the potential difference $V_1(t_1)$ given by Eq. (6). The equivalent circuit for this step is shown in Fig. 2.9. The Laplace-transform equation for this case is obtained from Eq. (3) by setting $I_w = 0$, $g_p = 0$, and $V_{ba}(0) = V_1(t_1)$ and letting $V_{ba}(t)_{t \geq t_1} = V_2(t)$.
Thus
\[ V_2(p) = \frac{V_1(t_1)}{p + \frac{g_t}{C_s}} \]  
(9)
from which
\[ V_2(t)_{t \geq t_1} = V_1(t_1) e^{-a_2 (t - t_1)} \]  
(10)
where
\[ a_2 = \frac{1}{R_1 C_s}. \]
If $t_1 \gg R_1 C_s$, Eq. (8) may be used, and Eq. (10) becomes
\[ V_2(t)_{t \geq t_1} = \frac{V_w}{r_p} R_1 e^{-a_2 (t - t_1)}. \]  
(11)
It is evident from Eqs. (6) and (10) that the stray capacitance across the output of a pulser—that is, across the load—has an important effect on the times of rise and fall of the pulse voltage. The most efficient hard-tube pulser is one in which the load resistance is considerably larger than the effective resistance of the switch tube, and hence the time constant

\[ R_l C_s \gg \frac{R_l r_p}{R_l + r_p} C_s. \]

Under such conditions the time for the trailing edge of the pulse to return to zero, or the initial value, is greater than that required for the pulse voltage to build up to its maximum value. In order to produce as nearly rectangular a pulse as possible with a given resistance load, \( C_s \) must be kept small and \( r_p \) should be small.

The effect of the connection to the power supply indicated in Fig. 2.5 has been neglected in drawing the equivalent circuits for the pulser output circuit. Since the isolating element in series with the power supply usually has an impedance that is high compared with \( r_p \), its effect on the leading edge of the pulse is small. For the calculations for the voltage across the load after the switch is opened, the isolating element is in parallel with the load and the shunt capacitance. Therefore, unless the load resistance is also small compared with that of the isolating element, the circuit element \( g_l \) in Fig. 2.9 must be considered as the sum of the conductances of the load and the isolating element.

From a practical standpoint, it is necessary to have some part of the output circuit at ground potential. The cathode of the switch tube is grounded, since the contribution to \( C_s \) introduced by the switch tube is best minimized in this way, and the voltage pulse at the load is therefore negative. In order to obtain a positive pulse at the load, the cathode of the switch tube must be insulated to withstand a high voltage, and consequently the capacitance of the filament-heating transformer also contributes to \( C_s \). The presence of \( C_s \) results in an increase in the average power taken from the power supply for a given duty ratio and pulse power into the load, as is shown in Sec. 2.7.

The effect of the capacitance \( C_s \) and the conductance \( g_l \) on the voltage pulse across a resistance load is illustrated in the photographs of oscilloscope traces shown in Fig. 2.10. These pictures were obtained with a hard-tube pulser in which the capacitance of the storage condenser was 0.05 \( \mu \)f, the isolating element \( R_e \) was 10,000 ohms, \( r_p \) was approximately 150 ohms, and the pulse voltage at the load was 10 kv. Oscilloscope traces of the voltage pulse are shown for values of \( C_s \) equal to 50, 80, and 140 \( \mu \)f and for \( R_l \) equal to 1000, 5000, and 10,000 ohms. Also shown in Fig. 2.10 are the plots of the pulse voltage as a function of time calcu-
SEC. 2.2

OUTPUT WITH RESISTANCE LOAD

(a) $R_l = 1000$ ohms.
(b) $R_l = 5000$ ohms.
(c) $R_l = 10,000$ ohms.

Capacitance in parallel with the load = 50 $\mu$F.

Capacitance in parallel with the load = 140 $\mu$F.

Capacitance in parallel with the load = 80 $\mu$F.

(j) $R_l = 1000$ ohms.
(k) $R_l = 5000$ ohms.
(l) $R_l = 10,000$ ohms.

Pulse shapes calculated from equivalent circuit (m) for shunt capacitance = 80 $\mu$F.

Fig. 2-10.—Oscilloscope traces and calculated shapes for 10-kv voltage pulses obtained with a hard-tube pulser for various values of load resistance and shunt capacitance. Sweep speed: 10 div. = 1 $\mu$sec; vertical scale: 10 div. = 10 kv.

(m) Equivalent circuit for calculations.
lated from Eqs. (6) and (10) for the three values of $R_i$ with $C_s = 80 \mu\text{uf}$. Since the 10,000-ohm isolating element is taken into account in these calculations, the value of $g_i$ in Fig. 2.9 is the sum $(1/R_i) + (1/R_c)$. The calculated leading edge of the pulse differs slightly from the experimental value in that the observed time of rise is greater than the calculations indicate. This difference occurs because the switch tube does not behave as the ideal switch used for calculations, principally because of the shape of the driver output pulse. The difference is so small, however, that the calculated values give a reasonably good picture of the pulse shape to be expected from the pulser.

2.3. The Output Circuit with a Biased-diode Load.—In microwave-radar applications, the hard-tube pulser has most commonly been used with a magnetron load. The current-voltage characteristic of a magnetron for a particular magnetic field is shown in Fig. 2.11. As indicated in these sketches, the current through a magnetron is very small until the voltage has reached the value $V_s$. For most practical purposes the $I-V$ curve can be assumed to have the form indicated by the dotted line in Fig. 2.11a, that is, a sharp knee at the voltage $V_s$ and zero current below this voltage. In some cases, however, the behavior of a magnetron is approximated better by the $I-V$ characteristic indicated by the dotted lines of Fig. 2.11b. This approximation involves the assumption that the magnetron presents a high dynamic resistance to the circuit for voltages below a critical value $V_s$ and a low dynamic resistance above this voltage. Whether the $I-V$ characteristic sketched in Fig. 2.11a or b is to be used in any given case depends on the particular type of magnetron and the values of the circuit parameters.

For the $I-V$ characteristic of Fig. 2.11a, the behavior of a magnetron as the load on a pulser is equivalent to that of an ideal diode, that is,
one that has a linear $I-V$ characteristic, in series with a battery of voltage $V_s$ whose polarity is in opposition to that of the pulse voltage. For circuit analysis, it is possible to represent such a load as a biased resistance in series with a switch that is assumed to be closed only during the time when the magnitude of the pulse voltage is greater than $V_s$.

The biased-diode load is used to indicate the effect of nonlinear and unidirectional characteristics of the load on the output of a hard-tube pulser. The output circuit in this case is shown in Fig. 2.12. In this circuit $r_i$ is the dynamic resistance of the load, $V_s$ is the bias voltage, and $S_t$ is a switch that is closed only when $V_{bs} \geq V_s$. The shunt path indicated as $Z_s$ must be provided with a load of this type in order to allow the charge on the storage condenser to be replenished after the pulse.

**Resistance for the Recharging Path.**—The simplest form for $Z_s$ is a resistance, and the corresponding equivalent circuit is shown in Fig. 2.13. The calculation of the complete pulse shape for this circuit involves four steps:

1. The switch $S_r$ is closed at $t = 0$, $S_t$ is open and $V_{bs}(t)$ is evaluated up to time $t = t_1$, such that $V_{bs}(t_1) = V_s$.

2. The switch $S_r$ is closed, $S_t$ is closed at $t = t_1$, and $V_{bs}(t)$ is evaluated over the time interval $t_1 \leq t \leq t_2$, where $t_2$ is the time at which $S_r$ is opened.

3. The switch $S_r$ is open, $S_t$ is closed, and $V_{bs}(t)$ is evaluated over the time interval $t_2 \leq t \leq t_3$, where $t_3$ is the time at which $V_{bs}(t_3) = V_s$.

4. Both switches are open and $V_{bs}(t)$ is evaluated for time $t \geq t_3$. The procedure is represented in the diagram of Fig. 2.14.
The circuit equivalent to that of Fig. 2.13 with current sources in place of voltage sources is shown in Fig. 2.15. In this case $I_w = g_p V_w$ and $I_s = g_s V_s$, where $g_p = 1/r_p$, $g_t = 1/r_t$ and $g_s = 1/R_s$. Using Kirchhoff's current law, the equation for this circuit with both switches closed is

$$(g_p + g_s + g_t) V_{ba} + C_s \frac{dV_{ba}}{dt} = I_w + I_s. \quad (12)$$

The pulse shape is obtained by solving this equation for $V_{ba}(t)$ using the initial conditions imposed by the four steps indicated above.

Step 1. The equivalent circuit for this case is shown in Fig. 2.16. Equation (12) reduces to

$$(g_p + g_s) V_{ba} + C_s \frac{dV_{ba}}{dt} = I_w \quad (13)$$

and the Laplace-transform equation then becomes

$$(g_p + g_s) V_1(p) + C_s [pV_1(p) - V_1(0)] = \frac{I_w}{p}, \quad (14)$$

where $V_1(p)$ is the Laplace-transform for $V_{ba}(t)$ in the time interval $0 \leq t \leq t_1$, $t_1$ being the time at which $V_{ba} = V_s$. Since it is assumed that $C_s$ is initially uncharged, $V_1(0) = 0$. Solving Eq. (14) for $V_1(p)$,

$$V_1(p) = \frac{I_w}{C_s p + (g_p + g_s)} \quad (15)$$

If the right-hand member of Eq. (15) is broken into partial fractions, there is obtained

$$V_1(p) = \frac{I_w}{(g_p + g_s)} \left[ \frac{1}{p} - \frac{1}{p + \frac{g_p + g_s}{C_s}} \right]. \quad (16)$$
The inverse Laplace transform of this equation is

\[ V_1(t) = \frac{I_w}{g_p + g_s} \left(1 - e^{-a_1 t}\right), \tag{17} \]

where

\[ a_1 = \frac{g_p + g_s}{C_s}. \]

If Eq. (17) is expressed in terms of the parameters of the circuit of Fig. 2.13, and the fact that the voltage function is to be evaluated over a specific time interval is taken into account,

\[ V_1(t)_{0 \leq t \leq t_1} = \frac{V_w}{r_p} R_1 (1 - e^{-\frac{1}{R_s C_s} t}), \tag{18} \]

where

\[ R_1 = \frac{R_1 r_p}{R_s + r_p}. \]

Equation (18) gives the voltage at the pulser output as a function of time up to the time at which the magnitude of the voltage is equal to that of the load bias voltage \( V_s \). At the time \( t = t_1 \), \( V_1(t_1) = V_s \), the switch \( S_1 \) is assumed to close, and the starting point for Step 2 is reached.

Step 2. The equivalent circuit during the time interval \( t_1 \leq t \leq t_2 \) is that of Fig. 2.15 with both switches closed, and the Laplace transform of Eq. (12) is

\[ (g_p + g_s + g_l) V_2(p) + C_s [p V_2(p) - V_2(t_1)] = \frac{I_w + I_s}{p}, \tag{19} \]

where \( V_2(t) \) is the value of \( V_{ba} \) in the time interval \( t_2 - t_1 \), and \( V_2(t_1) = V_s \) is the initial voltage on \( C_s \) at the start of this interval. The time \( t_2 \) is that at which switch \( S_7 \) is to be opened. Solving Eq. (19) for \( V_2(p) \), there is obtained

\[ V_2(p) = \frac{V_s p + g_p V_w + g_l V_s}{p \left( p + \frac{G}{C_s} \right)}, \tag{20} \]

where \( G \) is written for \( g_p + g_s + g_l \). Equation (20) may be written in the form

\[ V_2(p) = \frac{A_1}{p} + \frac{A_2}{p + \frac{G}{C_s}} + \frac{V_s}{p + \frac{G}{C_s}}, \]

\[ = \frac{(g_p V_w + g_l V_s)}{G} \left( \frac{1}{p} - \frac{1}{p + \frac{G}{C_s}} \right) + \frac{V_s}{p + \frac{G}{C_s}}. \tag{21} \]
The inverse Laplace transform of Eq. (21) for the time interval under consideration is

\[ V_2(t)_{t_1 \leq t \leq t_2} = \frac{g_p V_w + g_t V_s}{G} \left[ 1 - e^{-\frac{G}{C_s}(t-t_1)} \right] + V_s e^{-\frac{G}{C_s}(t-t_1)} \]  \hspace{1cm} (22)

Let \( R_2 \) be the equivalent resistance for \( r_p, R_s, \) and \( r_t, \) in parallel such that

\[ \frac{1}{R_2} = \frac{1}{r_p} + \frac{1}{R_s} + \frac{1}{r_t} = G. \]  \hspace{1cm} (23)

Then Eq. (22) becomes

\[ V_2(t)_{t_1 \leq t \leq t_2} = \left( \frac{V_w}{r_p} + \frac{V_s}{r_t} \right) R_2 \left[ 1 - e^{-\frac{1}{R_s C_s}(t-t_1)} \right] + V_s e^{-\frac{1}{R_s C_s}(t-t_1)} \]  \hspace{1cm} (24)

Equation (24) gives the pulse shape after the voltage has reached the value \( V_s \) and up to the time when switch \( S_T \) is opened. After some time \( t_a < t_2 \) such that

\[ (t_a - t_1) \gg R_s C_s, \]

the pulse voltage is very nearly constant, since the exponential terms become negligibly small, and Eq. (24) reduces to

\[ V_2(t_a) = \left( \frac{V_w}{r_p} + \frac{V_s}{r_t} \right) R_2. \]  \hspace{1cm} (25)

This relation, therefore, gives the voltage at the top of the pulse. The leading edge and top of the current pulse in the load are obtained from Eqs. (24) and (25) by calculating the current from the relation

\[ I_t = \frac{V_2(t) - V_s}{r_t}. \]  \hspace{1cm} (26)

From this equation it is evident that the current builds up from zero to its maximum value in the time required for the pulse voltage to build up from the value \( V_s \) to \( V_2(t_a) \), and that this time is less than that required for the voltage to build up from zero to \( V_s \), if \( V_s \) is nearly equal to \( V_w \). The time constant for the current buildup is \( R_s C_s \). When the switch \( S_T \) is opened at \( t = t_2 \), the voltage across the pulser output starts to fall, and the shape of the pulse for the next time interval is found by the procedure outlined in Step 3.

Step 3. The next calculation for the voltage \( V_w \) covers the time taken for the voltage to fall from the value \( V_2(t_2) \) to \( V_s \), again. The equivalent circuit is determined by keeping switch \( S_T \) open and \( S_I \) closed as indicated in Fig. 2-17. The initial condition for this circuit is that the charge on
C, must correspond to the voltage $V_2(t_2)$. Let the value of $V_{ba}(t)$ during the calculation be $V_3(t)$ and $t_3$ be the time such that $V_3(t_3) = V_*$. The Laplace-transform equation for this circuit is then

$$(g_* + g_l)V_3(p) + C_2[pV_3(p) - V_2(t_2)] = \frac{I_*}{p}$$

Solving for $V_3(p)$,

$$V_3(p) = \frac{V_2(t_2)p + \frac{g_lV_*}{C_*}}{p \left( p + \frac{g_* + g_l}{C_*} \right)}$$

In a manner similar to that used in Step 2, the inverse Laplace transform of Eq. (28) gives

$$V_3(t)_{t_3 \leq t} = \frac{V_*}{g_* + g_l} \left[ 1 - e^{-\frac{g_* + g_l}{C_*} (t - t_3)} \right] + \frac{V_2(t_2)e^{-\frac{g_* + g_l}{C_*} (t - t_3)}}{C_*}$$

If $g_* + g_l = \frac{1}{R_3}$

$$V_3(t)_{t_3 \leq t} = \frac{V_*}{R_3} \left[ 1 - e^{-\frac{1}{R_3C_*} (t - t_3)} \right] + \frac{V_2(t_2)e^{-\frac{1}{R_3C_*} (t - t_3)}}{R_3C_*}$$

At some time $t_3 > t_2$ the voltage $V_3(t)$ falls to the value $V_*$, at which time the switch $S_t$ is assumed to open. The final step in the pulse-shape calculation is then reached.

Step 4. For this calculation both switches are open, and the initial charge on $C_2$ corresponds to the voltage $V_3(t_3) = V_*$. The equivalent circuit is now reduced to the simple parallel combination of $C_2$ and $R_3$ as shown in Fig. 2-18.

The voltage $V_{ba} = V_4(t)_{t \geq t_3}$, can be written immediately,

$$V_4(t)_{t \geq t_3} = V_* e^{-\frac{1}{R_3C_*} (t - t_3)}$$

The complete calculation of pulse shape for a circuit such as shown in Fig. 2-12 consists of the four steps carried out as above. The composite picture of the pulse is obtained by plotting the four voltage functions $V_1(t)_{0 \leq t < t_1}$, $V_2(t)_{t_1 \leq t < t_2}$, $V_3(t)_{t_2 \leq t < t_3}$, and $V_4(t)_{t \geq t_3}$ as calculated from Eqs. (18), (24), (30), and (31) respectively, and is of the form shown in Fig. 2-14.

The photographs of oscilloscope traces reproduced in Fig. 2-19a and b show the voltage and current pulses with a magnetron load. These traces were obtained with a hard-tube pulser in which $C_w = 0.05 \mu f$, $R_3 = 10,000$ ohms, $C_* = 115 \mu f$, $r_p = 150$ ohms, and the isolating ele-
ment was a 10,000-ohm resistance. The characteristics of the magnetron were such that $r_1 = 200$ ohms and $V_s = 8.5$ kv. The voltage pulse shown in Fig. 2-19a has an amplitude of 10.5 kv, and the average amplitude of the magnetron current pulse is 10 amp. The voltage-pulse shape was also calculated from the equivalent circuit shown in Fig. 2-19g, in which the charged storage condenser is replaced by a battery and the voltage $V_s$ is represented as a biasing battery. For a 10.5-kv pulse across the magnetron, the condenser voltage $V_w \approx 12$ kv; therefore,

\[ V_s \approx 0.7V_w \]

The trailing edge of the voltage pulse indicated by dotted lines in Fig. 2-19d was calculated by assuming the $I-V$ curve for the magnetron to be of the form shown in Fig. 2-11a, that is, that the magnetron becomes open-circuited as soon as the pulse voltage falls to the value $V_s$. On the basis of this assumption, the pulse voltage falls more slowly than it does on the oscilloscope trace. Another calculation was made by assuming that the magnetron presents an effective resistance of about 8000 ohms, instead of an infinite resistance, to the circuit for voltages less than $V_s$, corresponding to the $I-V$ curve of Fig. 2-11b. The value of 8000 ohms was obtained by determining the effective magnetron resistance from the voltage and current pulses at several instants during the time
the pulse voltage is dropping. The resistance in parallel with \( C_s \) during the fourth step in the calculations for the pulse voltage was therefore that of the 10,000-ohm charging path, the 10,000-ohm isolating element, and the 8000-ohm magnetron resistance in parallel. The pulse shape calculated under these conditions, shown as a solid line in Fig. 2-19d, agrees very well with the oscilloscope trace of Fig. 2-19a.

In Fig. 2-19 the traces (e) and (f) were obtained for the current flowing in the recharging path during the pulse. A noninductive resistor was used for the trace (e) and an ordinary wire-wound resistor for trace (f). The magnetron current pulses corresponding to these two conditions are shown in Fig. 2-19b and c where no essential difference is observable.

It is evident from Eqs. (18) and (24) that the effect of \( R_s \) on the leading edge of the voltage pulse is small, provided that the switch-tube resistance and the dynamic resistance of the load are small. After the switch tube and the load have become nonconducting, however, the value of \( R_s \) has a marked effect on the trailing edge of the pulse. If the load is a nonlinear resistance, that is, if there is no bias voltage or switch \( S_t \) in the equivalent circuit, the trailing edge of the pulse is determined by the parallel resistance of \( R_s \) and \( r_t \), and as \( r_t \) increases this effective resistance also increases. It is advantageous, therefore, for \( R_s \) to be as small as possible in order to have the pulse voltage drop quickly at the end of the pulse. Since \( R_s \) is in parallel with the load, some pulse power is lost in it, thus increasing the necessary power input to the pulser for a given load power. From the standpoint of pulser efficiency, it is desirable to have as large a value for \( R_s \) as possible. In choosing a value for \( R_s \), a compromise must be made between the need for high efficiency and that for a steep trailing edge.

**Inductance for the Recharging Path.** —The power loss in the shunt element \( Z_s \), which is necessary to provide a recharging path for the storage condenser, can be reduced by using an inductance in place of a resistance as just discussed. The output circuit of the pulser using an inductance for \( Z_s \) is shown in Fig. 2-20 for a biased-diode load. As before, the charged

![Fig. 2-20. Discharging circuit of a hard-tube pulser with a biased-diode load and an inductive path for recharging the storage condenser.](image)

![Fig. 2-21. Equivalent output circuit for a hard-tube pulser with a biased-diode load and an inductive path for recharging the storage condenser. The charged storage condenser is replaced by a battery.](image)
condenser $C_w$ may be replaced by a battery, and the circuit becomes that shown in Fig. 2-21. The equivalent circuit for calculating the pulse voltage as a function of time is again set up by replacing the batteries by current sources, and the circuit of Fig. 2-22, in which the conductance $g_s$ of Fig. 2-15 is replaced by the series $L_sR_s$ combination, is obtained.

![Fig. 2.22.—Equivalent circuit for calculating the pulse shape for a hard-tube pulser with a biased-diode load and an inductance for the recharging path.](image)

In order to be able to write the Laplace-transform equation for this circuit, it is first necessary to find an expression for the Laplace transform of the current in the inductance in terms of $V_{ba}$. Considering this branch first,

$$V_{ba} = L_s \frac{di_s}{dt} + R_s i_s,$$

for which the Laplace-transform equation is

$$V_{ba}(p) = L_s[p i_s(p) - i_s(0)] + R_s i_s(p).$$

Solving for $i_s(p)$,

$$i_s(p) = \frac{V_{ba}(p) + L_s i_s(0)}{L_s p + R_s}.$$

The complete Laplace-transform equation for the circuit of Fig. 2-22 with both switches closed is, therefore,

$$(g_p + g_l) V_{ba}(p) + C_s[p V_{ba}(p) - V_{ba}(0)] + \frac{V_{ba}(p) + L_s i_s(0)}{L_s p - R_s} = \frac{I_w + I_s}{p},$$

where $V_{ba}(0)$ and $i_s(0)$ are the initial voltage on $C_s$ and the initial current in $L_s$, respectively. Solving Eq. (35) for $V_{ba}(p)$,

$$V_{ba}(p) = \frac{V_{ba}(0)p^2 + \left[ V_{ba}(0) \frac{R_s}{L_s} + \frac{I_w + I_s}{C_s} - \frac{i_s(0)}{C_s} \right] p + \frac{(I_w + I_s)R_s}{C_s L_s}}{p^2 + \left[ \frac{R_s}{L_s} + \frac{(g_p + g_l)}{C_s} \right] p + \frac{1 + (g_p + g_l)R_s}{C_s L_s}}.$$
The calculation of the pulse shape in this case is again carried out in the four steps shown in Fig. 2.14, for which the four equivalent circuits are shown in Fig. 2.23.

The Laplace transform of \( V_{ba}(t) \) is found from Eq. (36) by using the initial conditions and circuit parameters appropriate to the equivalent circuit in each step. The procedure is similar to the previous analysis for a resistive shunt element, but is complicated by the fact that the initial current in the inductance must be evaluated by using Eq. (34) in each step except the first. The algebraic expressions for \( V_{ba}(t) \) become rather involved, and are not given in detail here.

Some general remarks can be made about the character of the pulse shape because the denominator of the Laplace-transform equation is of the same form for each of the four time intervals considered. The inverse Laplace transform

\[
\mathcal{L}^{-1}[V_{ba}(p)] = V_{ba}(t)
\]

has similar algebraic forms for each step. The term in braces in the denominator of Eq. (36) may be written in the form

\[
p^2 + 2ap + b
\]
where
\[ 2a = \left[ \frac{R_s}{L_s} + \frac{(g_p + g_i)}{C_s} \right], \tag{38} \]
and
\[ b = \frac{1 + (g_p + g_i)R_s}{C_sL_s}. \tag{39} \]

This term may be put in a form more convenient for finding \( L^{-1}[V_{ba}(p)] \) by completing the square, thus
\[ p^2 + 2ap + b = (p + a)^2 + \omega^2 \tag{40} \]
where
\[ \omega^2 = b - a^2. \tag{41} \]

The right-hand member of the Laplace-transform equation can be broken up into partial fractions with the result
\[ V_{ba}(p) = \frac{A}{p} + \frac{B_1(p + a) + B_2}{(p + a)^2 + \omega^2}, \tag{42} \]
where the terms \( A, B_1, \) and \( B_2 \) are evaluated by standard methods. The form of the inverse Laplace transform now depends on the following three conditions that can be placed on \( \omega^2 \):

1. If \( b > a^2, \quad \omega^2 > 0. \] \tag{43}
2. If \( b = a^2, \quad \omega^2 = 0. \)
3. If \( b < a^2, \quad \omega^2 < 0. \)

**Condition 1.** \( \omega^2 > 0. \) The inverse Laplace transform for Eq. (42) is
\[ V_{ba}(t) = A + B_1 e^{-at} \cos \omega t + B_2 e^{-at} \sin \omega t. \tag{44} \]

**Condition 2.** \( \omega^2 = 0. \) The inverse Laplace transform for Eq. (42) is
\[ V_{ba}(t) = A + B_1 e^{-at} + B_2 e^{-at}. \tag{45} \]

**Condition 3.** \( \omega^2 < 0. \) Let \( \omega^2 = -k^2, \) then the inverse Laplace transform for Eq. (42) is
\[ V_{ba}(t) = A + B_1 e^{-at} \cosh kt + \frac{B_2}{k} e^{-at} \sinh kt. \tag{46} \]

The Eqs. (44), (45), and (46) are of particular interest in connection with the calculation of the trailing edge of the pulse, that is, in Step 4 of Fig. 2.14. In this case the expressions for \( \omega^2 \) and \( k^2 \) are
\[ \omega^2 = \frac{1}{C_sL_s} - \frac{R_s^2}{4L_s^2}. \tag{47} \]
and

\[ k^2 = \frac{R_s^2}{4L_s^2} - \frac{1}{C_sL_s}. \]  

(48)

The trailing edge of the pulse is part of a damped oscillation if

\[ \frac{R_s}{L_s} < \frac{2}{\sqrt{C_sL_s}}. \]  

(49)

and is aperiodic if

\[ \frac{R_s}{L_s} > \frac{2}{\sqrt{C_sL_s}}. \]  

(50)

If condition (49) exists, the voltage across the pulser output oscillates at a frequency determined by Eq. (47) after the switch tube and the load become nonconducting. The voltage therefore passes through zero and reverses its polarity. This reverse voltage appearing at the pulser output is commonly referred to as the "backswing voltage." The period of the oscillation becomes smaller as \( R_s \) is decreased, and the trailing edge of the pulse becomes steeper as the ratio \( R_s/L_s \) is decreased relative to \( 2/\sqrt{C_sL_s} \). The damping of the oscillation depends on the exponential terms in Eq. (44) and, since the exponent is \( R_s/2L_s \), a lower value for \( R_s/L_s \) causes a decrease in damping and hence a higher value for the backswing voltage. A high backswing voltage is very undesirable because it adds to the power-supply voltage at the plate of the switch tube, and increases the danger of flash-over and sparking within the tube.

The magnitude of the current that builds up in the inductance also has an effect on the rate at which the voltage drops at the end of the pulse, as is evident if the coefficients \( A, B_1, \) and \( B_2 \) are evaluated for the equivalent circuit of Step 4. From Eqs. (42) and (36) these values become

\[ A = 0, \]

\[ B_1 = V_s(t_s) = V_s, \]

and

\[ B_2 = \frac{V_sR_s}{2L_s} - \frac{i_s(t_3)}{C_s}. \]

(51)

When \( B_2 \) is negative, that is,

\[ \left| \frac{i_s(t_3)}{C_s} \right| > \left| \frac{V_sR_s}{2L_s} \right|, \]

it is seen from Eq. (44) that, as \( i_s(t_3) \) increases, the value of \( V_s(t) \) decreases more rapidly for given values of the other parameters. The value of \( i_s(t_3) \) increases with time up to a limiting value determined by the magnitude of \( R_s \). As long as the current in the inductance continues to increase with time, therefore, the trailing edge of the pulse is steeper for
the longer pulse durations than for the shorter ones. The oscilloscope traces shown in Fig. 2.25 illustrate this behavior.

The oscillating voltage at the end of the pulse is undesirable not only because it produces backswing voltage, but also because it becomes of the same polarity as the forward pulse voltage on the return swing. This post-pulse voltage may be large enough to cause appreciable current to flow in the load, and therefore is a secondary pulse. When the damping introduced by the resistance of the inductance is small, it is necessary to increase the damping by connecting a diode across the pulser output in such a way that it is conducting only when there is backswing voltage. The equivalent circuit with a shunt diode is shown in Fig. 2.24. The diode is represented by the conductance $g_d$ and switch $S_d$ that is assumed to close only when the voltage $V_{bo}$ is opposite in sign to the normal pulse voltage. If $g_d$ is large, the backswing voltage is negligibly small, and no post-pulse voltage appears with the same polarity as the pulse voltage.

The oscillating voltage after the pulse can also be avoided by making $R_s/L_s > 2/\sqrt{C_iL_i}$. For this purpose, an inductance with high resistance, that is, an inductive resistor, must be used and, under such conditions, the voltage corresponding to the trailing edge of the pulse becomes aperiodic, as shown by Eq. (46). The time of fall for the voltage decreases for smaller values of the ratio $R_s/L_s$, and the transition between the aperiodic and oscillating condition occurs when this ratio equals $2/\sqrt{C_iL_i}$. From a practical standpoint, such an inductive resistor is usually designed to have a ratio of $R_s/L_s$ slightly less than the minimum for the aperiodic condition. For this condition, the voltage is oscillatory, but the damping is high and the backswing voltage is correspondingly small. The choice between a large value of $R_s/L_s$ without a shunt diode or a small value of $R_s/L_s$ with a shunt diode depends on the importance of having a small time of fall for the voltage pulse.

It is difficult to make a detailed analysis of the effect of the circuit parameters on the leading edge of the voltage pulse without actually carrying out the calculations for $V_{bo}(t)$ using numerical values for the
circuit components. A very general statement can be made, however, to the effect that, as the switch-tube resistance or the shunt capacitance increases, the time of rise for the voltage pulse also increases. The effect of the shunt inductance on the leading edge of the pulse over a fairly wide range of values for the ratio $R_s/L_s$ is rather small.

If there is a resistance in parallel with the shunt inductance, the times of rise and fall of the voltage pulse become shorter: the smaller the resistance, the smaller the rise and fall times. Such a resistance is introduced into the circuit when the connection to a power supply for recharging the storage condenser, as indicated in Fig. 2-5, is considered. In Sec. 2-4 it is shown that for good pulser design, the resistance $R_e$ is large, but its effect on the trailing edge of the pulse is still appreciable.

A set of photographs of oscilloscope traces illustrating the effects of various circuit parameters, together with the pulse shapes calculated from the equivalent circuits discussed above, are shown in Figs. 2-25, 2-26, 2-27, and 2-28.

The oscilloscope traces reproduced in Fig. 2-25 were obtained with the magnetron and pulser used for the pictures of Fig. 2-19, replacing the resistance recharging path in the pulser by a 10-mh inductance and a shunt diode. In each case the magnetron voltage and current pulses and the current flowing in the 10-mh inductance are shown for pulse durations of 0.5, 1, and 2 $\mu$sec. The pulse voltage and pulse current were adjusted to 10 kv and 10 amp respectively for each pulse duration. The effect of the increase in current in the shunt inductance is shown in the more rapid fall of voltage as the pulse duration increases. The calculated values for the voltage pulses ($j$), ($k$), and ($l$) take into account the 10,000-ohm isolating resistance and an assumed equivalent resistance of 8000 ohms for the magnetron after the voltage has dropped to the value $V_s$.

The oscilloscope traces shown in Fig. 2-26 are for the 1-$\mu$sec pulse duration with a sweep speed about one tenth of that used for the traces of Fig. 2-25. The traces ($a$), ($d$), and ($g$) are the slow-sweep presentation of the 1-$\mu$sec pulses shown in Fig. 2-25, and indicate the effect of a good shunt diode, that is, one with high cathode emission. The traces ($b$), ($e$), and ($h$) were obtained with a shunt diode having lower cathode emission, and a small backswing voltage of about 1 kv is observable on the voltage pulse. The traces ($d$), ($e$), ($g$), and ($h$) show that the currents in the 10-mh inductance and in the shunt diode decrease more rapidly when the shunt diode has a higher effective resistance. When the shunt diode is removed from the circuit, a backswing voltage of about 6 kv appears after the voltage pulse, and the pulse shapes of Fig. 2-26c and $f$ are obtained. The oscillation resulting from the use of the inductance for the recharging path is damped by the 10,000-ohm resistance of the isolating element that is in parallel with the discharging circuit for
THE OUTPUT CIRCUIT OF A HARD-TUBE PULSER

![Oscilloscope traces and calculated pulse shapes for a hard-tube pulser with a magnetron load, a 10-mh inductance as the recharging path, a shunt diode, and $C_s = 115 \, \mu F$. Voltage pulses were calculated from the equivalent circuit $(m)$ and $S_T$ closed $0 < t < t_1$, $S_I$ closed for $V_{ho} > 0.7E_{ho}$, $S_M$ closed when $S_I$ opens and until $V_{ho} = 0$. $S_d$ closed for negative values of $V_{ho}$. Sweep speed: 10 div. = 1 μsec.

![Equivalent circuit for calculations.](m)
the shunt capacitance. The calculated values for the current in the 10-mh inductance are plotted in Fig. 2.26i, assuming the effective resistance of the shunt diode to be 500 ohms. It can be seen that the calculated current in the inductance for the 1-μsec pulse agrees very well with the corresponding trace obtained when the good diode was used.

Fig. 2.26.—Oscilloscope traces and calculated recharging-path currents for a hard-tube pulser with a magnetron load and a 10-mh inductance as the recharging path. (a) and (d) are the slow-sweep-speed presentations corresponding to the 1-μsec pulses of Fig. 2.25. Horizontal scale = 1 μsec/div.

When an inductive resistor with a resistance of 7500 ohms and an inductance of 3 mh is used for the recharging path in the pulser, the oscilloscope traces appear as shown in Fig. 2.27. The small backswing voltage that appears after the pulse indicates that the value of $R_e/L_e$ for this inductive resistor is slightly less than the value for critical damping. The magnitude of this backswing voltage is so small, however, that a
Magnetron voltage pulses of amplitude = 10 kv.

Magnetron current pulses of average amplitude = 10 amp.

Fig. 2-27.—Oscilloscope traces and calculated pulse shapes for a hard-tube pulser with a magnetron load, a recharging path consisting of a 7500-ohm resistance in series with a 3-mh inductance, and shunt capacitance of 115 μf. In the calculations the effective resistance of the magnetron was assumed to be 8000 ohms after $S_t$ opens, that is, $S_M$ closes when $S_t$ opens. Sweep speed: 10 div. = 1 μsec.
shunt diode is unnecessary. From a comparison of the voltage pulses of Fig. 2.27 with those of Fig. 2.25 it is seen that the voltage for the 0.5-μsec pulse drops at about the same rate in each case. At a pulse duration of 2 μsec, the voltage drops faster with the 10-mh inductance for the recharging path than with the 3-mh 7500-ohm inductive resistor. The reason for this behavior is evident from a comparison of the currents in the recharging paths.

For the oscilloscope traces of Figs. 2.25, 2.26, and 2.27 the isolating element was a 10,000-ohm resistance. If an inductance having a low
resistance is used for this isolating element, the damping of the oscillation that occurs after the switch tube becomes nonconducting is usually small, as shown by the pictures reproduced in Fig. 2-28. These pictures were obtained with the magnetron load, an inductance of 20 mh as the recharging path, and an identical inductance as the isolating element. Each of these inductances had a resistance of 160 ohms. The backswing voltage for this circuit becomes larger than the pulse voltage when there is no shunt diode, as can be seen in Fig. 2-28b. Since the damping in the circuit is small, the voltage swings back to the polarity of the main pulse and causes a small current to flow in the magnetron, as indicated by the trace (c). In calculating the voltage across the load as a function of time from the equivalent circuit shown in Fig. 2-28f, it is therefore necessary to introduce an effective resistance for the magnetron during the time when this post-pulse conduction occurs. The calculated values plotted in Fig. 2-28c and f were obtained by assuming the effective resistance of the magnetron to be 8000 ohms, and the magnitude of the voltage for the trailing edge of the voltage pulse was considered to be less than \( V_r \), but greater than zero. During the time corresponding to the backswing voltage, the magnetron is considered to be open-circuited, and hence to have an infinite resistance. When the post-pulse conduction occurs, the magnetron is assumed to appear as a 10,000-ohm resistance. The comparison of the plots for the load voltage and the current in the recharging path with the corresponding oscilloscope traces indicates good agreement between calculated and experimental values.

The assumptions made in the foregoing calculations with regard to the effect of the magnetron on the behavior of the pulser output circuit lead to reasonable agreement with the experimental data. This agreement may be considered a justification for the assumption that the shape of the \( I-V \) curve for a magnetron, shown in Fig. 2-11b, can be closely approximated by a high dynamic resistance for voltages less than \( V_n \), and by a low dynamic resistance for voltages greater than \( V_n \). If the load resistance is nonlinear, the functional relationship between \( n \) and \( V_k \) must be taken into account in the calculations, and the analysis of pulse shape becomes considerably more complicated. Another complication arises if it is necessary to consider the variation of switch-tube resistance with the plate current in the tube.

At the start of this discussion of pulse shape as affected by pulser circuit parameters, it was assumed that the capacitance of the storage condenser was very large in order that the voltage across it could be considered constant during the pulse. It is stated in Sec. 2-1, however, that the storage-condenser voltage is less at the end than at the beginning of a pulse. This change in voltage depends on the magnitudes of the
pulse current, the storage capacitance, and the pulse duration. As is shown in the following section, it is often impractical to have a storage capacitance that is large enough to keep this voltage change less than a few per cent of the initial condenser voltage. The actual pulse shape obtained from a hard-tube pulser of this type, therefore, does not have a flat top, but rather has a sloping top as indicated in the sketch of Fig. 2.29.

Since with a resistance load the pulse current has the same shape as the pulse voltage, the ratio $\Delta I/I_{\text{max}}$ is equal to the ratio $\Delta V/V_{\text{max}}$. If the load is a biased-diode or magnetron with a low dynamic resistance, however, the ratio $\Delta I/I_{\text{max}}$ may be many times as great as the voltage ratio $\Delta V/V_{\text{max}}$. In Sec. 2.4 it is shown that

$$\frac{\Delta I}{I_{\text{max}}} = \frac{\Delta V}{V_{\text{max}}} \cdot \frac{V_{\text{max}}}{V_{\text{max}} - V_s}.$$  

The effect of the drop in pulse voltage on the current in a load that has a low dynamic resistance can be seen in the oscilloscope traces shown in Figs. 2.19, 2.25, and 2.27. It is also evident that, if $\Delta V$ is large, it is possible for the pulse voltage to fall below $V_s$ before the switch $S_T$ is opened. As a result, the load current stops flowing before the end of the intended pulse interval.

If the switch-tube resistance increases with time during the conduction interval, the effect is similar to a change in voltage on the storage condenser. Such behavior of the switch tube is experienced with some oxide-cathode tubes, particularly for long pulses and high currents, and is referred to as cathode fatigue. It is very difficult to take into account the effect of cathode fatigue on the pulse shape, since it can vary so much from one tube to another of the same type. The magnitude of the cathode fatigue tends to increase as the tube gets older, but it is not uncommon for it to decrease during the first few hours of operation.

**THE CHARGING OF THE STORAGE CONDENSER**

The energy removed from the storage condenser during the pulse interval causes the potential difference across this condenser to be less at the end than at the beginning of the pulse. If the output of the pulser is to be a succession of identical pulses, it is necessary to provide some means by which the energy in the condenser can be replenished during the interpulse interval. This energy can be supplied by connecting the
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condenser to a primary electrical-energy source such as a battery or power supply during the interpulse interval. The ideal arrangement would be to make the charging and discharging cycles completely independent by using a switch as shown in Fig. 2.1a. The use of such a switch is impractical for pulses that recur at rates of several hundred to several thousand per second. The pulser must therefore be designed with a conducting path between the condenser and the power supply that has the least possible effect on the discharging of the condenser during the pulse interval.

One method that is used to isolate the power supply from the condenser-discharging circuit is shown in Fig. 2.5. In this method a resistance element is connected in series with the power supply. If this resistance is sufficiently high, the current that flows through the switch tube from the power supply is small enough to be neglected. When the switch tube is conducting for a very short time interval—that is, for short pulse durations—an inductance in series with the power supply can provide satisfactory isolation. This method has the disadvantage that the current from the power supply increases with time and, since this current flows through the switch tube, the tube drop during the pulse is also a function of time.

Although the reason for introducing the isolating element is to keep the current flowing from the power supply through the switch tube as small as possible, there are other points to be considered in choosing the particular element. Since the condenser is connected to the power supply in order to be recharged, the isolating element must not make the charging time constant so large that the condenser voltage at the end of the interpulse interval differs appreciably from the power-supply voltage. The connection to the power supply during the pulse interval has an effect on the leading edge and on the top of the pulse. The magnitude of this effect depends on the relative size of the impedances of the isolating element, the switch tube, and the load. When the switch is non-conducting, this isolating element is effectively in parallel with the pulser output circuit and therefore has an effect on the trailing edge of the pulse. These effects on the pulse shape can be taken into account in the analysis of the discharging circuit, as discussed in Secs. 2.2 and 2.3, by introducing the isolating element as an additional circuit parameter. The ultimate choice of the element is generally based on a compromise between these considerations.

2.4. The Output Circuit with a High Resistance as the Isolating Element.—The equivalent circuits for the pulser with a high resistance as the isolating element are shown in Fig. 2.30a and b. For reasons already stated, the resistance $R_c$ is assumed to be very large compared with $r_p$. The analysis of the circuit behavior during the interpulse
interval (that is, when switches $S_T$ and $S_l$ are open), is similar for the two circuits (a) and (b) if $Z_r$ is a resistance. If $Z_r$ is an inductance, the algebraic expressions become complicated, and circuit (a) is therefore used as the basis for the present discussion.

Assume that the switch $S_T$ is open initially for a long time and therefore that the condenser $C_w$ is charged to the voltage of the power supply. If the switch is then closed for a time $\tau$ and open for a time $T_r - \tau$, and this procedure is repeated, a succession of pulses is obtained with a recurrence frequency $f_r = 1/T_r$. During the time $\tau$ the condenser voltage decreases and during the time $T_r - \tau$ it increases. If the time $T_r - \tau$ is not many times greater than the time constant of the circuit, the condenser voltage is appreciably less than the power-supply voltage at the end of this interval. Equilibrium values for the condenser voltage at the beginning and at the end of the interval $\tau$ will be obtained if the switching procedure is repeated a sufficiently large number of times. This approach to equilibrium is shown diagrammatically in Fig. 2:31.

It is of interest to obtain the value of $V_w/E_{bb}$ for any given set of circuit parameters. Let $V_w'$ be the value for the condenser voltage at the start and $V_r'$ be the voltage at the end of any particular pulse, and let $V_w$ and $V_r$ be the equilibrium values of these voltages. During a charging interval the switch $S_T$ is open, and the expression for the condenser voltage as a function of time is

$$V_c(t) = E_{bb} - (E_{bb} - V_w')e^{-\frac{t}{(R_c + R_l)C_w}},$$

(52)
where \( t \) is measured from the start of the interpulse interval. The condenser voltage at the end of the interval is then

\[
V'_w = E_{bb} - (E_{bb} - V'_t) e^{-\frac{(T, - r)}{(R, + R, )C_w}}. \tag{53}
\]

If it is assumed that \( R, \gg r, \) the connection to the power supply may be neglected when considering a discharging (pulse) interval. The condenser voltage during this interval is thus

\[
V_C(t') = V'_w e^{-\frac{t'}{(r, + R, )C_w}}, \tag{54}
\]

where \( t' \) is measured from the start of the discharging interval. The condenser voltage at the end of this interval is then

\[
V'_r = V'_w e^{-\frac{\tau}{(r, + R, )C_w}}. \tag{55}
\]

For a continuous succession of pulses the equilibrium values of \( V'_w \) in Eqs. (53) and (55) must be equal and likewise the values of \( V'_r \). Solving these equations for \( V'_w \), there is obtained

\[
V_w = \frac{E_{bb} \left[ 1 - e^{-\frac{(T, - r)}{(R, + R, )C_w}} \right]}{1 - e^{-\frac{\tau}{(r, + R, )C_w} + \frac{(T, - r)}{(R, + R, )C_w}}}, \tag{56}
\]

which may be written

\[
V_w = E_{bb} \gamma. \tag{57}
\]

A similar solution for \( V'_r \) gives

\[
V'_r = E_{bb} \gamma e^{-\frac{\tau}{(r, + R, )C_w}}. \tag{58}
\]

From Eq. (56) it is seen that the value of the ratio \( V_w/E_{bb} \) for a given set of circuit parameters increases as \( \tau \) is decreased and \( T_r \) is increased. Also, for given values of \( \tau \) and \( T_r \), the condenser voltage approaches the power-supply voltage as \( R, \) and \( C_w \) are decreased. By decreasing \( R, \) however, the current through the switch tube is increased. This increase is particularly undesirable in high-power pulsers where the load current and hence the switch-tube current are already large. The effect of variations in \( \tau \), \( T_r \), and \( C_w \) are illustrated in curves of Fig. 2-32. These curves were calculated from the exact expression for the equilibrium condenser voltage \( V_w \), taking into account the effect of the power-supply connection on the discharging circuit. The equation for \( V_w \) is

\[
V_w = \frac{E_{bb} \gamma'}{R_c + \frac{r,}{\gamma'}} \left( 1 + \frac{R_c}{r,} \gamma' \right), \tag{59}
\]
Fig. 2-32.—Ratio of the equilibrium condenser voltage at the start of the pulse to the power-supply voltage as a function of capacitance, pulse duration, and interpulse interval for $R_c = 10,000$ ohms, $R_f = 1000$ ohms, and $r_p = 100$ ohms.
and the voltage at the end of the pulse becomes

\[ V_\tau = \frac{E_{bb}r_p}{R_c + r_p} \left( 1 + \frac{R_c}{r_p} \gamma' e^{-\alpha \tau} \right), \tag{60} \]

where

\[ \gamma' = \frac{1 - e^{-\beta (\tau - \tau')}}{1 - e^{[\alpha \tau + \beta (\tau - \tau')]}}, \]
\[ \beta = \frac{1}{(R_c + R_l)C_w}, \]
\[ \alpha = \frac{R_c + r_p}{(R_c + r_p + R_cR_l + R_{lr}p)C_w}. \tag{61} \]

If \( R_c \gg r_p, \)

\[ \alpha \approx \frac{1}{(r_p + R_l)C_w}, \tag{62} \]

and \( \gamma' \approx \gamma. \) Thus, for \( R_c \approx 100r_p, \) the value of \( V_\omega \) calculated from Eq. (59) is about 1 per cent greater than the approximate value calculated from Eq. (56). In designing many pulsers, it is therefore sufficiently precise to calculate the equilibrium condenser voltage by neglecting the effect of the power-supply connection on the discharging circuit.

If only the charging circuit for the storage condenser is considered, an advantage is apparently gained by having the capacitance as small as possible. This supposition is contrary, however, to the conclusion reached by considering the discharging circuit. From Eqs. (59) and (60) the difference in the condenser voltage at the beginning and at the end of a pulse is

\[ V_\omega - V_\tau = V_\omega \left[ \frac{R_c \gamma' (1 - e^{-\alpha \tau})}{r_p + R_c \gamma'} \right]. \tag{63} \]

Equation (63) may be reduced to the corresponding relation obtained from Eqs. (57) and (58) if \( R_c \gg r_p, \) namely

\[ V_\omega - V_\tau = V_\omega \left[ 1 - e^{-\frac{\tau}{(r_p + R_l)C_w}} \right]. \tag{64} \]

If \( \tau \ll (r_p + R_l)C_w, \) Eq. (64) may be written

\[ V_\omega - V_\tau \approx \frac{V_\omega \tau}{(r_p + R_l)C_w}. \tag{65} \]

Again, if \( V_\omega - V_\tau \) is small, the change in load current during the pulse is small and

\[ I_l \approx \frac{V_\omega}{r_p + R_l}. \]
which leads to the approximation

\[ V_w - V_r = \frac{I_l}{C_{\text{isc}}} \tau. \]  

(66)

This expression may be used to determine the magnitude of the capacitance required for a particular load current in order to keep the load voltage within certain limits during the pulse. In general, it is desired that the load voltage during the pulse be as nearly constant as possible, and therefore \( C_{\text{isc}} \) must be large.

The same conclusion is reached if a corresponding analysis is made for a biased-diode load in the circuit of Fig. 2.30b. If it is assumed that the power-supply connection may be neglected in determining the condenser voltage during the pulse interval, the difference in condenser voltage at the beginning and at the end of the pulse is

\[ V_{w'} - V_{r'} = (V_w - V_s) \left[ 1 - e^{-\frac{r}{r_p + r_l}} \right]. \]  

(67)

The relation (66) is obtained from Eq. (67) by the same reasoning used to obtain it from Eq. (64) using the approximation that

\[ I_l' \approx \frac{V_w - V_s}{r_p + r_l}. \]

As may be seen from a consideration of the change in load current during a pulse, it is more important to keep the change in load voltage small for a biased-diode load than for a resistance load. Neglecting the power-supply connection again, the currents at the beginning and at the end of a pulse for a resistance load are,

\[ (I_l)_0 = \frac{V_{\text{tg}}}{r_p + R_l}, \]

\[ (I_l)_r = \frac{V_r}{r_p + R_l}. \]  

(68)

For the biased-diode load, the corresponding currents are

\[ (I_l')_0 = \frac{V_{w'} - V_s}{r_p + r_l}, \]

\[ (I_l')_r = \frac{V_{r'} - V_s}{r_p + r_l}. \]  

(69)

The ratio of the change in current during the pulse to the current at the
beginning of the pulse for the resistance load is therefore

\[
\frac{(I_l)_0 - (I_l)_r}{(I_l)_0} = \frac{V_w - V_r}{V_w}, \quad (70)
\]

and for the biased-diode load,

\[
\frac{(I'_l)_0 - (I'_l)_r}{(I'_l)_0} = \frac{V_w - V_r}{V_w - V_s}. \quad (71)
\]

It is evident from Eqs. (70) and (71) that, for a given percentage change in load current, the ratio of the value of \(V_w - V_r\) for a biased-diode load to that for a resistance load is

\[
\frac{V_w - V_s}{V_w}.
\]

The effect of the capacitance of the storage condenser on the current through the load during a pulse is illustrated by the curves of Fig. 2.33. These curves are plotted from the equation

\[
\frac{(I_l)_0 - (I_l)_r}{(I_l)_0} = (1 - e^{-\alpha t}), \quad (72)
\]

where \(\alpha\) is the value given by Eqs. (61). From Eqs. (64) and (70) a similar expression is obtained in which \(\alpha \approx 1/(r_p + R_l)C_w\), namely,

\[
\frac{(I_l)_0 - (I_l)_r}{(I_l)_0} = [1 - e^{-\frac{r}{(r_p + R_l)C_w}}]
\]

\[
= \frac{V_w - V_r}{V_w}. \quad (73)
\]

Curves of the type shown in Figs. 2.32 and 2.33 can be used to determine the best value for the capacitance of the storage condenser for given values of \(r\) and \(T_r\), when \(R_e \gg r_p\). A compromise must be made between the equilibrium condenser voltage and the amount of voltage drop that can be tolerated during the pulse for the particular pulser application.

From Eqs. (52) and (54) it is possible to calculate the time required for the condenser voltage to attain a value approaching \(V_w\) after the beginning of a succession of pulses. This time can best be expressed in
terms of the number of pulses such that \((V'_w)^n = kV_w\), with \(k\) some value slightly greater than one. The curves plotted in Fig. 2.34a and b give the values of \(n\) as a function of the capacitance of the storage condenser for \(k = 1.01\) and \(1.001\) and for several values of \(\tau\) and \(T_r\). If the value \(V_w/E_{bb}\) is much less than 1.0, the number of pulses required to approach the equilibrium value may affect the operation of loads with low dynamic impedance such as the magnetron. A large value of \(n\) indicates that the current through the load is larger than the current obtained with continuous pulsing for a time that may be long enough to be deleterious to the magnetron cathode. This high current may also aggravate any tendency for sparking to occur in the load.

In designing a hard-tube pulser with a resistance as the isolating element, it is important to know how much average power will be dissipated in the resistor. There are two major contributions to this power, that from the current flowing in the resistance during the pulse interval and that from the current flowing during the interpulse interval. When the switch tube is conducting, the current flowing in the isolating resist-

---
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THE OUTPUT CIRCUIT OF A HARD-TUBE PULSER

The output circuit of a hard-tube pulser is described. Let \( v_p = i_p R_p \) and \( i_p \) is the total instantaneous plate current in the switch tube. For most practical purposes, it may be assumed that \( v_p \) is constant during the pulse interval since its variation is usually small compared with \( E_{bb} - v_p \). The current \( i_c \) is therefore considered to be constant for a time \( \tau \), having the value

\[
(i_c)_1 = \frac{E_{bb} - v_p}{R_c},
\]

where \( v_p = i_p R_p \) and \( i_p \) is the total instantaneous plate current in the switch tube. For most practical purposes, it may be assumed that \( v_p \) is constant during the pulse interval since its variation is usually small compared with \( E_{bb} - v_p \). The current \( i_c \) is therefore considered to be constant for a time \( \tau \), having the value

\[
(i_c)_1 = \frac{E_{bb} - V_p}{R_c},
\]

and the average power dissipated in \( R_c \) is then

\[
P_1 = (i_c)_1^2 R_c \frac{\tau}{T_r}.
\]

During the interpulse interval the amount of current flowing in \( R_c \) depends on the power-supply voltage and on the voltage on the storage condenser. Thus

\[
(i_c)_2 = \frac{E_{bb} - V_c}{R_c}
\]

where \( V_c \) is a function of time with the value given by Eq. (52), that is

\[
V_c(t) = E_{bb} - (E_{bb} - V_r) e^{-t/(R_c + R_0) C_v}.
\]

In this equation the term \( R_1 \) may be the value for either a resistance load or the recharging path if \( Z_c \) in Fig. 2-30b is a resistance. Substituting \( V_c \) from Eq. (52), the expression for \( (i_c)_2 \) becomes

\[
(i_c)_2 = \frac{(E_{bb} - V_r) e^{-t/(R_c + R_0) C_v}}{R_c}.
\]

The average power dissipated in \( R_c \) corresponding to this condenser-charging current is

\[
P_2 = \frac{1}{(T_r - \tau)} \int_0^{(T_r - \tau)} (i_c)_2^2 R_c \, dt.
\]

Using the value of \( (i_c)_2 \) in Eq. (75) and neglecting \( \tau \) because, generally, \( T_r >> \tau \), the integration in Eq. (76) gives

\[
P_2 = \frac{C_v (E_{bb} - V_r)^2 (R_c + R_1)}{2 R_c T_r} \left[ 1 - e^{-\frac{2T_r}{(R_c + R_0) C_v}} \right].
\]

The total power dissipation in the isolating resistance is the sum of the
values for the pulse interval and that for the interpulse interval given by Eqs. (74) and (77). Thus

\[
P_R = \frac{(E_{bb} - V_p)^2 \tau}{R_c} + \frac{C_u(E_{bb} - V_p)^2(R_c + R_l)}{2R_cT_r} \left[1 - e^{-\frac{2T_r}{(R_c + R_l)C_u}}\right].
\]

In many cases the contribution of the first term of Eq. (78) to the power dissipation in the isolating resistance is several times larger than that of the second term. Consequently, the approximate value of \(P_R\) may be calculated somewhat more simply by taking advantage of the fact that the average condenser-charging current is approximately equal to the average load current. The average load current is the value of the pulse current multiplied by the duty ratio. Since the condenser-charging current as given by Eq. (75) is an exponential function of time, the rms and average values are nearly equal, provided that the time interval is not large compared with the time constant \((R_c + R_l)C_u\). It
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**Fig. 2.35.—Ratio of rms to average current as a function of \(t/RC\) for a current of the form**

\[i = \frac{E}{R} e^{-\frac{t}{RC}}\]

is seen from the plot of \(I_{rms}/I_a\) versus \(T_r/(R_c + R_l)C_u\) in Fig. 2.35 that, for \(T_r = (R_c + R_l)C_u\), the rms current is only 1.04 times the average current. For the value of rms current determined in this way, the average power corresponding to Eq. (77) is

\[P_2 = I_{rms}^2R_c.\]

### 2.6. The Output Circuit with an Inductance or an Inductive Resistor as the Isolating Element

The equivalent circuits for the pulser with resistance load and biased-diode load are shown in Fig. 2.36a and b. The analytical expressions for the equilibrium condenser voltages at the beginning and at the end of the pulse are considerably more complicated for these circuits than for those with a pure-resistance isolating element. A few general conclusions can be drawn, however, from a simplified analysis of the circuits of Fig. 2.36.

When the recharging circuit alone is considered and the switch \(S_r\) is
open, the circuits of Fig. 2.36a and b, in which $Z_s$ is a resistance, reduce to a simple series LCR-circuit as represented in Fig. 2.37. The initial conditions imposed on the equation for this circuit are (1) that the condenser is charged to a potential difference $V_r$, and (2) that a current $i_0$

![Fig. 2.36.—Circuits for hard-tube pulsers with an inductive isolating element in series with the power supply.](image)

is flowing in the inductance. The Laplace-transform equation for the circuit is therefore

$$L_c[pI_c(p) - I_c(0)] + (R_c + R_i)I_c(p) + \frac{I_c(p)}{C_w} = \frac{E_{bb} - V_r}{p}.$$  

(79)

Let $(R_c + R_i) = R_c'$ and $I_c(0) = i_0$. Then, if Eq. (79) is solved for $I_c(p)$,

$$I_c(p) = \frac{E_{bb} - V_r + pi_0}{p^2 + \frac{R_c'}{L_c}p + \frac{1}{L_cC_w}},$$

where $a = R_c'/2L_c$, $\omega^2 = b - a^2$, and $b = 1/L_cC_w$. If $b < a^2$, let $a^2 - b = k^2$, and Eq. (80) becomes

$$I_c(p) = \frac{(p + a)i_0 + \frac{E_{bb} - V_r}{L_c} - ai_0}{(p + a)^2 + k^2}.$$  

(81)

Equations (80) and (81) give the Laplace transform of the current for the cases in which it is oscillatory and aperiodic respectively. The critically damped condition corresponds to $\omega^2 = k^2 = 0$. The inverse Laplace transform of Eq. (80) gives the time function for the current, thus
\[ I_c(t) = \frac{(E_{bb} - V_r)e^{-at}}{L_c\omega} \sin \omega t + i_0 e^{-at} \left( \cos \omega t - \frac{a}{\omega} \sin \omega t \right). \]  

(82)

Similarly for Eq. (81),

\[ I_c(t) = \frac{(E_{bb} - V_r)e^{-at}}{L_c k} \sinh kt + i_0 e^{-at} \left( \cosh kt - \frac{a}{k} \sinh kt \right). \]  

(83)

The voltage on the condenser expressed as a function of time is

\[ V_c(t) = V_r + \frac{1}{C_w} \int_0^t I_c(t) \, dt, \]  

(84)

so the integration of Eqs. (82) and (83) gives the expressions for the voltage on the condenser during the recharging interval. Thus, for the oscillatory case where \( 1/L_c C_w > R_c^2/4L_c^2 \), the condenser voltage is

\[ V_c(t) = E_{bb} - e^{-at} \left[ (E_{bb} - V_r) \left( \frac{a}{\omega} \sin \omega t + \cos \omega t \right) - \frac{i_0}{C_w \omega} \sin \omega t \right]. \]  

(85)

Similarly, Eq. (84) and integration of Eq. (83) give the condenser voltage for the aperiodic case where \( 1/L_c C_w < R_c^2/4L_c^2 \), namely,

\[ V_c(t) = E_{bb} - e^{-at} \left[ (E_{bb} - V_r) \left( \frac{a}{k} \sinh kt + \cosh kt \right) - \frac{i_0}{C_w k} \sinh kt \right]. \]  

(86)

For the critically damped case in which \( 1/L_c C_w = R_c^2/4L_c^2 \), the condenser voltage is

\[ V_c(t) = E_{bb} - e^{-at} \left[ (E_{bb} - V_r)(at + 1) - \frac{i_0}{C_w} t \right]. \]  

(87)

Equations (85) and (86) can be written in a more convenient form by combining the sine and cosine functions in the one case and the sinh and cosh functions in the other. Thus, Eq. (85) becomes

\[ V_c(t) = E_{bb} - e^{-at} A \sin (at + \varphi), \]  

(88)

where

\[ A = \sqrt{\left[ \frac{(E_{bb} - V_r)a}{\omega} - i_0 \frac{i_0}{C_w \omega} \right]^2 + (E_{bb} - V_r)^2} \]

and

\[ \varphi = \tan^{-1} \left( \frac{E_{bb} - V_r}{(E_{bb} - V_r)a - i_0} \right) \frac{i_0}{C_w \omega}. \]

Similarly, Eq. (86) becomes

\[ V_c(t) = E_{bb} - e^{-at} B \sinh (kt + \theta), \]  

(89)
where

\[ B = \sqrt{\left[ \left( \frac{(E_{bb} - V_r)c}{k} - \frac{i_0}{C_v k} \right)^2 - (E_{bb} - V_r)^2 \right]} \]

and

\[ \theta = \tanh^{-1} \left( \frac{(E_{bb} - V_r)}{\left(\frac{E_{bb} - V_r}{k} - \frac{i_0}{C_v k}\right)} \right) \]

As the parameters \( L_c, C_v \) and \( R'_c \) are varied, the transition from the aperiodic to the oscillatory condition occurs when \( L_c = \frac{1}{4} R'_c C_v \); thus,

if \( L_c \) is larger than this value, the condenser voltage and the power-supply current oscillates. Since, for the critical-damping case,

\[ a = \frac{R'_c}{2L_c} = \frac{2}{R'_c C_v} \]

values of

\[ \frac{R'_c}{2L_c} < \frac{2}{R'_c C} \]

correspond to the oscillatory condition. The curves of Fig. 2.38 give the maximum values of \( L_c \) and the minimum values of \( R'_c / 2L_c \) for aperiodic
charging of the storage condenser for a range of \( R'_c \) and \( C_w \) values. When
the oscillatory condition is satisfied, the voltage on the condenser reaches
a maximum value that is greater than the power-supply voltage by an
amount depending primarily on the initial current in the isolating induct-
ance. It is evident from the circuits of Fig. 2.36 that a current in the
inductance is built up during the pulse interval when \( S_T \) is closed, and
that its magnitude depends on the pulse duration, the power-supply
voltage, and the value of the inductance. If the pulse duration is small
and the switch-tube resistance and the resistance associated with the
inductance are small, the current can be calculated approximately from

\[
i_0 = \frac{E_{bb}}{L_c}.\]

The approximation is better the smaller the value of \( i_0 \) is, compared with
the maximum possible value when \( t \) is very large, namely,

\[
i_{\text{max}} = \frac{E_{bb}}{R_c + r_p}.
\]

It is of interest to note that the aperiodic charging of the condenser,
as given by Eq. (89), may also cause the value of \( V_c(t) \) to become larger
than \( E_{bb} \). If \( i_0 \) is large (actually, if \( i_0/C_wk > (E_{bb} - V_r)a/k \), \( \theta \) is
negative, and there is some value of \( t \) for which \( V_c(t) = E_{bb} \). For \( t \) greater
than this value, \( V_c(t) \) is greater than \( E_{bb} \), reaching a maximum value
after which it decreases and approaches the value \( E_{bb} \) asymptotically.

Although the voltage on the condenser may rise to a value greater
than the power-supply voltage during the recharging interval, the
resultant pulser operation is not necessarily unsatisfactory. If \( V_r \) is
only slightly less than \( E_{bb} \) and \( i_0 \) is not large, the maximum value of \( V_c(t) \)
may not exceed \( E_{bb} \) by a dangerously large factor. The primary con-
sideration is to determine that the maximum value of \( V_c(t) \) does not
exceed safe operating voltages for the condenser and the switch tube,
and that sufficient damping is present to make the amplitude of oscillation
negligibly small at the end of the interpulse interval.

For given values of \( R'_c \) and \( C_w \) it is reasonable to assume that the
quantity \( E_{bb} - V_r \) is independent of the value of \( L_c \), provided that the
resistance \( R_c \) is always small compared with \( R_t \). Since, for small values
of \( L_c \), the charging is aperiodic with large values for \( i_0 \), the magnitude of
\( B \) and \( \theta \) in Eq. (89) may be strongly affected by this initial current in
the inductance. As \( L_c \) is increased, the critically damped condition is
approached and \( i_0 \) decreases, becoming less effective. A still further
increase in \( L_c \) leads to the oscillatory condition, and a maximum value for
the frequency, \( \omega_{\text{max}} = 1/R'_c C_w \), which occurs when \( L_c = \frac{1}{2} R'_c C \).
FIG. 2.39.—Storage-condenser voltage as a function of time during the recharging interval for an inductive element in series with the power supply; large values of $R'/(L_c)$. The portion of the curves C, D, E, and F beyond $t = 150 \mu$ sec are plotted on expanded scales in (b) in order to show the transition from the aperiodic to the oscillatory conditions.

$$E_{bb} = 10 \text{ kv}$$
$$R'_c = R_L + R_c = 1000 \text{ ohms}$$
$$C_w = 0.05 \mu\text{f}$$
$$i_0 = \frac{10}{L_c}$$
$$L_c = \xi R_L + R_c = 10 \text{ k}$$
To illustrate the effect of the inductance of the isolating element on the charging of the storage condenser, the six curves shown in Fig. 2.39a have been plotted using the values of \([V_c(t) - E_{bb}]\) calculated from Eqs. (88) and (89) for various values of \(L_c\). The calculations were made for \(R_c' = 1000\) ohms, \(E_{bb} = 10\) kV, and \(C_w = 0.05\ \mu\)f in the circuit of Fig. 2.36a. Since the equations for \(V_c(t)\) involve the terms \((E_{bb} - V_r)\) and \(i_0\), it was also necessary to specify a particular pulse duration. For these calculations \(\tau = 1\mu\)sec was chosen, and the assumptions were made that \(R_c \approx r_\pi\) for all values of \(L_c\), and that the voltage on the storage condenser was equal to \(E_{bb}\) at the start of the pulse. The values of \((E_{bb} - V_r)\) and \(i_0\) used in the calculations were therefore obtained from the relations:

\[
(E_{bb} - V_r) \approx \frac{E_{bb}}{R_c' C_w} \tau
\]

and

\[
i_0 \approx \frac{E_{bb}}{L_c} \tau.
\]

For the values of the circuit parameters given above, \((E_{bb} - V_r) = 200\) volts and \(i_0 = 10^{-2}/L_c\) amp.

The curves A and B are obtained for \(L_c\) equal to 5 mh and 10 mh respectively. These values of \(L_c\) are less than the value for critical damping, so curves A and B are aperiodic. When \(L_c = \frac{1}{2} R_c' C_w = 12.5\) mh, the curve C is obtained, which corresponds to the critically damped condition. Curves D, E, and F are oscillatory, with \(L_c\) equal to 16 mh, 25 mh, and 50 mh respectively. The value of 25 mh corresponds to \(L_c = \frac{1}{2} R_c' C_w\), producing the maximum frequency for the oscillation. Portions of the curves C, D, E, and F are plotted in Fig. 2.39b with an expanded ordinate scale in order to show the details of the curves when \(L_c\) is larger than the value for critical damping. The curve G in Fig. 2.39a shows the effect of a 10,000-ohm noninductive resistance as the isolating element, and is included to emphasize the rapid buildup of the condenser voltage when an inductance is used.

The curves of Fig. 2.39 also apply for values of \(C_w\) other than 0.05 \(\mu\)f if \(R'_c, E_{bb},\) and \(\tau\) are not changed and a scale factor is introduced. With the scale factor \(K \propto (E_{bb} - V_r)/R'_c,\) the ordinate scale corresponds to \([V_c(t) - E_{bb}]/K\) and the abscissa scale is \(Kt\). The condition is imposed that

\[
\frac{(C_w)_2}{0.05\mu f} = \frac{(L_c)_2}{(L_c)_1} = \frac{1}{K'}
\]

where the values of \((L_c)_1\) are those that correspond to the curves of Fig. 2.39 for which \(K = 1\). Thus, if \((C_w)_2 = 0.01\mu f,\) the scale factor is 5 and \((L_c)_2\) for curve A, for example, is 1 mh. The curves C and E again
correspond to the critically damped and the maximum-frequency conditions respectively.

To illustrate the effect of small damping on the charging of the storage condenser, the curves shown in Fig. 2-40 were calculated from Eq. (88). For the three curves A, B, and C a value of \( R_c/L_c = 10 \) ohms per mh was used with \( C_w = 0.05 \mu \text{f} \), \( E_{bb} = 10 \text{ kv} \), and \( \tau = 1 \mu \text{sec} \). The values of \( L_c \) are 5 mh, 10 mh, and 20 mh, respectively, for the curves A, B, and C. The effect of adding some resistance in series with \( L_c \) is indicated by the curve \( A' \) for which \( L_c = 5 \) mh and \( R_c' = 500 \) ohms. These curves are indicative of the way in which the storage-condenser voltage varies during the interpulse interval if small inductances and small values of \( R_c/L_c \) are used both for the isolating element and for the recharging path \( Z_* \) of Fig. 2-36b.

There are two principal advantages to be gained by the use of an inductance as the isolating element. The possibility of having the condenser voltage equal to the power-supply voltage at the start of each pulse provides better utilization of the available power-supply voltage. Also, the power dissipated in the resistance associated with the inductance can be less than in the case of a high-resistance isolating element. In any pulser design, these advantages must be weighed against the undesirable possibility that the recharging of the condenser may be oscillatory, and also against the increase in current through the switch tube with time during the pulse interval. The latter consideration is perhaps the more serious, since it may cause a larger drop in pulse voltage during the
pulse than that which results from the change in the storage-condenser voltage.

The more rapid increase in the storage-condenser voltage during the interpulse interval, which is possible with the inductive isolating element, can be used to advantage in pulzers designed for closely spaced pulses, particularly if the interpulse intervals are of nonuniform duration, as in the case of pulse coding.

When an inductive element is used in parallel with the load in order to bring the trailing edge of the pulse down rapidly, as discussed in Sec. 2:3, this inductance becomes part of the recharging circuit as well. The current flowing in the inductance may be oscillatory and of sufficient magnitude to exert considerable influence on the initial conditions for the recharging cycle. It is therefore obvious that a complete analysis of the recharging of the storage condenser is too complex to permit as detailed conclusions to be drawn as are possible in the case of the resistive isolating element.

**POWER TRANSFER TO THE LOAD**

One of the important considerations involved in the design of a pulser is the magnitude of the pulse power to be delivered to the load. This pulse power is equal to the product of the voltage and current during the pulse. If the pulses of voltage and current are constant in amplitude for the pulse duration, the terms “pulse power” and “peak power” have the same significance. When the pulse amplitude is not constant during the pulse, the peak power refers to the maximum voltage-current product, and the pulse power is the product of an average amplitude for the voltage and current pulses. There are several possible methods by which this averaging may be done (see Appendix B). For the hard-tube pulser, the voltage and current pulses generally have a top that is relatively flat, and the meaning of “average pulse amplitude” is reasonably clear. For the present discussion the term “pulse power” refers to the average voltage-current product for pulses that do not deviate very much from constant amplitude.

It may be necessary to have some circuit elements in parallel with the load in order to change pulse shape or to provide a recharging path for the storage condenser, as shown in Secs. 2:2 and 2:3. Some power is dissipated in these shunt elements, and this power must be taken into account in designing a pulser for a given power output to a load. By careful design, however, it is generally possible to make the power loss small compared with the load pulse power. The present discussion of power transfer to the load on a hard-tube pulser is simplified by the assumption that any shunt losses may be considered as part of the pulser load.
It is evident from the circuit of Fig. 2-5 that the current through the switch tube is approximately equal to the current through the load. Also, the pulse voltage across the load is approximately equal to the power-supply voltage minus the voltage drop in the switch tube. These considerations are of fundamental importance in the design of a hard-tube pulser when a definite load impedance and pulse-power output are specified. The connection of the load to the pulser as indicated in the circuits discussed in Secs. 2-2 and 2-3 is referred to as a "direct-connection."

If the pulse power and the load impedance are specified, the requirements for the switch tube and the power supply are almost completely determined for the load directly connected to the pulser. Thus, if the pulse power is $P_1$ and the load impedance is $R_L$, the pulse voltage is $V_I = \sqrt{P_1 R_L}$ and the load current is $I_L = \sqrt{P_1/R_L}$. The switch tube must therefore be chosen so that the current $I_L$ can flow without making the voltage drop in the tube too high. When the magnitude of this voltage drop is known, the required power-supply voltage is also known. The switch tube must also be capable of withstanding the power-supply voltage during the interpulse interval. The switch tubes that have been available for microwave-radar applications of hard-tube pulsers have had effective resistances ranging from about 50 ohms to several hundred ohms. Most of these tubes have a maximum current-carrying capacity that is determined by available cathode emission or by electrode power dissipation. For pulsers with low average power, the cathode emission determines the maximum current, and for pulsers with high average power, the allowable electrode power dissipation usually imposes the limit on the current. The effective resistance introduced into the pulse circuit by the switch tube is relatively constant over the usable range of current, except for special design, such as operation on the flat portion of the pulse characteristic of a tetrode (see Chap. 3).

2.6. Impedance-matching and Pulse-transformer Coupling to the Load.—A hard-tube pulser may be considered as a generator with an internal impedance equal to the effective resistance of the switch tube. If the resistance of the load is high compared with the generator internal resistance, the efficiency is also high but the power delivered to the load is small compared with the maximum power that could be obtained. It is shown in most textbooks on electricity that the maximum power is delivered to a load when the load and generator resistances are equal. This condition means, however, that as much power is lost in the generator as is delivered to the load, and the efficiency is only 50 per cent. Since a maximum of 50 per cent efficiency can not be tolerated in most hard-tube-pulser applications, impedance-matching is seldom used.

Impedance-matching is important in the line-type pulsers to be discussed in Part II. Since for these pulsers the internal impedance is
nondissipative, the above-mentioned difficulty for hard-tube pulsers is not encountered. It is possible, however, to achieve some gain in hard-tube pulsers designed for low pulse-power output by changing the load impedance presented to the pulser. In particular, it is possible to use a lower power-supply voltage for a given pulse power into a high-impedance load if a pulse transformer is used to transform the load impedance to a lower value at the pulser output terminals. The details of pulse-transformer design and construction are given in Part III.

A brief discussion of the considerations involved in the use of a pulse transformer with a hard-tube pulser serves to indicate when such an arrangement is advantageous and to point out the limitations. For this purpose, the hard-tube pulser is represented as a battery in series with the switch-tube resistance, as shown in Fig. 2.41. The primary of the pulse transformer is connected to the pulser output terminals, and the load is connected across the secondary. The secondary is considered to have \( n \) times as many turns as the primary, and the power-transfer efficiency, \( \eta \), of the transformer is assumed to be determined only by shunt losses. This assumption is justified by experience with such transformers in the microwave-radar applications. The following relations may then be written:

\[
\frac{V_S}{V_P} = n \tag{90}
\]

and

\[
\frac{V_S I_S}{V_P I_P} = \eta, \tag{91}
\]

thus

\[
I_S = \frac{\eta I_P}{n} \tag{92}
\]

The power into the load is

\[
P_l = \frac{V_l^2}{R_l} = \frac{V_S^2}{R_l} \tag{93}
\]

and

\[
V_P = V_w - I_P r_p, \tag{94}
\]

\[
V_S = I_S R_l, \tag{95}
\]

where the switch-tube current \( I_p \) is equal to the primary current \( I_P \) and the load current \( I_l \) is equal to the secondary current \( I_S \). Combining these relations, the expression for the load power becomes

![Fig. 2.41.—Equivalent circuit for a hard-tube pulser with pulse-transformer coupling to the load.](image-url)
\[ P_l = \frac{V_l^2 n^2 \eta^2 R_l}{(R_l \eta + r_p n^2)^2} \]  

(96)

The condition for maximum power in the load, as governed by the transformer turns ratio, is obtained by differentiating Eq. (96) with respect to \( n \) and equating the result to zero; thus,

\[ n_m^2 = \frac{\eta R_l}{r_p} \text{ for } (P_l)_{\text{max}}, \]  

(97)

and the maximum power is

\[ (P_l)_{\text{max}} = \frac{V_l^2 \eta}{4 r_p} \]  

(98)

Equation (98) is the familiar result for a generator with matched load, except that in this case it is modified by the efficiency of the pulse transformer. This efficiency may be between 75 and 95 per cent, depending on the transformer construction.

**Table 2-1.**—Comparative values for the operation of a hard-tube pulser with a pulse transformer and maximum power output, and for a direct-connected load*

<table>
<thead>
<tr>
<th>With pulse transformer, maximum power output</th>
<th>No pulse transformer, load direct-connected</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta = 0.85 )</td>
<td></td>
</tr>
<tr>
<td>( n_m = \sqrt{\frac{R_l \eta}{r_p}} = 9.2 )</td>
<td></td>
</tr>
<tr>
<td>( V_l = \sqrt{P_l R_l} = 3.16 \times 10^3 \text{ volts} )</td>
<td>( V_l = 3.16 \times 10^3 \text{ volts} )</td>
</tr>
<tr>
<td>( I_l = \sqrt{\frac{P_l}{R_l}} = 0.316 \text{ amp} )</td>
<td>( I_l = 0.316 \text{ amp} )</td>
</tr>
<tr>
<td>( I_p = \frac{n_m}{\eta} I_l = 3.4 \text{ amp} )</td>
<td>( I_p = I_l = 0.316 \text{ amp} )</td>
</tr>
<tr>
<td>( V_w = 2 V_l \frac{n_l}{n_m} = 700 \text{ volts} )</td>
<td>( V_w = V_l + I_p r_p = 3.2 \times 10^4 \text{ volts} )</td>
</tr>
<tr>
<td>Average ( P_p ) (switch tube) ( = I_p^2 r_p \times 10^{-3} = 1.2 \text{ watts} )</td>
<td>Average ( P_p = I_p^2 r_p \times 10^{-3} = 0.1 \text{ watts} )</td>
</tr>
</tbody>
</table>

* Test conditions:
  - Load resistance, \( R_l = 10,000 \text{ ohms} \).
  - Load pulse power, \( P_l = 1 \text{ kw} \).
  - Switch-tube resistance, \( r_p = 100 \text{ ohms} \).
  - Duty ratio = 0.001.

If the load resistance is greater than the switch-tube resistance, the maximum-power condition requires a stepup transformer, that is, \( n > 1 \). The voltage that appears across the load is then

\[ V_l = \frac{V_w}{2} n_m, \]  

(99)
and the switch-tube current is

\[ I_p = \frac{n_m}{\eta} I_i. \]  

(100)

The significance of these considerations is best brought out by comparing the values of the pulser parameters for the case of the direct-connected load on the one hand and that of the transformer-coupled load with maximum power output on the other hand. The results are given in Tables 2.1 and 2.2 for two values of load resistance and pulse power.

**Table 2.2.—Comparative Values for the Operation of a Hard-Tube Pulser with a Pulse Transformer and Maximum Power Output, and with a Direct-connected Load**

<table>
<thead>
<tr>
<th>With pulse transformer, maximum power output</th>
<th>No pulse transformer, load direct-connected</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta = 0.85 )</td>
<td>( \eta = 0.85 )</td>
</tr>
<tr>
<td>( n_m = \sqrt{\frac{R_l \eta}{r_p}} = 2.9 )</td>
<td></td>
</tr>
<tr>
<td>( V_i = \sqrt{P_i R_i} = 10^4 ) volts</td>
<td>( V_i = 10^4 ) volts</td>
</tr>
<tr>
<td>( I_i = \sqrt{\frac{P_i}{R_i}} = 10 ) amp</td>
<td>( I_i = 10 ) amp</td>
</tr>
<tr>
<td>( I_p = \frac{n_m}{\eta} I_i = 34 ) amp</td>
<td>( I_p = I_i = 10 ) amp</td>
</tr>
<tr>
<td>( V_w = \frac{2V_i}{n_m} = 7 \times 10^3 ) volts</td>
<td>( V_w = V_i + I_p r_p = 11 \times 10^3 ) volts</td>
</tr>
<tr>
<td>Average ( P_p ) (switch tube) = 120 watts</td>
<td>Average ( P_p ) (switch tube) = 10 watts</td>
</tr>
</tbody>
</table>

*Test conditions:
Load resistance, \( R_l = 1000 \) ohms.
Load pulse power, \( P_l = 100 \) kw.
Switch-tube resistance, \( r_p = 100 \) ohms.
Duty ratio = 0.001.

Examination of these tables indicates that, with the 10,000-ohm load and 1-kw pulse power, the gain in using the pulse transformer is large as far as power-supply voltage is concerned. The switch-tube current is more than ten times the load current, but is still within the operating range of available tubes. The power dissipation of 1.2 watts in the switch tube is also not prohibitive. The question to be decided in this case is whether or not the reduction in power-supply voltage, from about 3 kv to 700 volts, is important enough to warrant the use of a switch tube that can pass a current of 3.4 amp with the additional power loss of approximately one watt.

For the 1000-ohm load and 100-kw pulse power, the increase in switch-tube current from 10 amp to 34 amp produced by using the pulse transformer and maximum power design is generally more serious than the
factor of 10 increase in the previous case. A relatively small tube\(^1\) can be used to provide the 0.3 or 3.4 amp, whereas the increase in plate voltage from 700 volts to 3 kv may both increase the size of the tube and impose greater problems in its fabrication. The increase in tube current from 10 amp to 34 amp, however, may necessitate the use of two or three tubes in parallel or the use of a larger cathode, which is generally a serious problem in tube manufacture. For tubes that have been available for the microwave-radar applications, the gain introduced by the reduction of plate voltage from 11 kv to 7 kv does not offset the difficulties introduced by the increase in plate current. The increase of more than 100 watts in power dissipation in the switch tube also imposes a more serious problem than the 1-watt increase for the 10,000-ohm load.

These examples show that the use of a pulse transformer to reduce the necessary power-supply voltage is not a priori always advantageous to pulser design. However, the pulse transformer is not used only to give the maximum power output. There are situations in which a small reduction in the necessary power-supply voltage may be warranted at the expense of slightly higher switch-tube current. Under these conditions, it is necessary to use Eq. (96) for power output in terms of the circuit parameters in order to determine the design best suited to the available components.

The above design considerations lead to the minimum values of switch-tube current and power-supply voltage for a given load impedance and pulse power. To these values must be added any contributions resulting from the connection between the charging circuit and the discharging circuit as discussed in Secs. 2-4 and 2-5. These contributions can usually be kept small, but in some cases, such as a design for closely spaced pulses, it may be necessary to allow for increases of as much as 25 to 50 per cent above the minimum values.

A pulse transformer may be used with a hard-tube pulser in either of two ways. The two possibilities, with a triode as the switch tube, are shown schematically in Fig. 2-42. In Fig. 2-42a the primary of the pulse

---

\(^1\) R. B. Woodbury, "Pulse Characteristics of Common Receiver Type Tubes," RL Report No. 704, Apr. 30, 1945. See also tube data given in Chap. 3.
transformer takes the place of the load in the circuits of Sec. 2-2. In the circuit of Fig. 2-42b the storage condenser is eliminated and the pulse-transformer primary is in series with the power supply and the switch tube. It has been mentioned previously that, from a practical standpoint, some part of the circuit must be at ground potential, and reasons were given for connecting the switch-tube cathode, rather than the plate, to ground. Thus, if point $g$ is connected to ground in Fig. 2-42a, one end of the pulse-transformer primary is grounded, and the winding must be insulated only for the maximum pulse voltage. If the cathode of the switch tube is connected to ground in the circuit of Fig. 2-42b, the primary of the transformer must be insulated for the d-c power-supply voltage. This voltage is greater than the pulse voltage by the amount of the voltage drop in the switch tube, which may amount to 10 to 20 per cent of the power-supply voltage. The problem of providing adequate insulation for d-c voltages in such a transformer is somewhat more serious than for an equivalent pulse voltage. This difficulty causes a transformer designed for the circuit in Fig. 2-42b to be somewhat inferior to a transformer suitable for the circuit of Fig. 2-42a as regards the effect on pulse shape. There is a greater deviation from a rectangular pulse shape at the load because of the less satisfactory ratio of leakage inductance to distributed capacitance in the transformer. The transformer for circuit in Fig. 2-42b may also have a somewhat lower power-transfer efficiency.

There is a further argument in favor of the use of a storage condenser with pulse-transformer coupling to the load. If the load is a magnetron or some other device that may exhibit sudden changes in impedance because of sparking or voltage breakdown, a high-voltage surge occurs at the plate of the switch tube. This transient voltage may be sufficient to cause the switch tube to spark internally, thus vitiating the control of the grid over the tube conduction. When the grid loses control, the time during which the switch tube is conducting may exceed the desired pulse duration by a large factor. In the circuit of Fig. 2-42b this behavior causes more energy to be discharged into the load than that corresponding to the normal pulse, with the result that the sparking condition is aggravated. In the circuit of Fig. 2-42a, the same sequence of events is not as serious, since the available energy in the storage condenser is considerably less than that in the filter condensers of a power supply. Because of the inherent characteristics of a pulse transformer, it is actually possible to use a smaller capacitance for the storage condenser in the circuit of Fig. 2-42a than that necessary for a direct-connected load in order to obtain a given flatness for the top of the pulse.

If a pulser is designed to use a pulse transformer and no storage condenser, the versatility of the unit is decreased. A pulser of the type
shown in Fig. 2.42a can be used equally well with a direct-connected load within the limits of its design. With a load substituted for the pulse transformer in the circuit of Fig. 2.42b, the load or the switch tube must be operated at high d-c potential with respect to ground.

2.7. The Effect of Stray Capacitance on the Pulser Power Output.—When the duty ratio is high, the average-power considerations may outweigh the pulse-power requirements in governing the choice of components for the pulser. As has already been mentioned, the switch-tube dissipation can impose a limit on the maximum allowable pulse current. The choice of the capacitance for the storage condenser is also affected by a high-duty-ratio requirement, but in different ways depending on whether the high duty ratio is due to a long pulse duration, or to a high recurrence frequency. Thus, if the pulse duration is long and the interpulse interval is also long, the storage condenser must have a high capacitance in order to keep the pulse current as constant as possible during the pulse. When the recurrence frequency is high, however, the interpulse interval is small, and the condenser capacitance must be as small as possible to best utilize the power-supply voltage, and it may also be necessary to have a higher current from the power supply during the pulse interval.

The stray capacitance in parallel with the pulser load becomes an important consideration when the recurrence frequency is high and the pulse voltage is large. This capacitance becomes charged during the time required for the pulse voltage to build up, and its discharge starts when the switch tube becomes nonconducting. The energy stored in this capacitance, therefore, does not contribute to the pulse power in the load except during the time corresponding to the trailing edge of the pulse. The average-power loss that corresponds to the charging of this capacitance is simply the energy stored per pulse multiplied by the number of pulses per second, that is,

\[ PRF \times \frac{1}{4} C_s V_i^2. \]

In the example used for the values of Table 2.2, a stray capacitance of 100 \( \mu F \) introduces a loss of about 5 watts if the 0.001 duty ratio corresponds to a PRF of 1000 pps. At a PRF of 10,000 pps, however, this power loss is 50 watts, which is one half of the average power delivered to the load.

The current required to charge the stray capacitance also has an influence on the pulse power for which the pulser is to be designed. If it is desired to have a high rate of rise for the voltage pulse, the current-carrying capabilities of the switch tube must satisfy the relation

\[ I_c = C_s \frac{dV_i}{dt}. \]
If the value 100 \( \mu \text{f} \) is again taken as an example, this current is 10 amp for \( dV_i/dt = 100 \text{ kv/\mu sec} \), which corresponds to a time of rise of 0.1\( \mu \text{sec} \) for a 10-kv pulse. In the example used for the values of Table 2.1, a switch tube capable of carrying 0.5 amp is adequate for the direct-connected load, but the maximum \( dV_i/dt \) is then 5 kv/\( \mu \text{sec} \), corresponding to a time of rise of 0.6 \( \mu \text{sec} \) for a 3-kv pulse. Thus, the peak-current limitation for a particular switch tube may be high enough to satisfy the load pulse-power requirement and still limit the maximum rate of rise of the pulse voltage.

2.8. Output Power Regulation.—The change in output power from a hard-tube pulser, which is caused by a change in the power-supply voltage, may be expressed in terms of the switch-tube and load characteristics. This relation is of practical importance in pulser applications because it gives an indication of the stability of the power output as a function of the voltage input to the pulser. If the change in the power output is \( \Delta P_i \), the ratio \( \Delta P_i/P_i \), expressed in terms of the ratio \( \Delta E_{bb}/E_{bb} \) for the power-supply voltage and the circuit parameters, gives the regulation of the output power. Thus, for a given set of conditions, the regulation is determined by the relation

\[
\frac{\Delta P_i}{P_i} = k \frac{\Delta E_{bb}}{E_{bb}}
\]  

(101)

If \( k \) is large, the regulation is poor, that is, the percentage change in output power is large compared with the percentage change in power-supply voltage. Conversely, if \( k \) is small, the regulation is good.

The value of \( k \) in Eq. (101) depends on the pulser parameters and on the load characteristics. In order to find an expression for \( k \), let it be assumed that a biased-diode load is used, and that the voltage on the storage condenser differs very little from the power-supply voltage. The power into the load is

\[
P_i = V_i I_i
\]  

(102)

and

\[
I_i = \frac{V_i - V_s}{r_i},
\]  

(103)

where \( V_s \) is the bias voltage and \( r_i \) is the dynamic resistance of the load. The voltage across the load is

\[
V_i = E_{bb} - I_i r_p,
\]  

(104)

where the effects of elements in parallel with the load and of the recharging circuit are neglected in considering the switch-tube current. Combining Eqs. (102), (103), and (104), the expression for the power becomes

\[
P_i = \frac{(E_{bb} r_i + V_s r_p)(E_{bb} - V_s)}{(r_i + r_p)^2}.
\]  

(105)
Differentiating Eq. (105) with respect to $E_{bb}$ and forming the ratio $\Delta P_t/P_t$, there is obtained

$$\frac{\Delta P_t}{P_t} = \frac{\Delta E_{bb}}{E_{bb}} \left[ \frac{2\frac{r_l}{r_p} + \frac{V_s}{E_{bb}} \left( 1 - \frac{r_l}{r_p} \right)}{\left( \frac{r_l}{r_p} + \frac{V_s}{E_{bb}} \right) \left( 1 - \frac{V_s}{E_{bb}} \right)} \right].$$

(106)

If the load dynamic resistance is equal to the switch-tube resistance and the bias voltage in the load is 0.8 times the power-supply voltage, Eq. (106) gives

$$\frac{\Delta P_t}{P_t} = \frac{\Delta E_{bb}}{E_{bb}} \times \frac{2}{1.8 \times 0.2} = 5.6 \frac{\Delta E_{bb}}{E_{bb}}.$$  

(107)

Thus, for these conditions, the percentage change in the output power is about six times as large as the percentage change in the power-supply voltage. Since the values chosen for this example are typical for the medium-power magnetrons used in microwave radar, this result is important in pulser applications with magnetron loads.

If the bias voltage is zero, that is, $V_* = 0$, Eq. (106) becomes

$$\frac{\Delta P_t}{P_t} = \frac{\Delta E_{bb}}{E_{bb}} \times 2.$$  

(108)

The power regulation for a pure-resistance load is therefore considerably better than that for a magnetron or biased-diode load.

In the discussion of Chap. 3, it is shown that advantage may be taken of the characteristics of tetrodes as switch tubes in order to improve the power regulation for a hard-tube pulser. As in any power-generating device, however, improved regulation is obtained at the expense of additional power loss.

2.9. Effects of Pulse-transformer Coupling to the Load.—There are three principal advantages to be gained by coupling the output of a hard-tube pulser to a load by means of a pulse transformer. One of these has already been indicated in the discussion of Sec. 2.6, namely, that a transformation of the load impedance can be accomplished with a pulse transformer, that is, the impedance presented to the output of the pulser can be made either higher or lower than the load impedance. A gain in voltage, current, or power at the load can be obtained in this manner for given pulser and load characteristics. Another advantage is obtained by the use of two pulse transformers, a stepdown transformer at the pulser output terminals and a stepup transformer at the load, with a low-impedance cable between them. This arrangement facilitates the physical separation of the load and the pulser, which is a desirable engineering convenience in many cases. The third advantage of transformer
coupling is that it provides a means of reversing the polarity of the pulse at the load. The use of two pulse transformers with different turns ratios for the stepup and stepdown transformers makes it possible to obtain all three of the advantages simultaneously.

In microwave applications, pulse transformers are used with hard-tube pulsers primarily because of the advantages to be gained by the physical separation of the load and the pulser. Serious difficulties arise in transmitting high pulse power and the correspondingly high pulse voltage more than a few feet from the pulser to the load. The use of stepdown and stepup pulse transformers makes it possible to transmit the pulse power at relatively low voltage over flexible coaxial cable for distances as great as several hundred feet. Associated with this added convenience, however, there is some power loss, some pulse-shape distortion, and sometimes increased backswing voltage. In any given case, therefore, it is necessary to weigh these disadvantages against the advantages. The purpose of this section is to indicate the extent to which the disadvantages may affect the design of the hard-tube pulser.

The theory of pulse transformers and the considerations involved in their design and construction are given in detail in Part III. There it is shown that the equivalent circuit for a pair of pulse transformers may be represented as in Fig. 2-43. The elements $L_e$, $L_c$, and $C_c$ are associated with the low-voltage winding of the transformer, which is referred to as the primary, $L_e$ being the effective shunt inductance and $C_c$ the distributed capacitance of this winding. The so-called “charging inductance,” $L_c$, is introduced to account for the nonuniform current distribution along the coil corresponding to the flow of charge into $C_c$. The element $L_L$ is the leakage inductance, $R_e$ represents the effective shunt loss in the transformer, and $L_D$ and $C_D$ have the same significance for the high-voltage
or secondary winding that $L_c$ and $C_c$ have for the primary winding. The capacitance introduced by the load is represented by $C_l$.

In Sec. 14.1 it is shown that the leading edge of the pulse is affected principally by the elements $L_1$, $R_e$, and $C_p$, which cause the time of rise for the voltage pulse to be greater than it would be for a load directly-connected to the pulser. This effect may cause a rounding of the leading edge at the top of the pulse. With a pure-resistance load and no bias voltage, this increase in the time of rise for the pulse voltage becomes very noticeable. The best design of a pulse transformer for optimum pulse shape results when the static resistance of the load

$$R_t = \frac{V_t}{I_t} = \sqrt{\frac{\Sigma L_L}{C}}$$

where $\Sigma L_L$ is the total leakage inductance of the two transformers plus the inductance of the cable (which is usually negligible), and

$$C = C_D + C_l.$$

Since the capacitance of the load is involved, it is necessary to have a knowledge of this parameter before designing the transformer.

When the load is a biased diode or a magnetron, the load current does not start to flow until the voltage $V_i$ is greater than the bias voltage $V_b$. For a load that is direct-connected to the pulser, as discussed in Sec. 2.3, the load current builds up to the value

$$I_t = \frac{V_i - V_b}{\tau_t}$$

in a very short time, and $V_i = V_w$. The current $I_t$ is referred to as the "normal load current." For the present, the cable between the pulse transformers is assumed to have negligible length. During the time required for the pulse voltage to build up to the value $V_s$, there is a current $i_c$ flowing through the leakage inductance that corresponds to the flow of charge into the capacitances $C_D$ and $C_l$. Thus, when the switch $S_t$ is closed, there is a current flowing in $L_L$ the magnitude of which may be greater than, equal to, or less than the normal load current. If the effective series inductance inherent in the load itself is small, the load current builds up to the value $i_c$ in a negligibly short time after switch $S_t$ closes. If $i_c$ is larger or smaller than $I_t$, the current during the pulse interval decreases or increases respectively until the value $I_t$ is reached. For $i_c = I_t$, the static resistance of the load must be equal to $\sqrt{\Sigma L_L/C}$. When $R_t > \sqrt{\Sigma L_L/C}$, the top of the current pulse droops, that is, the current decreases during the pulse, and when $R_t < \sqrt{\Sigma L_L/C}$, the top of the current pulse rises. The effect of $L_e$ is to cause a small droop
in the current pulse even for the optimum value of $\sqrt{\Sigma L_L/C}$. A series of oscilloscope traces that illustrates the foregoing statements is reproduced in Figs. 2.44 and 2.45.

![Oscilloscope traces for 2-μsec pulses of magnetron current, magnetron voltage, and pulser output voltage for a hard-tube pulser with pulse transformers and 6 ft of 50-ohm pulse cable. The 232AW stepdown and the 232BW stepup transformers, for which $\sqrt{\Sigma L_L/C} = 1100$ ohms, were used for these traces.](image)

The effect produced by the effective shunt inductance and transformer losses may be seen by comparing the pictures of Figs. 2.44 and 2.45.
for the cases where \( R_i = \sqrt{\frac{\sum L}{C}} \). It is to be observed that the current pulse droop is greater for the 135AW-141BW transformer combination

than for the 232AW-232BW combination. The latter pair of transformers have higher efficiency as determined by calorimetric measurements of power loss.
When the current in the leakage inductance is greater or less than the normal load current, the rate at which the pulse current decreases or increases during the pulse depends on the time constant $\Sigma L_L/(r_p + r_l)$, where $r_p$ is the internal resistance of the pulser. For the 232AW-232BW transformer combination and the magnetron used to obtain the oscilloscope traces of Fig. 2-44, this time constant is about 0.3 $\mu$sec, whereas
for the 135AW-141BW combination it is about 0.18 μsec. This difference is observable in the pictures of Figs. 2.44 and 2.45.

Reflection Effects Caused by Impedance Mismatch with Long Cable.—Another effect is observed when the cable is so long that the time required for the pulse to travel from one transformer to the other is an appreciable fraction of the pulse duration. Discrete steps appear on the top of the current pulse as a result of an impedance mismatch between the load and the cable. Some photographs of oscilloscope traces showing this phenomenon are reproduced in Figs. 2.46 and 2.47 for the 232AW-232BW transformer combination and 175 ft and 100 ft of 50-ohm coaxial cable. These transformers have a turns ratio of 5/1 for the secondary and primary coils. Thus the 50-ohm impedance of the cable is transformed into an impedance of 1250 ohms at the high-voltage windings of the transformers.

The combination of pulse-transformer and cable may be considered as a transmission line of characteristic impedance $Z_0 = 1250$ ohms. If the impedance of the load is different from 1250 ohms, a voltage reflection occurs whose magnitude and sign depends on the reflection coefficient

$$\kappa = \frac{Z_L - Z_0}{Z_L + Z_0}.$$
Let $V_P$ be the pulse voltage at the pulser output and let $\delta$ be the time required for the pulse to travel in one direction through the transformers and the cable.\(^1\) If $V_1$ denotes the pulse voltage traveling from the pulser to the load, the magnitude of $V_1$ at the pulser is $V_P$. Because there is some attenuation of the pulse voltage in traversing the transformers and cable, the voltage appearing at the load end is $kV_P$, where $k < 1$. When $Z_1 > Z_0$, the reflection coefficient at the load is positive, and the reflected voltage is

$$V'_1 = kV_P \left( \frac{Z_1 - Z_0}{Z_1 + Z_0} \right). \quad (109)$$

This voltage therefore adds to the incident voltage at the load, producing an actual load voltage

$$(V_i)_{\text{load}} = kV_P + V'_1 = kV_P \left[ 1 + \left( \frac{Z_1 - Z_0}{Z_1 + Z_0} \right) \right]. \quad (110)$$

The load pulse voltage can be larger than the output voltage of the pulser, as in the first series of pulse pictures of Fig. 2.46.

The reflected voltage travels back toward the pulser, where it is again reflected. At the pulser the reflection coefficient

$$\kappa = \frac{Z_P - Z_0}{Z_P + Z_0},$$

where $Z_p$ is the internal impedance of the pulser. For a hard-tube pulser $Z_p$ is merely the switch-tube resistance $r_p$. Since, in general, $Z_p$ is considerably less than 1250 ohms, the reflection coefficient is negative, and the polarity of the reflected voltage is opposite to that of the main-pulse voltage. At a time $2\delta$ after the start of the pulse at the pulser output, the voltage at the input terminals of the stepdown pulse transformer is

$$V'_p = V_P + kV'_1 + V_2, \quad (111)$$

where

$$V_2 = kV'_1 \left( \frac{Z_2 - Z_0}{Z_P + Z_0} \right). \quad (112)$$

The pulse voltage traveling away from the pulser toward the load is now $V_1 + V_2$, which is less than $V_P$ because $V_2$ is of opposite polarity to $V_1$. At the time $3\delta$ this new pulse voltage appears at the load, where a reflection again occurs such that

$$V'_2 = k(V_1 + V_2) \left( \frac{Z_1 - Z_0}{Z_1 + Z_0} \right), \quad (113)$$

\(^1\) The velocity of propagation in the cables used with pulser for microwave applications is about 450 ft/\(\mu\)sec. The observed time delay in the pictures of Fig. 2.46 is 0.42 \(\mu\)sec, indicating that the two transformers introduce a delay of about 0.03 \(\mu\)sec in addition to that of the cable.
and the load is subjected to a voltage

\[(V_l)_2 = k(V_1 + V_2) + V'_2 = k(V_1 + V_2) \left[ 1 + \left( \frac{Z_l - Z_0}{Z_l + Z_0} \right) \right] \] (114)

Since \((V_1 + V_2) < V_p\), the pulse voltage at the load changes suddenly at time \(3\delta\) from the value given by Eq. (110) to that given by Eq. (114), producing the first step that appears in the pictures of Fig. 2.46.

If the pulse duration is several times longer than \(2\delta\), a succession of these steps occur as indicated in the sketch of Fig. 2.48. The successive steps become progressively smaller, as evidenced by the fact that \((I_l)_3\) and \((I_l)_4\) in Fig. 2.47 are almost equal. These pictures were obtained with the same transformers and magnetron, but with 100 ft of cable instead of the 175 ft used for the pulses shown in Fig. 2.46.

When the impedance of the load is less than that of the cable, the steps are in the opposite direction, as can be seen in the third series of pictures in Fig. 2.46. As a result of the change in load impedance during the time the pulse voltage is built up, reflections of short time duration occur. The effect of these reflections is evident from the second series of pictures in Figs. 2.46 and 2.47, in which the load and cable impedances are approximately equal. Small irregularities occur at the times corresponding to the steps in the other two series of pictures.

As an example of the foregoing discussion, the experimental and calculated values corresponding to the first series of pictures in Fig. 2.46 are given. The voltage at the pulser output is

\[V_p = 8.55 \text{ kv}\]

and that at the load is

\[(V_l)_1 = 9.36 \text{ kv}\]

Since

\[(I_l)_1 = 4.82 \text{ amp},\]

\[(Z_l)_1 = \frac{9.36 \times 10^3}{4.82} = 1940 \text{ ohms}.\]

The reflection coefficient at the load is therefore

\[\frac{Z_l - Z_0}{Z_l + Z_0} = \frac{1940 - 1250}{1940 + 1250} = 0.216,\]
and the value of $k$ may be determined with the aid of Eq. (110), that is,

$$k = \frac{9.36 \times 10^3}{8.55 \times 10^3 \times 1.22} = 0.9$$

The reflected voltage traveling toward the pulser is then

$$V'_1 = 0.9 \times 8.55 \times 10^3 \times 0.216 = 1.65 \text{ kv}.$$  

The reflected voltage, $V_2$, at the pulser is

$$V_2 = 0.9 \times 1.65 \times 10^3 (-0.82) = -1.20 \text{ kv},$$

where the reflection coefficient ($\kappa = -0.82$) is obtained by assuming the switch-tube resistance to be 125 ohms. The pulse voltage traveling toward the load after time $2\delta$ is therefore

$$V_1 + V_2 = (8.55 - 1.20) \text{ kv} = 7.35 \text{ kv}.$$  

When this voltage reaches the load at time $3\delta$, the reflected voltage is determined by a new load impedance, since the pulse voltage is less than the original value of 9.36 kv. In this case the new reflection coefficient is 0.346, and

$$(V_1)_2 = 0.9 \times 7.35 \times 10^3 \times 1.35 \text{ kv} = 8.90 \text{ kv}.$$  

The dynamic resistance of the magnetron used for the pictures of Fig. 2.46 was determined experimentally to be 250 ohms, and the starting voltage $V_s$ was 8.10 kv; thus

$$(I)_2 = \left(\frac{8.90 - 8.10}{250}\right) = 3.2 \text{ amp.}$$

This calculated value for the magnetron current after the first step agrees reasonably well with the value of 3.4 amp measured experimentally.

The above numerical example is given to justify the previous argument explaining the presence of the steps in the load current and voltage pulses when a long cable is used between the transformers. It is possible to derive relationships from which the load current and voltage may be calculated for the successive steps. To do this, it is necessary to know the load pulse voltage and current before the first reflection is effective, the dynamic resistance and bias voltage for the load, the cable impedance referred to the secondary of the transformers, and the pulser internal resistance. If the attenuation factor $k$ is known from auxiliary experiments, the initial pulse voltage and current at the load need not be known, and the pulse voltage at the pulser output terminals can be used as the starting point for the calculations.
In the pulse pictures of Figs. 2.44 and 2.45, the steps resulting from reflections are not resolved since the transit time for the transformers and the 6-ft cable is only about 0.04 μsec as compared with 0.42 μsec for the 175-ft cable and 0.25 μsec for the 100-ft cable. The effect of the reflections is present, however, even for the short cable, and is superimposed on the current pulse droop or rise resulting from a value of $R_l$ different from $\sqrt{\Sigma L/C}$. In order that neither of the two effects occur, the pulse transformers must be designed so that the normal load impedance matches the cable impedance, and at the same time is equal to $\sqrt{\Sigma L/C}$.

In the pulse pictures of Figs. 2.44, 2.45, 2.46, and 2.47 there are small oscillations superimposed on the top of the current and voltage pulses. These oscillations are due to the shock excitation of the circuit containing the elements $L$, $C$, and $D$. Their amplitude is greater with some transformers than with others, as can be seen by comparing the pictures in Fig. 2.44 with those of Fig. 2.45.

**Backswing Voltage.**—It was indicated in Sec. 2.3 that the voltage at the pulser output terminals reverses its polarity at the end of the pulse when there is an inductance in parallel with the load. This backswing voltage is inherent in pulsed using pulse transformers. In this case it is due to the current built up in the shunt inductance $L_e$ during the pulse.
It is shown in Sec. 14.1 that the amplitude and duration of the backswing voltage depends on $L_e$, $R_e$, $C$, and $i_{L_e}$, the current flowing in $L_e$ at the instant the switch-tube becomes nonconducting. For any given pulse transformer the maximum amplitude of the backswing voltage increases as the pulse duration is increased.

When it is necessary to use a pulse transformer for a range of pulse durations, a compromise must be made between a high backswing voltage for the longest pulse and a slow rate of fall for the shortest pulse. The slow rate of fall is not serious if the backswing voltage is aperiodic. However, there are high-frequency oscillations superimposed on the general backswing voltage because of the current flowing in the leakage inductance at the end of the pulse, and the presence of the capacitances $C_D$ and $C_1$. For short-pulse operation these oscillations may be large enough to cause the load voltage to swing over to normal pulse polarity again and cause some load current to flow. In microwave-radar applications this occurrence may cause some post-pulse energy to be radiated, leading to confusion with the echoes from nearby objects. The form and amplitude of the oscillations is indicated in the oscilloscope traces reproduced in Fig. 2.49. When the load is unidirectional, these oscillations are damped only by the transformer losses represented by the shunt resistance $R_e$.

A high backswing voltage is to be avoided in the operation of a hard-tube pulser, as is stated in Sec. 2.3. Since the voltage appearing across the switch tube is the sum of the power-supply and the backswing voltages, a high backswing voltage may seriously aggravate any tendency for the switch tube to spark. However, a shunt diode may be used to prevent the backswing voltage from becoming effective.
CHAPTER 3

VACUUM TUBES AS SWITCHES

BY G. N. GLASOE

3.1. Required Characteristics.—The switch used in a pulser with a condenser as the electrical-energy reservoir is a high-vacuum tube rather than a gaseous-discharge tube when only a small part of the stored energy is discharged during a pulse, hence, the name "hard-tube pulser." The reasons for this choice of switch are mentioned briefly in Chaps. 1 and 2. The purpose of this section is to elaborate upon them, and to discuss the characteristics required of the switch tube for satisfactory pulser operation. The following sections of this chapter consider the inherent characteristics of available high-vacuum tubes with particular reference to switch-tube operation.

As is evident from the discussion of the pulser output circuit in Chap. 2, there are four major considerations that determine the properties a tube must have in order to function satisfactorily as the switch:

1. Current. During the pulse interval the switch must conduct a current that, under the most favorable conditions, is slightly larger than the pulse current at the output terminals of the pulser.

2. Effective resistance. The switch is in series with the pulser load during the pulse interval. For maximum efficiency, therefore, the effective resistance of the switch must be as small as possible, that is, the potential difference across the switch tube, called the "tube drop," must be small during the conduction period.

3. Voltage. During the interpulse interval the switch must be able to withstand the power-supply voltage, which is slightly larger than the pulse voltage at the pulser output terminals. (If backswing voltage is present, it must be added to the power-supply voltage for this consideration.) The current through the switch during this interval must be negligibly small.

4. Transition from the conducting to the nonconducting state. It must be possible to change the switch from the conducting to the nonconducting state, and vice versa, in a negligibly short time. This transition must be possible while the power-supply voltage is applied to the switch terminals.
The characteristics of a gaseous-discharge tube such as the thyratron satisfy the current and tube-drop requirements better than those of conventional high-vacuum tubes. The thyratron can be kept nonconducting if the grid is near cathode potential, or somewhat negative with respect to the cathode, before the plate voltage is applied. Once the gas is ionized, however, and the tube is conducting, the nonconducting state cannot be attained again without first removing the plate voltage for a time long enough to allow complete deionization of the gas. It is this feature of available thyratrons that prevents their use as switches in pulsers of this type. A similar objection can be raised against the use of triggered spark gaps.

In contrast to the thyratron, it is possible to control the conduction through a high-vacuum tube merely by changing the voltage of the control grid with respect to the cathode. The voltage on the grid of a high-vacuum tube has a large effect on the tube drop and the plate current, but in order to make the best use of the available electron emission from the cathode it is necessary to apply a high positive voltage to the grid, hereafter referred to as the "positive grid drive." This positive grid drive causes a grid current to flow, and requires power to be delivered to the grid during the pulse interval.

For a given cathode material, size, and temperature the positive grid drive that is necessary to obtain a particular plate current depends on the number and disposition of electrodes in a high-vacuum tube. The plate current in a triode is given by

\[ I_p = k \left( E_{g1} + \frac{V_p}{\mu} \right)^{3/2} \]

where \( E_{g1} \) is the grid voltage, \( V_p \) is the plate voltage, \( \mu \) is the amplification factor, and \( k \) is a constant sometimes referred to as the permeance. This relation indicates that the influence of the plate voltage on the plate current is increased by decreasing \( \mu \). A low value of \( \mu \), however, is inconsistent with the need for a low cutoff bias. In a tetrode the space current (the sum of the plate and screen-grid currents) is influenced very little by the plate voltage, and is given by

\[ I_s = k' \left( E_{g1} + \frac{E_{g2}}{\mu_{sg}} \right)^{3/2}, \]

where \( E_{g1} \) is the control-grid voltage, \( E_{g2} \) is the screen-grid voltage,

\[ \mu_{sg} = \frac{dE_{g2}}{dE_{g1}}/I_{1, \text{constant}} \]

is an amplification factor analogous to that of a triode, and \( k' \) is a constant depending on the electrode geometry. As indicated by this relation the tetrode is preferable to the triode because a reasonable cutoff bias can be obtained with a low value of \( \mu_{tg} \), and the required positive grid drive is therefore less because of the effect of the screen-grid voltage on the plate current. The choice of the particular tube to serve as the switch in a given pulser design requires some compromise between the necessary positive grid drive, the grid power, the cathode-heating power, the effective tube resistance, the ability to withstand high voltage, and the physical size of the tube.

In order to maintain the nonconducting condition in the high-vacuum tube, it is necessary to apply a sufficiently large negative bias voltage to the grid. The transition from the nonconducting to the conducting state is then accomplished by removing or neutralizing this bias voltage and supplying enough voltage to carry the grid positive. The time required for this transition depends on the rapidity with which the grid voltage can be changed, which in turn depends on the associated circuit and the grid capacitance. Since the total change in grid voltage during the pulse, called the "grid swing," is the sum of the bias voltage and the positive grid drive, it is desirable that the required bias voltage be as small as possible. For this reason, a switch tube having a sharp cutoff is generally used in order to have a negligible amount of current flowing through the tube during the interpulse interval.

For example, in a pulser designed to deliver 100-kw pulses to a load at 0.001 duty ratio, suppose that the plate voltage on the switch-tube during the nonconducting interval is 11.5 kv. If the unbiased current through the tube is 1 ma, the average power dissipated in the tube is 11.5 watts. The switch-tube current during the pulse is about 10 amp, and for available high-vacuum tubes the tube drop is about 1.5 kv. Thus, the average power dissipated in the tube during the pulses is 15 watts. Although the 1-ma plate current during the interpulse interval is only one-tenth-thousandth of the pulse current, the corresponding tube dissipation is almost equal to that resulting from the pulse current. If the tube does not have a sharp cutoff, it may therefore be necessary to use a very high bias voltage in order to keep the tube dissipation small during the interpulse interval. This high bias voltage increases the required grid swing and input power and makes the grid-driving circuit more complicated.

The desirability of using a switch tube that is nonconducting during the interpulse interval arises from the consideration of average power. For a conduction period corresponding only to the pulse interval, it is possible to use a smaller tube for a given output pulse power and duty ratio. For this reason, it has been possible to use available
high-vacuum tubes as switches for pulsers having a high pulse-power output.

**Some Switch-tube Characteristics Affecting Pulser Design and Circuit Behavior.**—For microwave-radar applications, it has been necessary to design hard-tube pulsers within the limits imposed by commercially available high-vacuum tubes. These tubes have generally been designed for c-w oscillator or amplifier service, and not for pulse applications, and their voltage and current ratings are accordingly based on satisfactory operation in conventional oscillator and amplifier circuits. The upper limits for these ratings are usually determined by the allowable power dissipation for the tube elements. It is not surprising, therefore, that experience with these tubes has proved that they may be used as pulser switch tubes with plate voltages and pulse currents many times greater than the maximum values given in the normal tube ratings. A separate set of specifications has been developed for some tubes that gives the allowable values of plate voltage and plate current that are applicable to pulse operation.

The maximum allowable plate voltage for pulse operation generally depends on the tendency for sparking to occur between the tube elements. The ability of a tube to withstand a high plate voltage with the grid biased beyond cutoff depends on the tube construction and the nature of the tube elements, particularly the cathode. One of the first tubes used successfully in a high-power pulser for microwave radar was the Eimac 304TH. This tube has a rating of 3 kv for oscillator use (that is, 6 kv peak), but it has been used as a switch tube with as much as 15 to 20 kv applied to the plate during the interpulse interval.

The cathode of the 304TH is a thoriated-tungsten filament that requires 125 watts of heater power, and the plate and grid are such that they can be very thoroughly outgassed during the evacuating process. The pulser design is limited, however, by the pulse current that can be obtained with this tube for a reasonable positive grid drive. The tube was successfully used with a plate current of about 6 amp, but the necessarily high bias voltage makes the required grid swing about 1300 volts.

Another tube that has been widely used as an oscillator and amplifier and has proved to be a useful switch tube is the RCA 829 beam tetrode. This tube has a maximum plate-voltage rating of about 750 volts and a d-c plate-current rating of about 200 ma. The tube has an indirectly heated oxide-coated cathode that requires 14 watts of heater power. In pulser circuits it has been possible to use this tube satisfactorily with a plate voltage as high as 2 kv and a pulse plate current of several amperes. The plate-voltage rating for this tube is limited because of internal sparking at relatively high plate voltages. This sparking is con-
sidered to be caused by foreign matter introduced into the tube by the mica sheets used to space and support the plates. By removing the mica and using ceramic spacers for the plates, it was possible to place a rating of 5 kv on the tube. It was then found, however, that the ceramics tend to limit the operation of the tube in a high-frequency oscillator, and therefore two tube types were designated. The tube suitable for normal high-frequency oscillators and amplifiers was called the 829B, and that for pulser applications was designated the 3E29. The 829B can be used up to a plate voltage of about 2 kv and a pulse plate current of about 2 amp, whereas the 3E29 is rated at a plate voltage of 5 kv and a pulse plate current of 8 amp. The 829B and 3E29 tubes are almost identical in construction, and the difference in ratings corresponds to limitations of the tests to which the tubes are subjected by the manufacturer.

Experience with commercial tubes has shown that those having a thoriated- or a pure-tungsten filament can be operated at a plate voltage considerably higher than that at which tubes having oxide cathodes can be operated. A partial explanation lies in the fact that it is difficult to outgas a tube with an oxide cathode to the extent possible with one having a tungsten filament. Also, the oxide-cathode tube is apt to have small particles of the oxide material on various parts of the tube elements, and these increase the tendency for a spark to occur. Tungsten-filament tubes have been used with plate voltages in excess of 35 kv, but about 20 kv have been the limit with available oxide-cathode tubes. The 715B is an oxide-cathode tube, with aligned grids, which was developed in the Bell Telephone Laboratories primarily for pulser applications and was manufactured by the Western Electric Company and by the Raytheon Company. This tube has a plate-voltage rating of 15 kv and a pulse-plate-current rating of 15 amp. The 5D21 tube is identical in construction to the 715B, but has a plate-voltage rating of 20 kv. This increase in the maximum safe plate voltage was made possible by a more careful processing of the tube, and by tube selection in the final testing of completed tubes. It is not meant to imply here that 20 kv is a practical upper limit for tubes with oxide cathodes; improvement in the tube manufacture will undoubtedly raise the allowable plate voltage for non-sparking operation in pulser applications.

The nature of the sparking in tubes with an oxide cathode is such that it is difficult to correlate cause and effect. Some tubes spark violently when subjected to a steady high plate voltage with the grid biased beyond cutoff. When these tubes are used as the switch in a pulser and made alternately conducting and nonconducting, however, the plate voltage may sometimes be increased without sparking to as much as 25 per cent above the limit for a steady-state operation. The explanation is somewhat difficult to determine because the interpulse interval may be 99.9
experience with the tubes, and correspond to reasonable values of positive grid drive, tube drop, and operational life. To obtain satisfactory switch-tube operation with a high plate voltage it is necessary to accept

![Diagram of vacuum tubes as switches](image)

the disadvantage inherent in the high cathode-heating power required for tungsten filaments.

As has been mentioned, it is usually necessary to drive the grid of a
experience with the tubes, and correspond to reasonable values of positive grid drive, tube drop, and operational life. To obtain satisfactory switch-tube operation with a high plate voltage it is necessary to accept the disadvantage inherent in the high cathode-heating power required for tungsten filaments.

As has been mentioned, it is usually necessary to drive the grid of a
tube positive in order to obtain the required plate current. The grid current associated with tube operation of this type causes a certain amount of power dissipation in the grid. During the outgassing process in tube manufacture, some of the material that is always vaporized from the cathode may settle down on the grid wires. Since this vaporized material contains thorium from the thoriated filaments and barium from the oxide cathodes, it lowers the work function of the grid-wire material. Thus, when the grid becomes heated, there is a greater tendency for the emission of primary electrons from the grid. The emission of secondary electrons may also be enhanced. Electron emission, whether primary or secondary, is very undesirable for proper tube operation, and can vitiate the control of plate current by the externally applied grid voltage. Various methods have been used to minimize this contamination of the grid. Gold plating and platinum plating of the grid wires have both been fairly successful in this connection. The practical difficulty, in many instances, is the evaporation of the plated material during the processing of the tube, which may progress to such an extent that the operational life of the tube is materially shortened. Since it is almost impossible to detect this evaporation in a tube by tests in the manufacturing plant, the best safeguard seems to be the rigid control of the processing schedule, correlated with life tests on completed tubes.

Oxide cathode tubes have exhibited a behavior that was never observed at the Radiation Laboratory with thoriated-tungsten-filament tubes, namely, cathode fatigue. As a result of cathode fatigue, some tubes show a marked decrease in plate current during a pulse. This decrease may be as much as 40 to 50 per cent during a 2-μsec pulse. The phenomenon seems to be correlated with inherent cathode activity, but the wide spread of values obtained with tubes of a given type indicates that the reason for this fatigue is probably complex. Some tubes that exhibit cathode fatigue to a marked extent when they are first put into operation tend to improve with age for a short time and then become worse, other tubes show a progressive deterioration from the very beginning of operation, and still others may never exhibit the fatigue during many hundreds of hours of operation. Cathode fatigue is probably related in a complex way to the method of processing and inherent characteristics of the cathode material, and to the manner in which the material is activated in the completed tube.

In most microwave-radar applications of hard-tube pulser, the ability to withstand a high plate voltage and to conduct a high pulse current have been the major considerations in the choice of the switch tube because the duty ratio is of the order of magnitude of 0.001, and average-power considerations are therefore not important. When the duty ratio
becomes high, however, the average power dissipated in the switch tube may govern the choice of the tube to be used. It may then be advisable to use two or more tubes in parallel, rather than a single larger tube. Pulsers with as many as six tubes in parallel have given completely satisfactory operation. The most serious difficulty encountered in such an arrangement is usually the difference in the plate current for tubes of the same type corresponding to a given positive grid drive and tube drop. If the tubes are very different in this respect, the total plate current is nonuniformly distributed between the tubes. A fairly large factor of safety must be allowed in the power dissipation and the pulse current required of each tube when assuming equal current distribution.

3.2. The Characteristic Curves for Triodes and Tetrodes and Their Importance to the Function of a Pulser Switch Tube.—As with any application of vacuum tubes, the functional relationships between the various tube parameters such as plate current, plate voltage, grid voltage (or voltages), and grid current (or currents) are important in the proper choice of the operating conditions for a switch tube. In general, these relationships are difficult to express analytically, for a wide range of values, and graphical representations given by the so-called "characteristic curves" are used instead. These curves are plotted for corresponding values, obtained experimentally, of any two of the tube parameters, holding all others constant. A third parameter may be introduced by plotting a family of curves, each one of which corresponds to a particular value for this third parameter. (Each curve of such a family is actually the boundary of the intersection of a plane with the surface generated by plotting the corresponding values of the three quantities along the axes of a rectangular-coordinate system.)

For conventional oscillator and amplifier applications, the static characteristics for a tube are usually adequate. The data for such curves are obtained by applying d-c voltages to the plate and to the grid or grids, and measuring the d-c plate and grid currents. For the operation of a pulser switch tube during the pulse interval, however, the range of values for the plate current and the control-grid voltage given in the static characteristics is generally too small. The limiting values of these quantities are usually imposed by the average power dissipation allowable in the tube elements. In order to extend the range of values, it is necessary to apply a pulse voltage to the control grid and to measure the pulse plate and grid currents with d-c voltage applied to the plate, and, in the case of a tetrode, to the screen grid as well. The curves plotted from data obtained in this way are referred to as the "pulse characteristics.”

In the following discussion the pulse characteristics are those obtained

with 1-μsec voltage pulses applied to the control grid at a recurrence frequency of 1000 pps.

**Plate-current—Grid-voltage Characteristics.**—During the interpulse interval the switch tube is nonconducting; therefore, the tube characteristic of interest is the curve showing the plate current as a function of negative grid voltage. As mentioned in the preceding section, the plate voltage during this interval can exceed the normal tube rating in many cases. It is necessary, in such cases, to extend these curves in order to include the higher plate voltages required for pulser operation. Since the interpulse interval may be very long compared with the pulse duration, the data for such curves must be obtained in the manner used for the static characteristics of the tube. The shape of these curves in the region of small plate current is particularly important to pulser design. As pointed out previously, a plate current as small as 1 ma can cause an appreciable amount of power dissipation in the switch tube for a high-power pulser. A plate current of this magnitude can often be the result of leakage current in the tube. This leakage current may be due to a bent grid wire or to a grid structure that is improperly placed so that it fails to screen a small portion of the cathode from the plate. When this condition exists, there is a small residual plate current that is relatively unaffected by an increase in negative grid voltage. This effect is indicated by the two curves sketched in Fig. 3.2, in which the solid line represents the normal tube characteristic and the dotted line shows the behavior when leakage current is present.

The negative grid voltage necessary to make the plate current equal to some arbitrarily chosen small value is called the cutoff bias voltage, or simply the cutoff bias. The particular value of plate current chosen for cutoff depends on the application, and often on the shape, of the characteristic. For switch-tube applications, a good choice is the maximum plate current that is allowable during the interpulse interval. There are three aspects of the tube cutoff that should be considered in connection with pulser design. First, it is desirable to have as small a cutoff bias as possible because the required negative grid voltage must be added to the positive grid drive in order to determine the necessary grid swing. The second aspect is the range of cutoff bias voltage for different tubes of a given type. If this range is large, provision must be made for a bias voltage considerably higher than that needed for an average tube in order to insure a small plate current for all tubes. This

---

**Fig. 3.2.**—Plate-current—grid-voltage characteristic of a high-vacuum tube showing the effect of leakage current resulting from improper grid structure.
increase is a serious matter when the necessary minimum bias voltage is already large. The third aspect is the variation of cutoff bias with plate voltage and, in the case of a tetrode, with screen-grid voltage as well. The pulser must be designed to provide a bias voltage large enough to be effective for the highest plate and screen-grid voltages that may be encountered in the operation of the pulser, particularly when the pulser is designed to have different output powers for various applications. In the operation of a hard-tube pulser, the output power can most readily be varied by changing the power-supply voltage.

Because of the effect of the screen grid, the cutoff bias for a tetrode is usually less than that necessary for a triode having comparable cathode emission, as illustrated by the curves of Figs. 3-3a and b. As indicated in Table 3-1, the 6C21 triode and the 6D21 tetrode are almost identical with respect to cathode-heating power and pulse-plate current, and both have thoriated-tungsten filaments. The 304TH triode has a thoriated-tungsten filament, whereas the 5D21 tetrode has an oxide-coated cathode and is capable of more than twice the pulse plate current obtainable with the 304TH. The values of screen-grid voltages corresponding to the curves for the tetrodes are approximately those that have been used in microwave-radar applications. The ranges of cutoff bias voltages shown on the curves of Fig. 3-3 are based on data taken for a large number of tubes, and are fairly representative; a small percentage of tubes may be found to have cutoff values lying outside of the ranges shown, but normally such tubes are apt to be inferior in other respects and should be rejected in the final tests by the manufacturer.

The cutoff bias of a tetrode is a function of the screen-grid voltage as well as the plate voltage, as is indicated by the curves of Fig. 3-4 for the 5D21 tetrode. The effect of screen-grid voltage is an added complication in the use of a tetrode as a pulser switch tube. However, the maximum bias voltage required for a tetrode is smaller than that required for a comparable triode, even when taking into account the possible
variation in screen-grid voltage, by an amount that is large enough to give preference to the tetrode.

Plate-current–Plate-voltage and Grid-current–Plate-voltage Characteristics.—It has already been mentioned that a higher plate current can be used with pulse operation of available high-vacuum tubes, and that, consequently, the range of values must be extended beyond those of the ordinary static characteristics. This extension is accomplished by applying the pulse voltage to the control grid and measuring the resulting pulse plate and grid currents. The measurements of the pulse plate current are made by using the tube as the switch in a hard-tube pulser with a noninductive resistance of known low value as the load. The pulse voltage developed across this resistance by the pulse current can be measured with the aid of a synchroscope, as described in Appendix A.

The plate voltage or tube drop corresponding to the pulse current is the difference between the power-supply voltage (measured with a d-c voltmeter) and the load pulse voltage. For high values of plate voltage the load voltage may be neglected, since about 50 volts is adequate for the precision required in such measurements. For low plate voltage, however, the correction for load voltage should be made in order that the curves may be used properly. If the voltage pulse across the resistance load is rectangular in shape, and the pulse duration and pulse recurrence frequency are accurately known, the average power-supply current can be used to calculate the pulse current with reasonable precision. The principal error introduced in this procedure is due to the contribution to the average power-supply current resulting from the recharging of the storage condenser.

The pulse grid voltage can also be measured with the use of a synchroscope. Since it is the value of positive grid voltage that is important, the negative bias voltage must be subtracted from the pulse-voltage measurement. The latter is a rather difficult measurement to make with high precision because of the self-bias generated in the grid circuit. The preferred way of measuring this positive grid voltage has been with a positive peak voltmeter. The precision that can be obtained in such a measurement depends on the flatness of the top of the grid-voltage pulse. For pulse-characteristic measurements, it is necessary to be able to view
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the grid pulse on a synchroscope in order to make the top of the pulse as flat as possible. If a spike is present on the top of the pulse, the peak-voltmeter reading may correspond to the spike maximum, thus giving an erroneous reading of the positive grid voltage. The pulse grid current is difficult to measure, and has usually been obtained from the average grid current and the measured duty ratio. Although this procedure is lacking in precision, it has been adequate for pulser applications in microwave-radar systems.

In order to obtain the data necessary for the pulse characteristics of small tubes of the receiver type, a circuit was devised which made it possible to read pulse voltages and currents directly on ordinary d-c meters. This circuit uses pulse voltimeters to measure pulse voltages, and the pulse currents are obtained by measuring the pulse voltages across precision noninductive resistors connected in series with the grids and the plate of the tube under test. A block diagram of this circuit is shown in Fig. 3.5, and a schematic diagram in Fig. 3.6.

![Block diagram of a circuit used to determine the pulse characteristics of a tube of the receiver type.](image)

The pulse characteristics for several tubes are shown in Figs. 3.7–3.11. From curves such as these, the effective resistance of the tube and the grid-driving power can easily be determined for the pulse current corresponding to the pulser output power. One of the first hard-tube pulsers to be used extensively in a microwave-radar system used two Eimac 304TH tubes in parallel as the switch. A pulse-power output of about 150 kw with a pulse voltage of 12 to 13 kv was required for this application.

---

Fig. 3-6.—Schematic diagram of a circuit used to determine the pulse characteristics of a tube of the receiver type.
pulser. The 304TH was found to withstand the high plate voltage during the interpulse interval. The curves of Fig. 3.7 indicate the reason that two tubes in parallel were needed to carry the pulse current. From these curves it is seen that a positive grid drive in excess of 400 volts is required to obtain a pulse plate current of 12 amp, and that, under these conditions, it is necessary to operate the tube with a tube drop of 4 to 5 kv. For two tubes in parallel, however, the required pulse plate current can be obtained with a positive grid drive of about 200 volts and a tube drop of about 2 kv. The low grid-driving power necessary to operate the 304TH as the pulser switch tube was an additional reason for its selection. One of the most undesirable features is the high cathode-heating power required, 125 watts for each of the two tubes.

After the 715B tube was developed by the Bell Telephone Laboratories, it was possible to construct a hard-tube pulser for 150-kw power output with a higher over-all efficiency and more satisfactory pulser operation. The curves for this tube are shown in Fig. 3.7, where it can be seen that a pulse current of 15 amp can be obtained with a tube drop of about 1.5 kv and a positive grid drive of 200 volts. In this case also, the grid-driving power is small because a grid current of less than 1 amp is necessary. Since the cathode-heating power for the 715B is 56 watts, a saving of about 200 watts is effected when this tube is used in preference to two 304TH tubes. Also, slightly less power is dissipated in the 715B tube than in two 304TH tubes because of the lower tube drop. The power dissipation resulting from the screen-grid current is not suf-
ficient to offset the decrease in plate dissipation. The screen-grid voltage, required because the 715B is a tetrode, can generally be obtained from the power supply for the driver circuit, and the pulser design is not further complicated.

In addition to the positive grid drive and the tube drop necessary in order to obtain a given value of plate current, the shape and disposition of the characteristic curves as a function of grid voltage are also important to pulser operation. The effect of variation in grid voltage on the output pulse of the pulser may be illustrated by drawing the load line on the plate-current–plate-voltage diagram. In Fig. 3·12 a family of characteristic curves is drawn for a tetrode such as the 715B for constant screen-grid voltage. Two load lines are drawn on this diagram. Line (1) corresponds to a low-resistance load in series with a bias voltage, such as the dynamic resistance of a magnetron or biased diode, line (2) corresponds to a high-resistance load of the same magnitude as the static resistance of the biased diode for the operating point \( O_p \). From this diagram it is evident that a change in grid voltage corresponding to the
curves $A$, $B$, and $C$ has a negligible effect on the operating point for the switch tube. The only change in the operating point is due to the slight shift of the curves toward lower plate voltage as the grid voltage is lowered. This effect is observable in the tetrode characteristics shown in Figs. 3-7, 3-8, and 3-9, and is caused by the smaller grid currents that correspond to the lower values of positive grid drive. The load voltage and the load current therefore remain very nearly constant even though the grid voltage may change within this range during the pulse. Therefore, if adequate positive grid drive is provided to keep the operating point for the tube somewhat below the knee of the characteristic curve, irregularities in the top of the grid voltage pulse are not observed on the pulser output pulse. This consideration is of considerable importance to the design of the driver circuit.

If the initial operating point corresponds to the curve $C$ of Fig. 3-12 and the grid voltage changes over the range $C$ to $E$, a different situation obtains. In this case both the load voltage and the load current are
affected. For the low-resistance load the change in voltage is $\Delta V_1$ and the change in current $\Delta I_1$. Similarly, for the high-resistance load the corresponding changes are $\Delta V_2$ and $\Delta I_2$. Because of the slight upward slope of the characteristic curves above the knee, the change in current is greater for the low-resistance load and the change in voltage is less. When the pulser switch tube is operated in this manner, irregularities in the grid-voltage pulse are transferred to the load pulse.

When the characteristic curve of the switch tube does not have a knee as shown in Fig. 3.12, the shape of the grid-voltage pulse must be controlled more carefully in order to obtain a flat-topped pulse at the load. As an example, see the curves for the 304TH tube in Fig. 3.7. There are triodes that exhibit a knee in the characteristic, as shown by the curves for the 6C21 and the 527 in Figs. 3.10 and 3.11. If these curves are compared with those for the tetrodes in Figs. 3.7, 3.8, and 3.9, however, it is seen that the curves for different grid voltages are separated by a greater amount below the knee. The change in the operating point that results from a change in grid voltage is not as great as that resulting from operation above the knee of the characteristic curve. For a 6D21 tetrode this knee occurs at such a low current that the tube is usually operated well above the knee. Because of the greater slope of the upper portion of the curves for this tube, the variation in grid voltage does not have as great an effect as it does for comparable operation of the 6C21 triode.

A comparison of the curves for the 6C21 and the 6D21 in Fig. 3.10

![Diagram](image-url)
with the curves for the 5D21 and 715B in Fig. 3.11 indicates that the latter tubes are better from the standpoint of plate current and grid-driving power. The only reason for using a 6C21 or a 6D21 as a pulser switch tube is the fact that they can stand a higher plate voltage than can the 5D21 or 715B. This comparison illustrates the increased difficulty involved in designing a hard-tube pulser for a power-supply voltage in excess of 20 kv with existing high-vacuum tubes. When pulse power of the order of magnitude of several megawatts is wanted, however, this disadvantage must be accepted until better tubes are available. A 1-Mw hard-tube pulser using three of the 6C21 tubes in parallel as the switch has been built and used extensively. This pulser has a pulse output of 25 kv at 40 amp. The 6D21 was used in a pulser designed to have an output of 3 Mw, 30 kv at 100 amp. In this case five tubes were used in parallel. The highest power hard-tube pulser built at the Radiation Laboratory used six 527 tubes as the switch. This pulser had an output of about 25 kv at 400 amp, and a grid-driving power of about 700 kw.

An effect similar to that resulting from variation in grid voltage is observed if the screen-grid voltage of a tetrode is allowed to change. The effect is illustrated by the family of curves for the tetrodes in Figs. 3.7, 3.8, and 3.9 in which the control-grid voltage is constant and the screen-grid voltage is varied. For satisfactory operation of a tetrode as the switch tube, therefore, the voltage of the screen grid must not be allowed to change during the pulse. Because of the flow of pulse current to the screen grid and the plate-to-screen capacitance, it is necessary to provide a large bypass condenser between the screen grid and the cathode. For most effective operation, this condenser must be connected as close to the tube element as possible.

The curves for the 829 beam tetrode shown in Fig. 3.8 illustrate another consideration in the operation of a tetrode as the switch tube. For a given pulse plate current and tube drop it is advantageous to use the highest possible screen-grid voltage and the lowest possible positive grid drive. The curves of Fig. 3.8 indicate that the control-grid current decreases as the screen-grid voltage is increased for a given positive grid-drive voltage. Since the screen-grid current increases with the screen-grid voltage, some compromise must usually be made between the two grid voltages for most efficient tube operation.

The shape of the characteristic curves has another effect on pulser operation. If the grid voltages are held constant, there is still the possibility of changing the operating conditions by varying the power-supply voltage. This effect is discussed in detail in the following section.

3.3. The Effect of Switch-tube and Load Characteristics on the Pulser Regulation.—The characteristics of the switch tube in a hard-tube pulser
may be utilized to a certain extent to minimize the change in load current resulting from a change in the power-supply voltage. This power-supply voltage may vary because of changes in either the input voltage to the pulser or the average current from the power supply. The change in average current may be brought about by variations in the duty ratio that occur as a result of changes in either the pulse duration or the pulse recurrence frequency. The discussion of this section shows the way in which this regulation depends on the characteristics of the load and the switch tube.

Those features of a hard-tube pulser that are essential in this discussion are shown schematically in Fig. 3.13. In this circuit $S_T$ and $r_p$ represent the switch tube, $E_{bb}$ is the power supply, $R_c$ is the isolating resistor, $C_w$ is the storage condenser, $Z_s$ is the condenser-recharging path that is necessary when the load is unidirectional, and $r_l$, $S_l$, and $V_s$ represent the load. The considerations are restricted to the voltages and currents that correspond to the top of a pulse when the pulsing is continuous, and to pulse durations that are considered small compared with the interpulse interval.

The plate-current–plate-voltage characteristic of the switch tube may be represented as shown in Fig. 3.14. For the purposes of the present discussion, the $I_p$–$V_p$ curve is very nearly a straight line above some current value $I_{p_1}$ and for the greater part of the curve below some current $I_{p_2}$. The knee of such a curve, already referred to in the preceding section, is the region between $I_{p_1}$ and $I_{p_2}$. Two tube resistances may be defined, one for the operation of the switch tube below the knee, and the other for the operation above the knee. Thus

$$\tau_p = \frac{1}{\tan \delta} = \left( \frac{dV_p}{dI_p} \right)_{I_p < I_{p_1}}$$

and

$$\tau'_p = \frac{1}{\tan \gamma} = \left( \frac{dV_p}{dI_p} \right)_{I_p > I_{p_1}}$$

---

Fig. 3.13.—Equivalent circuit of a hard-tube pulser with a biased-diode load.

Fig. 3.14.—Current-voltage characteristic of a high-vacuum switch tube.
For a tetrode, two families of characteristic curves may be drawn, one for $E_{g1}$ constant and the other for $E_{g2}$ constant. It is evident from the tetrode curves shown in Figs. 3-7, 3-8, and 3-9 that the values of $r_p'$ for various values of the grid voltages are essentially the same. The value of $r_p$, however, does change somewhat with variations in either of the grid voltages. The change is small, and is neglected in this discussion. The idealized curves for a tetrode are sketched in Fig. 3-15. The curves of Fig. 3-15a may also be considered applicable to a triode. The value of $r_p$ is more dependent on $E_{g1}$ in a triode than it is in a tetrode, but the characteristic curves shown in Figs. 3-10 and 3-11 indicate that $r_p'$ is practically independent of $E_{g1}$.

The most general load that can be considered is one having a nonlinear current-voltage characteristic as sketched in Fig. 3-16. The magnetron or biased-diode load discussed in Chap. 2 is a special case of the nonlinear load in which the current below $V_1$ is considered negligibly small and the $I-V$ curve above $V_1$ is linear. Compare Fig. 3-16 with Fig. 2-11. In discussing the effect of the load characteristics on the pulser regulation, it is not necessary to restrict the argument to this special case since only the values of $V_1$ and $I_1$ at the top of the pulse are being considered. It is assumed, however, that the range of voltage and current values is so small that the $I-V$ curve may be considered linear at the operating point.

The static resistance of the load is given by

$$R_l = \frac{V_1}{I_1} = \frac{1}{\tan \beta}$$

and the dynamic resistance is
For a small range of values about a particular operating point, the following relationships hold approximately:

\[ V_l = V_s + r_l I_l \]  
\[ I_l = \frac{V_l - V_s}{r_l} \]

By using the above relations for the switch-tube and load characteristics, and referring to the pulser circuit of Fig. 3.13, it is possible to derive the relationships that express the load operating voltage and current in terms of these characteristics and the circuit parameters. In particular, there are two operating conditions for the switch tube to be considered, namely, (1) operation above the knee of its characteristic curve corresponding to the point marked A in Fig. 3.15 (type A operation), and (2) operation below the knee corresponding to the point B indicated in Fig. 3.15 (type B operation).

Operation of the Switch Tube above the Knee of the \( I_p-V_p \) Curve.—As stated previously, the power-supply voltage \( E_{wb} \) varies principally because of changes in line voltage and duty ratio. Variation of the line-voltage input to the pulser causes a change in all the voltages in the pulser, and therefore changes the voltages applied to the grids as well as the plate voltage of the switch tube. As indicated in Fig. 3.15 changes in the grid voltages cause the value of the intercept \( I'_{po} \), indicated in Fig. 3.14, to change. Therefore, in considering the effect of line-voltage changes on the operating conditions for the load, the variation in \( I'_{po} \) must also be taken into account. The change in operating values for the load and switch tube that results from the simultaneous variation of \( E_{wb} \) and \( I'_{po} \) may be written as follows:

\[ dI_l = \frac{\partial I_l}{\partial E_{wb}} dE_{wb} + \frac{\partial I_l}{\partial I'_{po}} dI'_{po} \]

\[ dV_l = \frac{\partial V_l}{\partial E_{wb}} dE_{wb} + \frac{\partial V_l}{\partial I'_{po}} dI'_{po} \]

\[ dV_p = \frac{\partial V_p}{\partial E_{wb}} dE_{wb} + \frac{\partial V_p}{\partial I'_{po}} dI'_{po} \]

Referring to Fig. 3.14 and the definition of \( r'_p \) given by Eq. (2) the plate current for the switch tube is given by

\[ I_p = I'_{po} + \frac{V_p}{r'_p} \]
Considering the pulser circuit of Fig. 3.13, the plate current is

$$I_p = I_t + I_e + I_s.$$  \hfill (11)

As discussed in Chap. 2, the voltage across the condenser, $V_w$, is never very different from $E_{bb}$ if the capacitance is sufficiently large. For steady pulsing the condenser voltage is slightly less than the power-supply voltage, but for the purpose of this discussion it is reasonable to neglect this difference and to assume that $V_w = E_{bb}$. The voltage across the load with switches $S_T$ and $S_l$ closed is, therefore,

$$V_l = V_w - V_p = E_{bb} - V_p.$$  \hfill (12)

The currents $I_s$ and $I_e$ in Eq. (11) can be expressed in terms of $V_l$, thus,

$$I_s = \frac{V_i}{Z_s}$$  \hfill (13)

where $Z_s$ is the effective impedance of the condenser-recharging path. Also

$$I_e = \frac{E_{bb} - V_p}{R_c} = \frac{V_l}{R_c}.$$  \hfill (14)

Thus from Eqs. (6), (10), (11), (12), (13), and (14), the expression for the load current becomes

$$I_l = \frac{E_{bb} - V_s \left[ 1 + \frac{r_p^e}{R_c} + \frac{r_p^f}{Z_s} \right]}{r_l + r_p^f + \frac{r_p^f}{R_c} + \frac{r_p^f}{Z_s}} + I'_{po} I_p.$$  \hfill (15)

From Eqs. (6) and (15),

$$V_l = \frac{E_{bb} r_l + V_s r_p^f + I'_{po} I_p}{r_l + r_p^f + \frac{r_p^f}{R_c} + \frac{r_p^f}{Z_s}}.$$  \hfill (16)

From Eqs. (12) and (16),

$$V_p = \frac{E_{bb} \left[ \frac{r_p^f}{R_c} + \frac{r_p^f}{R_c} + \frac{r_p^f}{Z_s} \right] - V_s r_p^f - I'_{po} r_p^f}{r_l + r_p^f + \frac{r_p^f}{R_c} + \frac{r_p^f}{Z_s}}.$$  \hfill (17)

It is seen from Eqs. (7) and (15) that the variation of load current can be made zero if

$$dI'_{po} = -\frac{dE_{bb}}{r_p^f}.$$  \hfill (18)

The characteristic curves for tetrodes shown in Figs. 3-7, 3-8, and 3-9 and sketched in Fig. 3-15 indicate that it is possible to satisfy this rela-
tion. For a particular tetrode and for moderate changes in grid voltages, the following relations are approximately true:

\[ dI'_{po} = (k_1 dE_{x_1}) E_{x, const}, \]  
and

\[ dI'_{po} = (k_2 dE_{x_2}) E_{x, const}. \]

If the characteristic curves for the switch tube are known and the values of \( k_1 \) and \( k_2 \) therefore determined, it is possible to devise a control circuit that changes the grid voltages, as \( E_{bb} \) varies, in such a way as to satisfy Eq. (18). Since the voltage outputs of the grid and plate power supplies may depend on the input line voltage to approximately the same degree such a control circuit should not be very complicated if the duty ratio remains constant. When the duty ratio changes, however, the average currents also change, and the added factor of inherent regulation in these power supplies has to be considered, which complicates the design of the control circuit considerably.

For a low-power pulser using a tetrode switch tube, grid voltages of only a few hundred volts are generally required. Power supplies that are electronically regulated against variations in input voltage and output current can easily be built for these voltages. It is not economical, however, to construct a high-voltage power supply with similar regulation. The changes in load and switch-tube operating values that are due to variations in the high-voltage power supply only may be obtained from Eqs. (15), (16), and (17) by differentiating with respect to \( E_{bb} \). Since the denominator of each of these expressions is the same, let

\[ D = r_1 + r'_p + \frac{r'_p r_1}{R_c} + \frac{r'_p r_1}{Z_s}. \]

Then

\[ \frac{\partial I_t}{\partial E_{bb}} = \frac{1}{D} \]  
and

\[ \frac{\partial V_t}{\partial E_{bb}} = \frac{r_1}{D} \]

and

\[ \frac{\partial V_p}{\partial E_{bb}} = \frac{r'_p + \frac{r'_p r_1}{R_c} + \frac{r'_p r_1}{Z_s}}{D} \]

\[ = \frac{D - r_1}{D}. \]

The Eqs. (15), (16), and (17) do not explicitly involve time. If the condenser-recharging path \( Z_s \) is an inductive resistor, however, the
time measured from the start of the pulse is included because, for this case,

\[ Z_\ast = \frac{R_\ast}{1 - e^{-\frac{R_\ast t}{L_\ast}}} \]

where \( R_\ast \) is the resistance and \( L_\ast \) is the inductance of the element. Three cases are of interest in this connection:

1. When the recharging path is a wire-wound resistor whose inductance is not negligible. In general, \( L_\ast/R_\ast < t \) where \( t_{\text{max}} = \tau \) (the pulse duration), so \( Z_\ast \approx R_\ast \).

2. When the recharging path is an inductance coil of low ohmic resistance such that \( L_\ast/R_\ast > t \) where \( t_{\text{max}} = \tau \). Expanding \( e^{-\frac{R_\ast t}{L_\ast}} \) and using only the first two terms, \( Z_\ast = L_\ast/t \).

3. When the recharging path is a combination of inductance and resistance for which \( L_\ast/R_\ast = \tau \). If, for a particular value of \( \tau \), \( L_\ast/R_\ast = \tau \), then \( Z_\ast = R_\ast/0.63 \).

When the recharging path is an inductance having low resistance Condition 2 obtains, and the load current decreases during the pulse, as is evident from Eq. (15) in which the term \( r_\prime_p/Z_\ast \) increases with time. For long pulses, that is, with a duration of 2 \( \mu \)sec or more, this effect may become prominent. This decrease in load current during the pulse occurs in addition to the change in load current given by Eq. (22). Other effects already discussed, such as the drop in voltage across the storage condenser and the possible change in cathode emission in the switch tube, can also cause the load current to change during a pulse.

*Operation of the Switch Tube below the Knee of the \( I_p-V_p \) Curve.*—The switch tube is now operated at point (B) indicated in Fig. 3-15. If Fig. 3-14 is again referred to, it is evident that the relationships derived above also apply to this case, when \( r_\prime_p \) is substituted for \( r_\prime \) and \( I_{po} \) is substituted for \( I_{po} \). The value of \( I_{po} \) may be expressed in terms of \( V_{po} \), thus

\[ I_{po} = -\frac{V_{po}}{r_p} \tag{26} \]

With these changes, the Eqs. (15), (16), and (17) become

\[ I_1 = -\frac{E_{bb} - V_s \left[ 1 + \frac{r_p}{R_c} + \frac{r_p}{Z_\ast} \right] - V_{po}}{r_t + r_p + \frac{r_p r_t}{R_c} + \frac{r_p r_t}{Z_\ast}} \tag{27} \]

\[ V_1 = \frac{E_{bb} r_t + V_s r_p - V_{po} r_t}{r_t + r_p + \frac{r_p r_t}{R_c} + \frac{r_p r_t}{Z_\ast}} \tag{28} \]
and

\[ V_p = \frac{E_{bb} \left[ r_p + \frac{r_p l}{R_c} + \frac{r_p l}{Z_s} \right] - V_s l_p + V_{pe} l_i}{r_l + r_p + \frac{r_p l}{R_c} + \frac{r_p l}{Z_s}}. \] (29)

In general, \( V_{pe} \) is so small compared with \( E_{bb} \) that it may be neglected.

When the switch tube is operated below the knee of the \( I_p-V_p \) characteristic curve, it is evident that changes in line-voltage input to the pulser affect the operating values for the load only because of the resulting change in the power-supply voltage, since all the terms in Eqs. (27), (28), and (29) except \( E_{bb} \) are independent of the pulser input voltage. The pulser regulation is therefore obtained simply by differentiating these equations with respect to \( E_{bb} \) without considering the variation of grid voltages. The resulting expressions are identical with Eqs. (22) to (25) when \( r_p \) is replaced by \( r'_p \).

**Examples of the Two Types of Switch-tube Operation.**—The order of magnitude of the effect of variations in the high-voltage power supply on the operating values for the load and switch tube is illustrated by the following typical values for two pulser-load combinations. As an example of a medium-power combination, the operation of a pulser is considered with a 715B switch tube and a 725A magnetron as the load. The 2J41 magnetron operated with a pulser using a 3D21 switch tube is an example of a low-power combination. Data are given for the two types of switch-tube operation in each case. The term "type A operation" refers to operation of the switch tube above the knee of the \( I_p-V_p \) curve, and the term "type B operation" refers to operation below the knee of the curve.

For type A operation of the 715B tube, the applied screen-grid voltage is about 1000 volts, and the positive grid drive must be about 100 volts in order to obtain a current of 10 amp through the 725A magnetron. With a magnetic field of about 5000 gauss the voltage across this magnetron is approximately 11 kv for a 10-amp current pulse. In order to obtain the same operating conditions for the magnetron with type B operation of the 715B, the screen-grid and control-grid voltages must be raised to about 1200 volts and 150 to 200 volts respectively.

The normal operating voltage and current for a 2J41 magnetron are about 2.5 kv and 1 amp. The 3D21 switch tube in a pulser operating with this magnetron requires about 300 volts on the screen grid and a 25-volt positive grid drive for type A operation. For type B operation of the 3D21, these grid voltages must be increased to about 400 volts and 50 volts respectively.

Values of pulser and switch-tube parameters considered typical for
the above-stated operating conditions are given in Table 3-2. The values of the quantities $\partial I_1/\partial E_{bb}$, $\partial V_1/\partial E_{bb}$, and $\partial V_2/\partial E_{bb}$ that have been calculated from these data and from Eqs. (22), (23), and (25) are also tabulated. It is to be noted that the quantities $r_p r_t/R_e$ and $r_p r_t/Z_*$ may be neglected for all practical purposes, since their sum is only one or two per cent of the sum $(r_p + r_t)$. A negligible error would therefore have been introduced for these examples if the switch-tube current had

**Table 3-2—Values Calculated from Eqs. (22), (23), and (25) for Typical Operating Conditions for Two Pulser-Load Combinations**

<table>
<thead>
<tr>
<th></th>
<th>715B switch tube, 725A magnetron,</th>
<th>3D21 switch tube, 2J41 magnetron</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>type A operation</td>
<td>type B operation</td>
</tr>
<tr>
<td>$R_e$</td>
<td>10,000 ohms</td>
<td>10,000 ohms</td>
</tr>
<tr>
<td>$Z_*$</td>
<td>(1) 10 mh</td>
<td>(1) 10 mh</td>
</tr>
<tr>
<td></td>
<td>(2) (7500 ohms + 3 mh)</td>
<td>(2) (7500 ohms + 3 mh)</td>
</tr>
<tr>
<td>$r_p'$</td>
<td>2500 ohms</td>
<td>3500 ohms</td>
</tr>
<tr>
<td>$r_p$</td>
<td>100 ohms</td>
<td>75 ohms</td>
</tr>
<tr>
<td>$r_t$</td>
<td>125 ohms</td>
<td>200 ohms</td>
</tr>
<tr>
<td>$r_p r_t/R_e$</td>
<td>31 ohms</td>
<td>47 ohms</td>
</tr>
<tr>
<td>$r_p r_t/Z_*$</td>
<td>for $t = 10^{-6}$ sec (1) 31 ohms</td>
<td>for $t = 10^{-6}$ sec (2) 44 ohms</td>
</tr>
<tr>
<td></td>
<td>(2) 46 ohms</td>
<td></td>
</tr>
<tr>
<td>$r_p r_t/R_e$</td>
<td>1.25 ohms</td>
<td>1 ohm</td>
</tr>
<tr>
<td>$r_p r_t/Z_*$</td>
<td>for $t = 10^{-6}$ sec (1) 1.25 ohms</td>
<td>for $t = 10^{-6}$ sec (2) 1.5 ohms</td>
</tr>
<tr>
<td>$\partial I_1/\partial E_{bb}$</td>
<td>$3.7 \times 10^{-4}$ amp/volt</td>
<td>$4.4 \times 10^{-3}$ amp/volt</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.6 \times 10^{-4}$ amp/volt</td>
</tr>
<tr>
<td>$\partial V_1/\partial E_{bb}$</td>
<td>0.047</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.052</td>
</tr>
<tr>
<td>$\partial V_2/\partial E_{bb}$</td>
<td>0.95</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95</td>
</tr>
</tbody>
</table>
been assumed to be equal to the load current. It is also evident that, for the type A operation of the switch tube, the value of \( r_t \) may also be neglected in the denominator of the expressions (22), (23), and (25) without causing serious error in the calculated pulser regulation.

These examples indicate that the change of load current that is due to the variation of the high-voltage supply is decreased by a factor of about 10 if the switch tube is operated above rather than below the knee of the \( I_p-V_p \) characteristic. It must be remembered, however, that in order to realize this gain, the screen-grid voltage and the positive grid drive must not be allowed to change. As pointed out in the previous section, when the load line crosses the switch-tube characteristic above the knee, the shape of the control-grid voltage pulse is transferred to the load pulse. In order to take advantage of the better regulation against power-supply variations, and thus to realize an output-pulse amplitude that is constant throughout the pulse duration, the control-grid pulse must have a flat top. The particular application to which a pulser is to be adapted generally determines the type of switch-tube operation that is desirable.

Some pulser applications require that the operating conditions for the load must not change even though the duty ratio may vary over wide limits. For such a pulser, either the high-voltage power supply must be regulated for a large variation in the average current delivered, or the regulation must be obtained by type A operation of the switch tube, in which case the voltage across the switch tube changes by almost the same amount as the power-supply voltage. It is therefore necessary to adjust the pulser voltages so that the lowest value of \( E_{\text{sh}} \) to be expected in the operation does not cause the tube drop, \( V_p \), to fall below the value \( V_{p1} \) indicated in Fig. 3.14.

For a pulser designed to operate at constant duty ratio, the variation in power-supply voltage produced by the change in average current is less important than that caused by changes in the line voltage. It must be decided, therefore, whether or not the improved regulation provided by type A operation of the switch tube compensates for the difficulty of regulating the grid-voltage power supplies. If the effect of line-voltage variation is not serious, there are some advantages to be gained by operating the switch tube below the knee of the \( I_p-V_p \) curve. Besides the smaller effect of change in grid voltage mentioned in the previous section, there is also the advantage that a lower power-supply voltage is required, as can be seen from the relative positions of points \( A \) and \( B \) in Fig. 3.15.

When the load has a dynamic resistance that is low compared with its static resistance, the variation of load current is generally of more interest than the variation of load voltage. (In the operation of a magnetron the
oscillation frequency is a function of the magnetron current. The change of frequency, \( f \), caused by current change is referred to as the "pushing figure" of the magnetron, and is generally expressed as the value of \( \frac{\partial f}{\partial I_m} \), where \( I_m \) is the magnetron current.) For a magnetron load, the ratio \( \frac{dI_l}{I_l} \) is often more significant than the value of \( dI_t \). From the equations developed in the preceding discussions it is possible to express the ratio \( \frac{dI_l}{I_l} \) in terms of the ratio \( \frac{dE_{bb}}{E_{bb}} \). Thus Eq. (22) gives

\[
dI_l = \frac{dE_{bb}}{E_{bb}}. \tag{22}
\]

Dividing by the value of \( I_l \) given by Eq. (27) for type B operation,

\[
\frac{dI_l}{I_l} = \frac{dE_{bb}}{E_{bb}} \times \frac{E_{bb}}{E_{bb} - V_s \left[ 1 + \frac{r_p}{R_c} + \frac{r_p}{Z_s} \right]}.
\tag{30}
\]

For type B operation of the 715B switch tube, a 725A magnetron operating at 11 kv and 10 amp, and the data given in Table 3-2,

\[
V_s = 9750 \text{ volts}
\]

and

\[
E_{bb} = 12 \text{ kv}.
\]

With these data, Eq. (30) gives

\[
\frac{dI_l}{I_l} \approx \frac{dE_{bb}}{E_{bb}} \times 6.
\]

This value is the same as that obtained in Sec. 2-8 by the use of Eq. (2.106) assuming that \( r_l = r_p \). Thus, the variation in load current leads to very nearly the same regulation factor as the variation in load power when the dynamic resistance of the load is small.

If the high-voltage power supply has very good regulation, the percentage change in the input line voltage and in the power-supply voltage is almost the same. The percentage change in load current is therefore about six times the percentage change in input line voltage for an average magnetron load. For a pure-resistance load, \( V_s = 0 \), and the percentage change in load current is equal to the percentage change in input line voltage.
CHAPTER 4
DRIVER CIRCUITS

By G. N. Glasoe

In the preceding discussion of the hard-tube pulser circuit, it is assumed that there is an available means of making the switch tube conducting for a controlled length of time that corresponds to the desired pulse duration. The control of the pulse duration can be accomplished by the application of the proper voltage to the grid of a high-vacuum tube. The circuit that performs this function is called the “driver,” and is an essential part of a hard-tube pulser.

In the discussion of switch-tube characteristics in Chap. 3 it is pointed out that, in order to obtain the necessary plate current, the grid of the switch tube must be at a positive potential relative to the cathode during the pulse. Since this grid must be maintained at a high negative voltage during the interpulse intervals, the output voltage of the driver must equal the sum of the bias and positive grid-drive voltages. This required voltage output is called the “grid swing,” and may vary from about a hundred volts to several kilovolts depending on the switch-tube characteristics. The pulse-power output of the driver is, therefore, the product of this grid swing and the grid current in the switch tube. For very high power pulsers, for example, the one using six 527 tubes in parallel mentioned in Sec. 3-2, the driver output power may amount to as much as ten per cent of the pulser output power. In general, however, it is more nearly of the order of magnitude of one per cent of the pulser output power.

The pulse duration is entirely determined by the characteristics of the driver circuit for a hard-tube pulser. The circuit should, therefore, be designed so that all the pulses, in a long succession, are identical, and their duration can be determined accurately. For such a succession of pulses, it is generally desired that the interpulse intervals, as well as the pulses, be of controlled duration. The control of the interpulse intervals is usually accomplished by constructing the driver circuit in such a way that it does not produce an output pulse until it has received the proper impulse at its input terminals. These impulses are called trigger pulses, and are produced by some form of auxiliary timing circuit that has a negligible power output. In order to keep the pulser design as versatile as possible, this trigger generator is ordinarily not a part of the pulser,
and is commonly used for other functions in addition to starting the action of the driver. One of the principal advantages of the hard-tube pulser over the line-type pulser is that the pulse duration is determined in a relatively low power circuit. For this reason, the driver circuit can be designed so that the pulse duration and the interpulse interval may be changed readily over a wide range of values without necessitating any major changes in the circuit. A given design of a hard-tube pulser may therefore be adapted to a large variety of applications with little difficulty; therefore, a pulser of this type is particularly suitable for research and development work where the specific values of pulse duration, interpulse interval, and output power desired are not definitely known.

There is an inevitable time delay between the start of a trigger impulse and the start of the pulse at the pulser load. When this time delay varies in a random manner from pulse to pulse, there is said to be "time jitter" in the output pulses. This time jitter causes unsatisfactory operation when the functioning of auxiliary circuits depends on both the trigger impulses and the pulser output pulses.

4.1. The Bootstrap Driver.—Many circuits that are available for generating voltage pulses are incapable of delivering enough power to drive the grid of a pulser switch tube. The obvious procedure is therefore to design an amplifier with a power gain sufficient to deliver the requisite power. Several stages of amplification may be necessary, and the problem of maintaining good pulse shape becomes rather serious. The so-called "bootstrap driver" was devised to generate a pulse at a low-power level, and to amplify it with a minimum number of tubes and circuit elements. Although with the development of satisfactory pulse

**Fig. 4.1.**—(a) Plate coupling; requires "on" tube for a positive output pulse. (b) Cathode follower; requires "off" tube for positive output pulse, voltage gain less than one. (c) "Bootstrap" cathode follower; requires "off" tube for positive output pulse, voltage gain greater than one.
transformers this circuit has become obsolete, it is discussed here because it was one of the first uses of the pulse-forming network as a means of determining pulse duration.

Since the driver output pulse must be positive, the coupling to the plate of an amplifier tube, as indicated in Fig. 4·1, requires that the tube be conducting during the interpulse interval and nonconducting during the pulse interval. When it is considered that the output pulse must supply a current of the order of magnitude of several amperes to the grid of the switch tube, it is obvious that such plate coupling is very wasteful of power. The cathode follower provides a means of getting a positive output pulse with a normally "off" tube, as is indicated in Fig. 4·1b. The disadvantage of this arrangement is that the ratio of the voltage output to the voltage input is less than one. The arrangement of Fig. 4·1c, however, provides both a voltage and a power gain greater than one. However, the circuit generating the input pulse must be able to rise or fall in potential as the potential of the cathode rises or falls as a result of the flow of current in the cathode resistor.

![Circuit for a bootstrap driver](Fig. 4.2)

The complete circuit of a bootstrap driver is shown in Fig. 4·2. The pulse is generated in the part of the circuit that is enclosed in the dotted lines. This pulse generator is merely a low-power line-type pulser in which the pulse-forming network, PFN, determines the pulse duration (see Part II for the detailed discussion of line-type pulsers). The gaseous-discharge tube $T_2$ is the switch tube, and the resistance $R_2$, in parallel with the input resistance of the amplifier tube $T_3$, is the pulser load.
In the quiescent state of this driver circuit, the reference potential for all voltages is determined by the grid-bias voltage required for the switch tube in the pulser output circuit. In Fig. 4-2 this voltage is indicated as \((E_{ci})_1\). Thus, the plate voltages for the two tubes are \((E_p)_2\) and \((E_p)_3\), and the grid voltages are \((E_{ci})_2\) and \((E_{ci})_3\) for tubes \(T_2\) and \(T_3\) respectively. The grid voltages are adjusted to be sufficiently negative to keep the two tubes nonconducting. When tube \(T_2\) is nonconducting, the PFN is charged to a potential difference equal to \((E_p)_2\).

The operation of this circuit is initiated by applying a positive trigger voltage to the grid of \(T_2\) through the capacitance \(C_1\) and the diode \(T_1\). When this grid is raised in potential relative to the cathode, the gas in the tube becomes conducting, and the PFN is connected directly across the resistance \(R_2\). The point \(A\) is thus raised in potential relative to point \(B\) by an amount depending on the characteristic impedance of the PFN and on the effective resistance between \(A\) and \(B\). In general, an attempt is made to match these impedances so that one half of the network voltage appears across \(R_2\). By virtue of the coupling capacitance \(C_3\), the grid of \(T_3\) is raised in potential along with point \(A\). The resistance \(R_4\) must be large enough to decouple the grid from the bias-voltage supply during the pulse. If the potential difference across \(R_2\) is greater than the bias voltage \((E_{ci})_3\), the grid of \(T_3\) becomes positive with respect to the cathode (point \(B\) in Fig. 4-2). Tube \(T_3\) is thus made conducting, and a current flows in the cathode resistance \(R_s\). This current causes the point \(B\) to rise in potential and, if the current is large enough, the grid of the pulser switch tube becomes sufficiently positive with respect to ground to make the plate current sufficient to obtain the required pulser output current. It is to be observed that, as the point \(B\) starts to rise in potential because of conduction in tube \(T_3\), all the parts of the pulse-generating circuit must also rise in potential. The circuit is referred to as a bootstrap driver, since it is raised in potential by its "bootstraps," so to speak.

The duration of the pulse from this circuit is determined by the time required for a voltage wave to travel down the PFN and return. When this time has elapsed, the network is completely discharged (if the PFN impedance is matched by the resistance between \(A\) and \(B\)), and the potential difference across \(R_2\) falls suddenly. This drop in potential cuts off the current in both \(T_3\) and its cathode resistor, thus removing the grid drive from the pulser switch tube.

The bootstrap action of this circuit has important consequences that must be taken into account in the design. When point \(B\) rises in potential, it causes the cathode of the gaseous-discharge tube to rise with it; therefore, the life of this tube is seriously affected if the grid can not also rise in potential. In order to permit the potential of the grid to increase, the capacitance \(C_2\), shown in Fig. 4-2, is added. The capaci-
tance $C_1$ and diode $T_1$ are introduced to decouple effectively the grid of $T_2$ from the trigger-pulse-generating circuit during this action. The network of resistances $R_1$ provides decoupling between the trigger input and the bias supply, and allows the circuit to return to its quiescent state during the interpulse interval. The resistance $R_5$ provides decoupling between the pulse-generating circuit and the power supply during the pulse. The value of this resistance should be as large as is possible without seriously reducing the voltage on the PFN at the end of the interpulse interval.

Another consequence of the bootstrap action is that the stray capacitance of the circuit to ground (wiring, components, filament transformers, etc.) must be kept as small as possible. As the circuit rises in potential, this stray capacitance must be charged, and, unless it is small, the pulse shape is seriously distorted. At the end of the pulse the charge on this stray capacitance must leak off, and, as indicated in Chap. 2, if the $RC$ time constant for the discharge is large, the trailing edge of the pulse falls slowly. In order to make the voltage drop more rapidly at the end of the pulse, the inductance $L$ is introduced in parallel with the cathode resistance $R_3$.

This circuit was used successfully to drive the grids of two 304TH tubes in parallel as the pulser switch tube. A bias voltage of about $-1000$ volts and a positive grid drive of $+300$ to $+400$ volts were necessary. Thus, the voltage developed across the cathode resistance $R_3$ had to be about $1300$ to $1400$ volts. This voltage was obtained with $(E_b)_3$ equal to $1550$ volts when an 829 beam tetrode was used as the tube $T_3$. The gaseous-discharge tube $T_2$ was either an 884 or a 2050, the performance of the latter being somewhat more satisfactory. The voltage $(E_c)_2$ for either of these tubes was critical: if it were too large or too small, the tube would tend to remain conducting. The value of $(E_c)_2$ usually had to be adjusted for the particular tube being used. For this application, the circuit was designed to give three different pulse durations, $\frac{1}{3}$, $1$, and $2$ $\mu$sec. By the use of a selecting switch, any one of three different networks could be connected into the circuit. For the high recurrence frequency (2000 pps) used with the shortest pulse, the PFN did not become charged to the full value of $(E_b)_2$ if $R_5$ were very large. On the other hand, reducing $R_5$ made it more difficult to prevent tube $T_2$ from becoming continuously conducting. With careful adjustment of the circuit voltages and the values of the circuit elements, however, it was possible to obtain satisfactory operation at 4000 pps. The particular gaseous-discharge tube to be used had to be selected carefully, since the long deionization time for some tubes did not allow the charge on the PFN to accumulate fast enough to produce the full network voltage before the initiation of the next pulse. The values finally used were
(\(E_b\))_2 = 500 to 600 volts and \(R_s \approx 0.6\) megohm. The characteristic impedance of the PFN was about 1500 ohms, and \(R_2\) ranged from 1500 to 2500 ohms. The other values of the circuit components were as follows: \(C_1 = 0.005\ \mu\text{f},\ C_2 = C_3 = C_4 = 0.01\ \mu\text{f},\ R_1 = 100,000\ \text{ohms},\ R_2 = 1000\ \text{ohms},\ R_4 = 25,000\ \text{ohms},\ R_5 = 30,000\ \text{ohms},\ L = 2.5\ \text{mh}.

4.2. The Blocking Oscillator or Regenerative Driver.—With the development of transformers capable of passing pulses of short duration, it became possible to design a driver circuit using a single tube. A circuit of this type was used extensively in pulsers with medium-power output (150 to 250 kw) for airborne microwave-radar systems, and became known as the blocking-oscillator driver. This name was given to the circuit because of a similarity between it and the blocking oscillators used to produce pulses in television applications. The driver circuit is not an oscillator in the same sense as the circuit used in television, and may more properly be referred to as a "regenerative pulse generator." This term is not exclusively distinctive, however, since there is a large class of circuits, such as the multivibrator for example, which could go by the same name. The particular type of circuit discussed here is called a "regenerative driver" in an attempt to avoid confusion with the circuit used in television.

There are two essential differences between the regenerative driver and the conventional blocking oscillator:

1. The regenerative driver can be kept in its quiescent state for an indefinite length of time, and starts its operating cycle only when the proper impulse is applied to the input terminals.

2. The output pulse is almost constant in amplitude throughout the pulse duration, as a result of the circuit and tube characteristics.

There is still a third difference that is not always essential, namely, that the pulse duration from a regenerative driver is usually determined by a line-simulating network, whereas that from most blocking oscillators is determined by a parallel LC-combination.

A regenerative driver circuit arrangement which incorporates an iron-core pulse transformer together with a line-simulating network in the grid circuit of a vacuum tube is shown schematically in Fig. 4.3. As discussed later, the range over which the pulse duration may be varied, by changing the network parameters, depends on the pulse transformer characteristics. Because of the line-simulating network, the circuit has sometimes been referred to as a "line-controlled blocking oscillator." The triggering pulse for this circuit is introduced directly onto the grid; this arrangement is called "parallel triggering" in contrast to the method of series triggering shown in the circuit of Fig. 4.4. The latter circuit has been widely used in pulsers for microwave-radar systems,
and the regenerative feature is therefore discussed from the standpoint of Fig. 4.4 rather than the earlier arrangement of Fig. 4.3. The series-triggering arrangement proved to be somewhat more stable and less critical in regard to the values of circuit parameters than the parallel-triggering circuit.

The circuit of Fig. 4.4 consists of a tube $T_1$, pulse transformer PT, line-simulating network PFN, and power supplies for the tube-element voltages. The tube $T_1$ is represented as a tetrode, but triodes can be used as well. The grid voltage for the tube is sufficiently negative to keep the tube nonconducting when the full values of plate and screen grid voltages are applied. The operating cycle of this circuit is initiated by applying a positive trigger pulse to one terminal of the PFN. This trigger voltage raises the potential of the line, the transformer winding (3), and the grid of $T_1$ to a value sufficient to start a flow of plate current in the tube. Because of the flow of plate current, the voltage at the plate of $T_1$ falls, causing a potential difference to appear across the primary winding (1) of the transformer. A voltage therefore appears simultaneously across the other two windings, (2) and (3), of the transformer. The grid of $T_1$ is connected to the winding (3) in such a way that the voltage on this winding raises the potential of the grid. A regenerative action is thereby started, which continues until grid current starts to flow.

The voltage across the grid winding of the transformer is divided between the PFN, the grid-cathode resistance of $T_1$, and the output resistance of the trigger generator. A cathode-follower output is gener-
ally used for the trigger generator in order to ensure a relatively low effective resistance. The voltage appearing across the PFN starts a voltage wave traveling toward the open end, where it is reflected and returns toward the transformer end. When this cycle is completed the PFN is fully charged, and the potential of the grid of $T_1$ starts to fall abruptly. The plate current in the tube then begins to fall, reducing the voltage across winding (1). This process results in a reduction in the voltage across winding (3) that makes the grid still more negative, and causes a regenerative shutoff of the plate current. The voltage across the grid winding then disappears, and the PFN discharges through the resistances $R_1$ and $R_2$, driving the grid below cutoff. The bias voltage $(E_0)_1$, keeps the tube nonconducting until the next trigger pulse starts another cycle.

The above description of the action of a regenerative driver is very qualitative. The analysis of the effect of transformer and tube characteristics on this circuit is extremely difficult. An approximate analysis has been made with a simplified circuit for the effects introduced by the pulse-transformer parameters. This analysis is given in Sec. 14-2.

In the action of the regenerative-driver circuit a voltage is induced across the winding (2). This winding is connected between the bias supply and the grid of the pulser switch tube. In order for this circuit to function as the driver for the switch tube, the voltage appearing across this transformer winding must be equal to the required grid swing. The load introduced by the grid circuit of the switch tube has a strong influence on the flatness of the top of the voltage pulse appearing at the grid. If the load on winding (2) is small, the voltage pulse generally has oscillations of appreciable magnitude superimposed on its top. Since switch tubes of a given type vary considerably in their grid-voltage–grid-current characteristics, it is sometimes necessary to introduce resistors across one or more of the transformer windings to damp out the oscillations. These oscillations are the result of the inherent leakage inductance and distributed capacitance of the transformer, and they may therefore be minimized to some extent by careful transformer design. The oscilloscope trace reproduced in Fig. 4.5 indicates the character of the pulse obtained at the grid of a 715B switch tube from a regenerative driver using an 829 beam tetrode.

Fig. 4.5.—Voltage pulse at the grid of a 715B tube obtained from a regenerative driver using an 829 tube. Sweep speed: 10 div. per usec; pulse amplitude: 1000 volts.
Both the maximum and the minimum pulse durations obtainable with a given regenerative driver are dependent on the pulse-transformer characteristics. The maximum is determined by the magnetizing current and core saturation. When the magnetization of the transformer core approaches saturation, the magnetizing current increases very rapidly, increasing the tube drop and thereby reducing the voltage across winding (1), and hence across winding (3). This decrease in voltage causes the regenerative shutoff to start before the PFN is fully charged. The pulse may be terminated by this same process, even if the transformer core does not become saturated, if the magnetizing current becomes too great. The minimum obtainable pulse duration is determined by the inherent inductance and capacitance of the circuit (including the transformer), exclusive of the pulse-forming network. For intermediate values of pulse duration, the duration of the output pulse corresponds reasonably well with the calculated value based on the inductance and capacitance of the network. Thus, if $L_N$ is the total inductance and $C_N$ is the total capacitance of the network, the time required for a voltage wave to travel from one end to the other is $t = 2\sqrt{L_N C_N}$ and the pulse duration $t = 2\sqrt{L_N C_N}$.

It has been possible to design regenerative drivers in which the pulse duration may be varied over a wide range merely by changing the constants of the PFN. With an 829 tube and a GE 68G627 pulse transformer, satisfactory operation can be obtained in this manner over the range 0.5 μsec to 5 μsec. The relatively low voltages involved in the circuit make it possible to change from one pulse duration to another by means of small remote-controlled relays. It is thus feasible to adapt a single design to a number of different applications.

The range of pulse duration may be extended beyond 5 μsec merely by connecting the corresponding windings of two pulse transformers in series. In this way the circuit has been made to operate satisfactorily at 10 μsec. A second transformer can also be introduced with the aid of small relays, which thus provides a range from 0.5 μsec to 10 μsec with no major change in the circuit.

The lower limit of the range in pulse duration that can be obtained with a given 68G627 pulse transformer is considerably less than 0.5 μsec. Below this value, however, the inevitable small variations in transformer parameters from one unit to another begin to have a greater effect. With any given unit, it is possible to construct a pulse-forming network that produces a 0.25-μsec output pulse from the driver. Although the same PFN in another circuit with a different transformer may produce a pulse duration as much as 50 per cent greater, the 0.25-μsec pulse duration can generally be obtained by adjusting the constants of the PFN. It is, therefore, possible to have the range 0.25 μsec to 10 μsec available.
from such a driver if the PFN's for the shortest pulses are properly adjusted for each individual case.

When the desired range of pulse durations does not extend higher than about 1 \( \mu \text{sec} \), a smaller pulse transformer than the 68G627 can be used. The Utah OA18 transformer has been found satisfactory for the shorter pulses. Using this pulse transformer, it has been possible to use pulse durations as short as 0.1 \( \mu \text{sec} \) with no serious difficulty. When very short pulse durations are desired, the shape of the trigger pulse becomes important for reasons that are discussed below.

(a) Six-section pulse-forming network with \( Z_N = 1000 \text{ ohms} \).

(b) Two-section pulse forming network with \( Z_N = 1000 \text{ ohms} \).

It has been found experimentally that, with some transformers and tubes, it is possible to maintain a reasonably good pulse shape for pulse durations as long as 2 \( \mu \text{sec} \) and as short as 0.1 \( \mu \text{sec} \) by reducing the network to a single inductance and a single condenser. The pulse shape is not as good as that obtained from a multisection line, but, with a switch tube such as the 715B, the pulser output pulse can be made considerably more rectangular than the grid-driving pulse. (Compare Fig. 4.5 with Figs. 2.25, 2.26, 2.27, and 2.28.) The possibility of simplifying the network in this way has made it possible to adjust the pulse duration as
much as \( \pm 20\) per cent by varying the inductance of the single coil. This inductance may be varied either by means of a slug of magnetic material, which may be moved in or out of the inductance coil, or by moving a piece of copper toward or away from the end of the coil. Oscilloscope traces of the voltage pulses appearing at various points in the circuit of Fig. 4-4 are reproduced in Fig. 4-6a and b. These two pictures indicate that the output pulse from the driver is the same whether a two-section or a six-section pulse-forming network is used to determine the pulse duration.

The characteristic impedance \( Z_N = \sqrt{L_N/C_N} \) of the PFN used in a regenerative driver circuit has an effect on the circuit behavior. It has been found experimentally that there is a range of values of \( Z_N \) that allows satisfactory operation. The extent of this range, however, varies with the particular combination of tube and pulse transformer. With an 829 tube and a GE 68G627 transformer the mean value of \( Z_N \) for this range is about 1000 ohms, and the operation does not become seriously affected until \( Z_N \) is reduced to about 500 ohms or increased to about 1500 ohms. At the high impedance values the pulse duration may be too short, and there is sometimes a tendency for several short pulses to occur in the time corresponding to the normal pulse duration. At the low impedance values the pulse duration tends to become longer than it should be, and is finally limited by the transformer characteristics. These effects are illustrated in the oscilloscope traces reproduced in Fig 4-7a, b, and c.

As the desired pulse duration becomes shorter, the total capacitance of the PFN becomes smaller, and the magnitude of the trigger pulse that appears at the grid of the tube for a given input trigger pulse also becomes smaller. If the trigger-pulse amplitude at the grid becomes sufficiently small, the regenerative action may not start. Thus, for a low-capacitance line or a slow-rising trigger pulse, there can be an uncertainty in the time at which the regeneration starts. This effect is indicated by the sketches of Fig. 4-8 for a given network capacitance and for both a fast- and a slow-rising trigger pulse. Time jitter, that is, the uncertainty in the starting time for the grid pulse shown in Fig. 4-8b, is observed when a succession of pulses is desired. The effect shown in Fig. 4-8b is also obtained when the capacitance of the PFN is very small, even though the trigger-pulse voltage may rise fast enough for satisfactory operation with longer pulse durations. When this situation exists, it can generally be corrected by introducing a trigger amplifier and sharpener between the trigger generator and the driver input.

The time delay between the start of the trigger pulse and the start of the driver output pulse also depends on the rate of rise of the voltage pulse appearing at the grid of the driver tube. For a given tube and
(a) Two-section pulse-forming network, $Z_N = 2000$ ohms.

(b) Two-section pulse-forming network, $Z_N = 1000$ ohms.

(c) Two-section pulse-forming network, $Z_N = 200$ ohms.

Fig. 4-7.—Oscilloscope traces of the pulse shapes occurring at various points in a regenerative-driver circuit with a GE 6S8G627 pulse transformer and an 829 tube. The letters correspond to the labeling in the circuit diagram of Fig. 4-4. Sweep speed $\approx 10$ div. per $\mu$sec.
given circuit voltages, this time delay remains very nearly constant over long periods of time. The actual value of this time delay is a complicated function of the tube characteristics, the bias voltage, and the rate of rise of the trigger-pulse voltage.

For a few pulser applications, for example, for pulse-coding in radar beacons, it is required that some of the interpulse intervals be comparable with the pulse duration. When it is necessary to have successive pulses of about 1-μsec duration follow each other at intervals as short as 10 to 15 μsec, special attention must be given to the driver design. The regenerative driver is readily adaptable to this application. By referring to the circuit of Fig. 4-4, it may be seen that the voltage of the grid of \( T_1 \) becomes considerably more negative than the bias voltage at the end of the pulse because of the discharging of the PFN through the resistances \( R_1 \) and \( R_2 \). The time constant of this discharge is therefore dependent on the capacitance of the network and on the values of these resistances. Since \( R_1 \) serves to decouple the grid from the bias power supply during the pulse, it cannot be reduced in value without affecting the grid voltage at that time. The obvious alternative is to use a small inductance in combination with a small resistance in place of the high resistance \( R_1 \). For pulses with durations of the order of magnitude of 1 μsec, this inductance can be about 1 mh. A driver having an inductance of 0.5 mh in series with a resistance of 5000 ohms in place of \( R_1 \) and an 829 for \( T_1 \) produces satisfactory 2-μsec pulses at a recurrence frequency of 80 kc/sec.

The regenerative-driver design has proved to be a versatile one for use with a hard-tube pulser. In addition to the available flexibility in pulse duration and interpulse interval, it is also possible to accomplish some changes in pulse shape. For one particular application it became necessary to reduce the rate of rise of the output pulse at the magnetron load. Although this reduction can be effected in the output circuit, as indicated in Chap. 2, it was easier in this case to make the change in the driver circuit. The requisite change in rate of rise of the output voltage pulse was obtained by introducing a small inductance in series with the plate of the tube in the driver. When such an inductance is
used alone, large oscillations are superimposed on the pulse. They may be damped out, however, by inserting a resistance in parallel with the inductance.

A regenerative driver using a single 829 tetrode provides a power output and grid swing that are sufficient to drive the grids of two 715B or 5D21 tubes in parallel. This power output is 2 to 3 kw with a grid swing of about 1000 volts. The power output of the pulser is about 250 to 300 kw.

4-3. The Multivibrator and Pulse-forming-network Drivers.—Multivibrators are used extensively to generate pulses at low-power levels. Several arrangements of the multivibrator circuit are discussed in Vol. 19 of the Radiation Laboratory Series. For microwave-radar systems, the so-called "biased multivibrator" has been adapted for use as the pulse generator in the driver of a hard-tube pulser. This circuit is suitable for driver application because it has a single stable state. It is therefore possible to obtain an output pulse from a biased multivibrator only when the proper triggering impulse is applied to one of the tubes, and the length of the interpulse intervals can be determined by a timing circuit that is independent of the pulser.

A driver circuit utilizing a biased-multivibrator as the pulse generator has been devised for a 1-Mw hard-tube pulser (described in detail in Sec. 5.2). The switch in this pulser consists of three 6C21 triodes in parallel. It is evident from the discussion of switch tubes in Chap. 3 that the driver for such a pulser must deliver a pulse power of about 15 kw to the three 6C21 grids. The grid-voltage swing required for 1-Mw power output from the pulser is about 2.5 to 3 kv. Since it is impracticable to try to obtain this much power at the output of the multivibrator, it is necessary to use amplification.

The shape and duration of the output pulse from a multivibrator depends on the load and on the values of the circuit elements and tube voltages. In practice, some variation must usually be expected in these parameters, and it is therefore necessary to allow sufficient latitude in the circuit design to accommodate a reasonable range of values. The most serious aspect of this characteristic of the multivibrator in the driver application is the possible variation of pulse duration. In this driver the difficulty was avoided by introducing an auxiliary means for determining the pulse duration, which consisted of a delay line connected between the output of the driver and the input of the amplifier following the multivibrator.

The block diagram of this driver circuit, shown in Fig. 4-9, indicates the way in which the pulse duration is determined. The multivibrator pulse generator is constructed so that the pulse fed into the amplifier at $B$ is of longer duration than the pulse desired at the output of the driver.
When the leading edge of the pulse reaches A, a voltage wave starts to travel from A to B through the delay line. This voltage wave reaches B after a time determined by the constants of the delay line. If the pulse fed into the amplifier at B is positive and the pulse voltage at A is negative, it is possible to neutralize the positive voltage at the amplifier input, and thereby to terminate the pulse appearing at A. The pulse duration at the driver output is thus fixed by the time it takes a voltage wave to travel the length of the delay line, independent of the multivibrator output. This arrangement has been expressively called the "tail-biting" circuit.

In order to insure that only one pulse appears at the driver output for each trigger pulse, the output pulse of the multivibrator must not last longer than twice the transit time for the delay line. For pulse durations of about a microsecond, this latitude for the multivibrator output is ample. When the desired pulse duration is very short, however, more care must be exercised in the design of the circuit. The buffer amplifier is introduced to minimize the effect of loading on the output pulse shape and pulse duration obtained from the multivibrator. If the amplifier is carefully designed, the shape of the pulse at the driver output can be considerably better than that fed into the amplifier, and the dependence of driver output on multivibrator output is further reduced.

A simplified schematic diagram for this driver circuit is shown in Fig. 4-10. The biased multivibrator, which consists of the two halves of a 6SN7, delivers a negative pulse to the grid of the normally "on" buffer amplifier tube, a 6L6. A positive pulse is then obtained at the grid of the first 3E29 amplifier. The negative pulse that appears at the plate of this 3E29 is inverted by means of a pulse transformer, and the resulting positive pulse is applied to the grids of two 3E29 tubes in parallel. The negative pulse obtained at the plates of these tubes is also inverted by a pulse transformer in order to give a positive pulse at the grids of the 6C21 tubes. A part of the negative pulse at A is impressed across the end of the delay line by means of the voltage divider consisting of $R_1$ and $R_2$. After traversing the delay line, this negative pulse appears at B.
with amplitude sufficient to neutralize the positive pulse output from the 6L6. This negative pulse lasts for a time corresponding to the pulse duration at point A and, if this time plus the delay time is greater than the duration of the pulse from the multivibrator, the bias voltage maintains the 3E29 nonconducting when the pulse is over.

The pulse duration from this driver may be varied by changing the length of the delay line between points A and B. The switch $S_1$, indicated in Fig. 4.10, is provided to facilitate this change. The switch $S_2$

![Fig. 4.10.—Simplified schematic diagram of the driver for a hard-tube pulser using a multivibrator pulse generator and a delay line to determine pulse duration.](image)

is mechanically coupled with $S_1$ in order to change the pulse duration at the multivibrator output at the same time that the length of the delay line is changed. The constants in the multivibrator circuit are chosen so that the pulse delivered to the amplifier is about 25 to 40 per cent longer than the pulse duration desired from the driver.

The operation of this driver requires two of the tubes, the 6L6 and one half of the 6SN7, to be conducting during the interpulse interval. When the pulser is being operated at a low duty ratio, where the interpulse interval is about 1000 times as long as the pulse interval, it is desirable to have the power dissipated by these normally "on" tubes as small as possible. The multivibrator power output should be kept small for this reason also, and the necessary output power from the driver must be provided by pulse amplification.

Another driver circuit making use of a biased multivibrator has been devised for the 200-kw hard-tube pulser of a microwave-radar system...
used in aircraft. The switch in this pulser consists of two 5D21 tetrodes in parallel. In this driver, the multivibrator serves a somewhat different purpose than it does in the circuit just discussed. The pulse shape and pulse duration are determined in this driver by a current-fed network (see Part II for the detailed discussion of pulse-forming networks). The function of the multivibrator is to start and stop the current in this network. This circuit should, therefore, more properly be referred to as a "pulse-forming-network driver" rather than a "multivibrator driver."

The operation of this driver circuit is best discussed with reference to the circuit diagram shown in Fig. 4.11. The two tubes, 6AG7 and 3E29, and associated circuit elements constitute a cathode-coupled biased multivibrator. The values of the circuit elements and voltages are such that the 6AG7 is normally conducting and the 3E29 is nonconducting. A negative trigger pulse applied to the grid of the 6AG7 makes this tube nonconducting, and the plate rises in potential. As a result, the grid of the 3E29 is raised in potential by virtue of the coupling capacitance $C_1$, and plate current starts to flow. The current flowing in the cathode resistance of the 3E29 then raises the potential of the cathode of the 6AG7 through the medium of the coupling capacitance $C_2$, keeping this tube in the nonconducting state. The 3E29 remains conducting until the potential of the 6AG7 cathode falls sufficiently to allow this tube to become conducting again. The time required for the cycle to be completed is determined by the time constant of the capacitance $C_2$ and the cathode resistance.

A current-fed network is connected in series with the plate of the 3E29. In its simplest form, such a network is a short-circuited line-simulating network, as indicated in Fig. 4.12a. The configuration

![Fig. 4.11. Driver for a hard-tube pulser using a biased multivibrator with one stable state and a current-fed network for pulse-shaping.](image-url)
actually used for one of the networks in this driver is shown in Fig. 4-12b. The network of Fig. 4-12b is used in preference to that of Fig. 4-12a in order to obtain a better pulse shape. During the time that the 3E29 is conducting, current builds up in the inductance of the network, thus storing energy in the amount \( \frac{1}{2}LI^2 \). When the 3E29 suddenly becomes nonconducting at the end of the multivibrator operating cycle, the network begins to discharge through the load presented by the grid circuit of the switch tube. A positive voltage pulse is thus started at the plate of the 3E29 and the grid of the pulser switch tube. If the net-

![Fig. 4-12.—Current-fed networks used to form the pulse in the driver circuit shown in Fig. 4-11.](image)

work is well designed and the load presented by the grid circuit of the switch tube matches the characteristic impedance of the network, the pulse voltage drops to zero when the energy stored in the inductance is completely discharged. The construction of the network therefore determines both the shape and the duration of the driver output pulse.

The pulse duration obtained from this driver may be changed by connecting different pulse-forming networks into the circuit. In one pulser design, which was widely used in airborne microwave-radar systems, three pulse durations can be selected by remote-controlled switching of networks. For all three of these pulse durations, \( \frac{1}{4}, \frac{1}{2}, \) and \( 2\frac{1}{2} \) \( \mu \text{sec} \), the conducting period for the 3E29 is the same. In this particular case, the multivibrator is designed to allow 4.5 \( \mu \text{sec} \) for the buildup of current in the network. A considerable range of pulse duration at the driver output may therefore be obtained without changing the constants of the multivibrator circuit.

The time delay between the start of the trigger pulse and the start of the driver pulse is inherently longer with this circuit than for those previously discussed because of the time required for current to build up in the inductance of the pulse-forming network. The dependence of
the pulse duration of the multivibrator output on the circuit voltages affects this time delay. If, for any reason, the voltages applied to the tubes of the multivibrator are subject to random variations, the change in time delay appears as time jitter in the output pulse.

Because of the effect just mentioned, a later version of this driver incorporated a modification of the multivibrator circuit such that the 6AG7 tube is returned to the conducting state by the positive pulse obtained by connecting a short-circuited delay line in parallel with the trigger input as shown in Fig. 4.13. For this modification, indicated in Fig. 4.13, the coupling capacitance between the cathodes of the two tubes is removed, and a direct connection is made in its place. The two tubes have, therefore, a common cathode resistor. The behavior of this circuit when a negative trigger pulse is applied to the grid of the 6AG7 is the same as that for the circuit of Fig. 4.11. The 3E29 is changed from the conducting to the nonconducting state by the positive pulse at the 6AG7 grid, and, because it is again desired to have 3E29 conducting for 4.5 μsec, the delay line is constructed so that it has a two-way transit time of 4.5 μsec. This circuit, as well as the earlier version, has a single stable state, but, because of the long time constants in the grid circuits, the state in which the 3E29 is conducting can be considered quasi-stable as far as the circuit operation is concerned. The principal advantages of this arrangement over the previous one are a smaller dependence of circuit behavior on the 3E29 characteristics, and the possibility of better control over the length of the PFN-charging period.
For reasons already mentioned, it is desirable to have the normally "on" tube of the multivibrator dissipate as little power as possible. It is also desirable to keep the conducting period for the 3E29 short in order to maintain a high over-all efficiency.

A pulse-forming-network driver can also be designed with a voltage-fed network. In this case the driver is a line-type pulser of the type described in detail in Part II of this volume. Although the pulse generator used in the bootstrap driver, discussed in Sec. 4·1, is such a line-type pulser, the output power is too small for the driver function, and it is necessary to provide amplification. The subsequent development of pulse-forming networks and satisfactory gaseous-discharge tubes capable of handling high pulse power has eliminated the necessity of amplification. With the 3C45, 4C35, and 5C22 hydrogen thyatrons it is now possible to design line-type pulsers having a range of pulse-power output from a few kilowatts to several megawatts.

The schematic circuit for one possible arrangement of a pulse-forming-network driver using a voltage-fed network is shown in Fig. 4·14. The PFN is charged during the interpulse interval from the d-c power supply through an inductance and a diode in series. The output pulse is initiated by the application of a positive trigger pulse to the grid of the gaseous-discharge switch tube. When the tube is conducting, the PFN discharges into the load, which consists of the cathode resistor and the grid circuit of the high-vacuum switch tube of the pulser output circuit. The pulse shape and the pulse duration are determined by the characteristics of the PFN and its discharging circuit. The reader is referred to Part II for further details concerning the operation of line-type pulsers.

When the pulser application requires only one pulse duration and recurrence frequency, it is unnecessary to have a diode in the charging circuit of the network. With the diode, however, it is possible to change recurrence frequency over a considerable range, and the pulse duration may be changed by connecting different networks into the circuit.
By using a pulse transformer, it is possible to connect the cathode of the gaseous-discharge tube to ground, as shown in Fig. 4.15, and thus to eliminate the need for a filament transformer with high-voltage insulation.

A possible disadvantage is that the introduction of the pulse transformer may result in a somewhat poorer pulse shape at the grid of the high-vacuum switch tube.
CHAPTER 5
PARTICULAR APPLICATIONS

BY G. N. GLASOE

5.1. The Model 3 Pulser—A Light-weight, Medium-power Pulser for Airborne Radar Systems.—The original specifications for this pulser, based on the requirements for a light-weight airborne search radar, ASV, and an aircraft-interception radar, AI, were formulated in the winter of 1941. By the summer of 1945 this pulser had been incorporated into six different radar systems and their various modifications. The pulser was manufactured in very large numbers by the Stromberg-Carlson Company and the Philco Corporation. A revised model of the pulser, Mark II, in which improvements were made in engineering and manufacturing details, was manufactured during the last year of the war. A few circuit modifications were also incorporated as a result of the experience gained in the operation of the original version, Mark I. The revised pulser was designed to meet the requirement that it be physically and electrically interchangeable with the original unit. The stringent requirements placed on the size and weight of this pulser resulted in some departures from accepted engineering practices. Improvements in techniques and in the design and manufacture of components, however, warranted such departures, and extensive laboratory tests proved their feasibility. Because of the small size of this pulser compared with others that had previously been constructed for an equivalent power output, the unit was facetiously referred to as the "vest-pocket pulser."

The Model 3 pulser was designed to meet the following specifications:

Output pulse power: 144 kw (12 kv at 12 amp).
Duty ratio: 0.001 maximum.
Pulse duration: 0.5, 1.0 and 2.0 μsec. (Remote control of pulse selection.)
Size: must fit into a cubical space 16 in. on a side.
Weight: preferably no greater than 60 lbs.
Ambient-temperature range: −40 to +50°C. (External fan to be provided with ambient temperature above +30°C.)
Altitude: must operate satisfactorily at 30,000 ft.
Input voltages: 115 volts at 400 to 2000 cycles/sec and 24v d-c.
(The a-c frequency range was changed to 800 to 1600 cycles/sec when the revised pulser was being designed.)
The design of a pulser to meet these specifications was undertaken before satisfactory pulse transformers and line-type pulsers were developed. The design, of necessity, included the high-voltage power supply associated with a hard-tube-pulser design. The combined size, weight, and altitude specifications therefore required that the pulser be housed in an airtight container in order to maintain atmospheric pressure around the high-voltage parts of the circuit, regardless of the reduced external pressure at high altitude. The need for an airtight housing complicated the problem of heat dissipation. Because the lack of ventilation and the high external temperature caused the components to operate at high temperatures, it was imperative that the over-all efficiency be as high as possible. The size and weight specifications imposed the necessity of using small components, resulting in small factors of safety. The completed pulser unit was mounted on a square base 15 in. by 15 in. by 44 in. The airtight housing was a cylinder having a diameter of 15 in. and a dome-shaped end of dimensions such that the over-all height was 11 1/2 in. The combined heights of the base and housing were 16 in. A space under the base was provided for mounting a magnetron, TR tube, preamplifier, and miscellaneous parts associated with the r-f components. The original unit manufactured by Stromberg-Carlson weighed 64 lb, and the Philco unit weighed 60 lb. The revised pulser, which was manufactured by Stromberg-Carlson, weighed 53 lb. Photographs of the Stromberg-Carlson pulser are reproduced in Figs. 5.1 and 5.2, and the schematic diagrams for these two units are shown in Figs. 5.4 and 5.5.

The control circuit and connections to the primary power source are omitted for the sake of clarity.

The Output Circuit.—The original plans for the Model 3 pulser called for its operation with the 2J21 and 2J22 magnetrons. The 725A magnetron, which was developed later, replaced the 2J21 as soon as it became available. From a knowledge of the operating characteristics of these magnetron oscillators, it was decided that the output voltage pulse obtained from the pulser could be allowed to drop as much as 2 per cent during a 1-μsec pulse without seriously affecting the frequency of the magnetron output. The minimum capacitance of the storage condenser to be used in the pulser was, therefore, determined from the relation \( ΔV_t = I_t Δt/C_w \), as indicated in Chap. 2. For a pulse voltage of 12 kv and a pulse current of 12 amp, the capacitance of the storage condenser is

\[
C_w = \frac{12 \times 1 \times 10^{-6}}{2 \times 10^{-2} \times 12 \times 10^3} = 0.05 \times 10^{-6} \text{ farad.}
\]

Operation at a pulse duration of 2-μsec was considered satisfactory, even though it resulted in a 4 per cent drop in pulse voltage at the magnetron
Fig. 5-1.—Photograph of the original Model 3 hard-tube pulser.
Fig. 5-2.—Photograph of the revised Model 3 hard-tube pulser.
input, because these pulses were intended only for beacon interrogation. The current drop in the 2J21 and 2J22 magnetrons corresponding to this change in pulse voltage was approximately 10 to 15 per cent for a 1-µsec pulse.

When using the TR tubes and receivers first developed for microwave-radar systems, it was considered necessary that the trailing edge of the voltage pulse applied to the magnetron drop to zero in ½ µsec or less.

Fig. 5.3.—Sketch showing the two types of airtight housing used with the Model 3 hard-tube pulser.

In order to accomplish this voltage drop when using a resistance as the recharging path for the storage condenser, this resistance had to be only three or four times the static resistance of the magnetron. Since the resulting pulse-power loss in the recharging resistance was appreciable, the need for high efficiency made this arrangement impractical. A 10-mh inductance was chosen for the recharging path because it brought the trailing edge of the pulse down quickly and wasted less power since the pulse current in this shunt path is only 1.2 amp at the end of a 1-µsec pulse.
In the original design the isolating element in series with the high-voltage power supply was a 5-mh inductance. Oscillations in the voltage of the storage condenser occurred during the charging interval, as indicated in the curves of Figs. 2.39 and 2.40. The amplitude of these oscillations was sufficient to induce voltages in other parts of the circuit, causing false signals to appear on the indicator of the radar system. It was therefore necessary to introduce a 500-ohm resistor in series with the 5-mh charging inductance in order to eliminate these oscillations. The result of the addition is shown in Fig. 2.40. Since it proved difficult to find a satisfactory 500-ohm resistor that was not too bulky, the 5-mh inductance was soon replaced by a 10,000-ohm resistor. The shape of the trailing edges obtained with the 10-mh recharging path and the
10,000-ohm isolating resistor for the three pulse durations is shown in the oscilloscope traces reproduced in Fig. 2-25. The traces reproduced in Fig. 2-19 indicate the corresponding behavior when the 10-mh inductance was replaced by a 10,000-ohm resistor.

As the development of radar systems and components progressed, it became evident that the importance of having a steep trailing edge on the voltage pulse had been overemphasized. Therefore, in the design of the revised version of the pulser less attention was given to this detail. Perfectly satisfactory operation of the radar system could be obtained with a voltage pulse that dropped to zero in as much as 1.5 μsec.

The use of an inductance as the recharging path causes a positive backswing voltage to appear at the end of the pulse. This positive voltage is added to the power-supply voltage at the plate of the switch tube and may result in sparking, particularly when the power-supply voltage is near the safe upper limit for the tube. It is therefore necessary to introduce a shunt diode, as indicated in Chap. 2. When an inductive resistor is used as the recharging path, and the magnetron is connected directly to the output of the pulser, the shunt diode is unnecessary. (This was one of the modifications incorporated into the revised design as a result of the relaxed requirement on the time for the voltage to fall to zero.) The photographs of Fig. 2-27 show the voltage pulses obtained with an inductive resistor in parallel with the magnetron load.

It is generally desirable to have some available means of monitoring the current through the magnetron. In a hard-tube pulser, the average magnetron current is equal to the average current corresponding to the recharging of the storage condenser. This current may be measured simply by connecting an ammeter in series with the recharging path as indicated in the Figs. 5-4 and 5-5. This meter must be bypassed by a capacitance sufficiently large to prevent the meter from being damaged by the pulse current that flows while the switch tube is conducting. The precautions necessary for such average-current measurements are discussed in detail in Appendix A. A resistor is usually connected in parallel with the meter in order to provide a conducting path when the meter is disconnected. This resistance must be large enough so that it introduces a negligible error in the ammeter reading, but not so large that it appreciably increases the condenser-charging time constant. (In the Model 3 pulser this resistance was about 200 ohms.) When a shunt diode is used in the pulser, the average-current meter must be connected in such a way that it measures the sum of the currents in the diode and the recharging path.

When the design of the Model 3 pulser was begun, no really satisfactory switch tube was available. The 304TH, which had been used in previous designs, required so much cathode-heating power that it could
not be considered for a small airtight unit. The development of the 715B provided a tube that was capable of withstanding the high voltage and had sufficient cathode emission for the required plate current. Since this tube has an oxide cathode, much skepticism was expressed concerning its suitability for an application where a plate voltage of as much as 15 kv and a pulse-plate current of almost 15 amp were needed. Extensive life tests, however, showed that factory tests could be devised that would eliminate the relatively few tubes that could not meet the pulser requirements.

The 715B tube is a tetrode and, as indicated in Chap. 3, its pulse characteristics make it very suitable as a pulser switch tube. The bias voltage that is necessary to keep the tube nonconducting during the interpulse interval is about — 500 volts, although occasional tubes require as much as — 750 volts. The Model 3 pulser was designed with a bias voltage of at least — 650 volts in order to insure a negligible plate current during the interpulse interval for the majority of 715B tubes. The bias voltage and the screen-grid voltage of + 1250 volts are both obtained from the power supply in the driver circuit. Since a high resistance is connected in series with the screen grid as a protection against excessive screen grid current, it is necessary to bypass the screen grid to the cathode with a reasonably large capacitance. This capacitance was 0.06 µf in the original model, but was increased to 0.3 µf in the revised pulser. The increase in size of the bypass capacitance improved the pulse shape for marginal tubes, since it decreased the drop in screen voltage during the pulse.

With a screen-grid voltage of 1250 volts and a positive grid drive of 200 to 250 volts, a pulse current of 12 amp can be obtained in the magnetron for a tube drop of about 1.5 kv in the 715B. The plate current at the start of the pulse consists of the load current and the current through the 10,000-ohm isolating resistor. At the end of the pulse, the current that has been built up in the 10-mh shunt inductance is an additional contribution to the plate current. As stated previously, this additional plate current is about 1.2 amp for a 1-µsec pulse. Thus, the plate current should increase from 12 amp to 13.2 amp during the pulse if the magnetron current remains constant. The drop in the voltage on the storage condenser, however, causes the load current to decrease by an amount which may actually be more than the increase in current occurring in the 10-mh inductance, and as a result the net plate current may be less at the end than at the beginning of the pulse.

A plot of the components of the cathode current in a 715B switch tube used in one of these pulsers is shown in Fig. 5-6. The pulse current in the magnetron load, the current in the 10-mh inductance, the screen-grid current, and the total cathode current were measured by means of a
PARTICULAR APPLICATIONS

The block labeled "I_1 + I_{10R} resistor + errors" was not measured, but its magnitude agrees well with the expected value. With a power-supply voltage of 12 kv and a magnetron-pulse voltage of 10.5 kv, the current in the isolating resistor is about 1 amp, which leaves a value of about 0.5 to 0.9 amp for the control-grid current. This value agrees with the pulse characteristics for the 715B shown in Fig. 3.7. The drop in voltage on the 0.05-µf storage condenser for a 2-µsec pulse should be about 480 volts. The observed drop in magnetron current was 3 amp, corresponding to a dynamic resistance of 160 ohms, a value that is also in agreement with the known characteristics of the 725A magnetron used for these measurements. From this plot it may be seen that the total cathode current actually decreases slightly during the pulse. The slight decrease in the screen-grid current is due to a drop in screen-grid voltage during the pulse caused by a bypass condenser of insufficient capacitance (0.06 µf).

Because of the high frequency of the primary power source, 400 to 2400 cycles/sec for the airborne radar systems, it was possible to consider using a voltage-doubler rectifier for the high-voltage supply. The size of the power transformer and the voltage on the filter condensers for this design were less than those for an equivalent half-wave or full-wave rectifier. The overall specifications for the systems using the Model 3 pulser called for reasonably good regulation of the voltage from the alternators. Therefore, because the inherent voltage regulation of the voltage-doubler power supply was poor, it was necessary to specify that the same duty ratio be used for each of the three pulse durations. The high-voltage power supply in this pulser consisted of two 0.15-µf 8-kv condensers in a single can, and two RKR72 rectifier tubes. (Later the 3B24 became available and replaced the RKR72.) The high voltage could be changed by means of an 8-ohm variable resistor connected in series with the primary of the high-voltage transformer. In order to
cover a wider range of voltage without using a larger resistance, there were three taps on the transformer primary. The regulation of the power supply was considerably poorer with the resistance in the circuit. The curves of Fig. 5:7 indicate the regulation obtained with and without the 8-ohm resistance.

The average current taken from the high-voltage power supply during the operation of a pulser serves as a convenient means of monitoring the circuit behavior. A power-supply current that is higher than the value corresponding to the average current in the magnetron indicates the breakdown of insulation somewhere in the high-voltage part of the circuit. In this way, it is often possible to detect the start of breakdown of the insulation in the filter and storage condensers. The average current is measured in the ground connection to the power supply in the same manner used to measure the magnetron average current. In this pulser, the average power-supply current was about 5 ma higher than the average magnetron current, in the range 8 ma to 12 ma, when a 0.001 duty ratio was used.

One of the major circuit modifications made in the design of the revised Model 3 pulser was a change in the high-voltage power supply. At the beginning of the description of the pulser output circuit, it is stated that a 2 per cent drop in pulse voltage was considered allowable for a 1-μsec pulse. One of the factors involved in this consideration was the physical size of the storage condenser. If it had been possible to use a capacitance larger than 0.05 μf in the available space, a drop in voltage smaller than 2 per cent would have been desirable. A smaller drop in voltage during the pulse was obtained by combining the condensers of the voltage-doubler rectifier with the storage condenser, as shown in Fig. 5:5. The same condensers serve both purposes, and the effective storage capacitance was therefore 0.15 μf. Thus, the drop in voltage is one third of that obtained with the 0.05-μf condenser of the original design.

The power-supply arrangement of the revised pulser had one disadvantage, namely, that the effective filtering action was not as good as that obtained with the original arrangement. This disadvantage was alleviated, however, by the fact that the minimum frequency of the primary power supply had been raised from 400 cps to 800 cps by the time
this revision was considered. With the 800 cps a-c supply, a small amount (two or three per cent) of amplitude jitter was observable on the magnetron current pulse. This small amplitude jitter was not found to have any observable effect on the magnetron operation.

The Driver Circuit.—The regenerative driver designed for this pulser used an 829 tube and a GE 68G627 pulse transformer. The circuit for this driver is discussed in Sec. 4·2 and is shown in detail in Figs. 5·4 and 5·5. The power supply for the driver consisted of two half-wave rectifiers, one for the positive and one for the negative voltages required. The same positive voltage was used for the 829 plate and the 715B screen grid. The 829 screen grid and bias voltages were obtained from taps on the bleeder resistance connected across the two parts of the power supply. In the revised design, the filter condensers in the driver power supply were made considerably smaller than those in the original, again because of the higher frequency of the a-c input.

The pulse-forming networks used in the early driver units consisted of several inductance and capacitance sections. As stated in Sec. 4·2, the impedance of these networks is not critical, so it was possible to use standard sizes of condensers and then adjust the inductances to produce the desired pulse duration. The general procedure in designing such a network is to make an approximate calculation of the values of \( L_N \) and \( C_N \) from the two relationships \( \tau = 2 \sqrt{L_N C_N} \) and \( Z_N = \sqrt{L_N/C_N} \) with \( Z_N \approx 1000 \) ohms. The actual value of \( L_N \) is then determined empirically using the nearest standard condenser size. Once the constants for the networks are found, it is somewhat of a problem to control the production methods so as to have pulse durations that lie within a ±10 per cent tolerance about the nominal value. This problem arises from the fact that the actual pulse duration depends on many factors, such as the network itself, the pulse transformer, the stray inductances and capacitances in the driver circuit, the tube characteristics (to some extent), and also the load presented to the driver by the grid circuit of the switch tube. The final procedure adopted by the pulser manufacturers was to test each completed network for proper pulse duration, rather than to depend on inductance and capacitance measurements.

Experience with the regenerative-driver circuit indicated that a satisfactory pulse shape could be obtained with pulse-forming networks that were reduced to single inductances and condensers, at least for a pulse-duration of 1 \( \mu \)sec or less. Accordingly, the networks used in the revised design were built in this manner, as shown in Fig. 5·5. It thus became feasible to make the single inductance variable, and thereby to have an available means for varying the pulse duration. In the units manufactured by the Stromberg-Carlson Company the inductance was varied by means of a copper slug that could be moved toward or away
from the end of the coil. This copper slug provided an adjustment of about $\pm 10$ per cent in the pulse duration. In units manufactured by the Philco Corporation, the variation was obtained by means of a ferromagnetic slug that could be moved along the axis of the coil. A variation of about $\pm 20$ per cent was made available by this arrangement. The variable inductance proved to be a great convenience because it allowed the pulse duration to be adjusted after the completion of the whole driver unit.

**Protective Measures.**—Because of the strict limitation on the size of the Model 3 pulser, it was decided that a minimum of time-delay and overload-protection devices would be incorporated. Consequently, the control circuit was made as simple as possible. Two relays were provided to be actuated by the available 24 v d-c. The first controlled the a-c input to all except the high-voltage transformer. By energizing the second relay, the high-voltage power supply was turned on. The only control over the delay time required after turning on the filaments and before turning on the high voltage was a sign warning the operator to wait three minutes. Instead of a relay for overload protection, two fuses were provided, a 10-amp fuse in the main a-c line to the pulser, and a 5-amp fuse in series with the high-voltage power transformer.

In the original unit, a bleeder resistance was provided across the high-voltage power supply. When the input circuit to the power transformer was opened, this bleeder reduced the voltage on the filter condenser rapidly enough to give reasonable protection against electric shock. The bleeder resistance could not be used with the revised pulser, however, and it was therefore necessary to provide a shorting device. This device was a mechanically operated shorting bar that short-circuited the power supply when the airtight housing was removed.

**Heat Dissipation.**—Since the unit was required to be airtight, it was necessary to circulate the air within the housing in order to obtain as much heat transfer as possible to the walls. This circulation was accomplished by means of a small blower with a 24-v d-c motor. The outside of the housing was corrugated to increase the surface area exposed to the external air. The power input to the original pulser was about 450 watts for an output of 144 watts. Thus, about 300 watts were dissipated within the airtight container. The temperature rise within the unit under these conditions was about $55^\circ$C. With an external fan blowing air against the outside of the housing at the rate of 60 ft$^3$/min, this temperature rise was reduced to about $40^\circ$C. The heat dissipation in the revised pulser was reduced slightly from the above figure and, with improved heat transfer to the walls of the housing, the internal temperature rise was about $40^\circ$C without an external fan. In the revised design, better heat transfer to the outside air was obtained by the use of a double-walled
housing. The internal blower forced the heated air to pass between the walls of the inner and outer housing wall, as shown in the sketch in Fig. 5-3. Because of the high temperature at which the components of this pulser must operate, special attention was given to the choice of the condensers. The Sprague Vitamin Q condensers proved satisfactory up to 105°C, and were therefore used in both the original and revised Model 3 pulsers.

5.2. The Model 9 Pulser—A 1-Mw Hard-tube Pulser.—The need for a high-power pulser to be used in the testing of magnetrons became urgent early in 1941. The research and development that was started at this time led to the design of a hard-tube pulser that could deliver a pulse power of 1 Mw (25 kv at 40 amp) to a magnetron. The original design of this unit was called the Model 4 pulser, but after some modifications were introduced, particularly in the driver circuit, the pulser became known as the Model 9. In addition to its use in determining the performance characteristics of magnetrons, this pulser was used in some ground-based radar systems. One of these systems in particular was widely used as a mobile radar unit in both defensive and offensive operations during the war. The Model 9 pulser was used in this radar application because its operational characteristics satisfied the requirements for precision ranging and automatic following. The operational use of this radar system demanded that a very high degree of reliability be maintained over long periods of time under conditions of almost continuous operation. Because of the somewhat unsatisfactory life of the available switch tubes and magnetrons with the full 1-Mw pulse power, the pulser was operated at a pulse-power output of about 800 kw.

The Model 9 pulser was designed to meet the following specifications:
Output pulse power: 1000 kw (25 kv at 40 amp).
Maximum duty ratio: 0.002.
Pulse duration: 0.25 to 2.0 μsec (remote control of pulse selection).
Size and weight: As small as possible compatible with good engineering design.
Input voltage: 115 volts, 60 cycles/sec, single phase (the units for the mobile radar system were built for three-phase supply).

The specified voltage and current output for this hard-tube pulser required that the high-voltage power supply be designed for about 30 kv and 100 ma. Because of this high voltage and average current, it was impractical to design the pulser and the power supply as a single unit. Consequently, the pulser was built in one cabinet and the power supply in another, necessarily making the total weight larger than it would be for a single unit. The completed pulser occupies a cabinet 26 by 34 by 55 in. and weighs about 800 lb. The power-supply cabinet is
approximately the same size but weighs about 1200 lb. The photographs
reproduced in Fig. 5-8 indicate the disposition of the components in the
pulser cabinet. The schematic diagram for the Model 9 pulser with
control circuits omitted is shown in Fig. 5-9.

The Output Circuit.—For the measurements necessary in determining
the performance characteristics of a magnetron, it is desirable to have the
shape of the output pulse from the pulser as rectangular as possible.
It was therefore decided that the top of the voltage pulse should be flat to
better than the 2 per cent figure allowed in the Model 3 pulser design.
The choice of the actual energy-storage capacitance to be used was
influenced by the available high-voltage condensers. Since a value of
0.125 μf was chosen, the drop in pulse voltage for a 1-μsec pulse is about
1.3 per cent at the full output power from the pulser (25 kv at 40 amp).
This value of the storage capacitance was considered sufficient for the
majority of the applications, and for many of these, the drop in voltage
was not greater than 1 per cent because the actual pulse current used
was less than the maximum value of 40 amp.

As in the case of the Model 3 pulser, the trailing edge of the voltage
pulse was required to drop to zero in less than 0.5 μsec. With a magne-
tron load, the rate of fall of the pulse voltage depends on the amount of
energy stored in stray capacitance during the pulse, and on the nature of
the recharging path for the storage condenser. The stray capacitance
and voltage were larger for the Model 9 pulser than for lower-power
pulsers, and consequently, if a resistance were to be used as the recharg-
ing path, its value would have to be so small that a large amount of pulse
power would be wasted. It was therefore decided to use a 5-mh induct-
ance in place of the resistance, this value being adequate even for the
0.5- and 0.25-μsec pulses.

The isolating element in series with the high-voltage power supply is
a 10,000-ohm resistance. Thus, a pulse current of about 2.5 amp flows
through this resistance at maximum pulse voltage output from the pulser.
The power lost during the pulse interval in this resistance at the maximum
duty ratio of 0.002 is, therefore,

\[ P = I_p^2 R_c r (PRF) = (2.5)^2 \times 10^4 \times 0.002 = 125 \text{ watts}. \]

If the maximum duty ratio of 0.002 corresponds to operation at a pulse
duration of 1 μsec and a PRF of 2000 pps, the interpulse interval is
5 \times 10^{-4} \text{ sec}. If it is assumed that the 10,000-ohm resistor constitutes
the entire recharging path for the storage condenser, the power dissipated
during the interpulse interval may be calculated as outlined in Sec. 2-4.
Thus, in this case, the time constant is

\[ RC = 10^4 \times 0.125 \times 10^{-4} = 1.25 \times 10^{-3} \text{ sec}. \]
and the interpulse interval is equal to $0.4RC$. The rms charging current is then 1.006 times the average current. For operation at full pulse power and 0.002 duty ratio, the average recharging current is 80 ma, so $(I_c)_{\text{rms}} = 80.5$ ma, and the power lost in the charging resistor is $(0.08)^2 \times 10^4 \approx 64$ watts. The isolating resistance must therefore be capable of dissipating about 200 watts. Because of the high voltage across this resistance, the pulser was designed with four 2500-ohm units in series.

In order to eliminate the backswing voltage inherent in the use of the inductance recharging path, it was necessary to incorporate a shunt diode into the pulser design. This diode had to be capable of passing a pulse current of several amperes, and of withstanding an inverse voltage of 25 kv. The choice of tube for this function was somewhat limited, and it proved to be more economical of space and cathode power to use two 8020 diodes in parallel, rather than a single large tube. It was necessary
to use more than one 8020 tube because the plate dissipation was greater than that allowed for a single tube.

The average magnetron current is measured by a meter connected in series with the recharging path for the storage condenser. In the Model 9 pulser, a current-sensitive relay is connected in series with this meter. The contacts of this relay are connected in series with the primary winding of the transformer used to heat the magnetron cathode. By adjusting a resistance in parallel with the coil of this relay, it is possible to have the magnetron-cathode heater current shut off when the average magnetron current reaches a certain minimum value. This feature was added to this pulser because the back-bombardment heating of the magnetron cathode became large enough at high average power to keep the cathode hot without any current in the heater. This automatic reduction of the cathode-heating power minimized the danger of overheating the cathode, and the consequent shortening of the life of the magnetron.
Fig. 5-9.—Schematic diagram for the Model 91-Mw hard-tube pulser. Control circuits are not shown.
A survey of available tubes that could be used as the switch in the Model 9 pulser indicated that the Eimac 1000 UHF triode, later called the 6C21, was the best choice. The pulse characteristics for this tube, shown in Fig. 3.10, indicate that three tubes in parallel are required to obtain a pulse current of 40 amp in the pulser load. It proved to be more economical of cathode-heating power and grid-drive power to use several of these tubes in parallel, instead of a single large tube that could withstand the plate voltage of 30 kv and carry the required pulse current. Although the 1000 UHF was rated for a considerably lower plate voltage, laboratory tests proved that the tube could be operated at 30 kv under the conditions of pulse operation.

The pulse currents in the 10,000-ohm isolating resistance and in the 5-mh recharging inductance must be added to the load pulse current when determining the total plate current for the switch tubes. For a 40-amp load current in the Model 9 pulser, the total plate current is 45 to 50 amp. The curves of Fig. 3.10 indicate that this plate current can be obtained with three 6C21 tubes in parallel if the positive grid drive is 1000 to 1500 volts and the tube drop is 4 to 5 kv. Under these conditions the pulse-grid current becomes about 1.5 to 2.5 amp for each tube. In order to keep the 6C21 tube from conducting during the interpulse interval, the grid must be biased at least 1200 volts negative when the plate voltage is 30 kv. The pulser was designed with a grid bias of 1500 volts to insure a negligible plate current during the interpulse interval for any tube. The grid-driving power necessary for the switch-tube operation in this pulser is therefore about 20 kw. This value is not unreasonably large for a 1-Mw pulser.

The Driver Circuit.—The driver circuit used for the Model 9 pulser has been described in Sec. 4.3. A block diagram and a simplified schematic of this driver are shown in Figs. 4.9 and 4.10. The 3E29 tube was chosen for the final pulse amplifier in this driver because the grid swing of 2.5 to 3 kv required for the 6C21 tubes could not be obtained from an 829 tube. As stated in Chap. 3, the 829 tube has a plate-voltage rating for pulse operation of 2 kv, whereas the 3E29 was designed for a plate voltage of 5 kv. Although the grid current of 5 to 8 amp in the three 6C21 tubes could be obtained with a single 3E29 tube, the driver was designed with two of these tubes in parallel in order to provide a greater factor of safety. A plate voltage of 4 kv and a screen-grid voltage of 720 volts was used for these final amplifier tubes in the driver.

Since the voltage output available from the 6L6 buffer amplifier following the multivibrator was not sufficient, an intermediate amplifier tube was necessary. An 829 could serve this purpose, but in order to reduce the number of tube types, another 3E29 was used instead, which operated with the plate voltage and the screen-grid voltage obtained from a 750-volt power supply.
As stated in Sec. 4.3, the pulse duration obtained from this driver is changed by varying the length of the delay line in the feedback (tail-biting) circuit. This variation is accomplished by means of a series of taps on the delay line which can be selected by a switch. This switch is mechanically linked with another switch that changes the constants in the multivibrator in order to keep the pulse duration for the multivibrator about 25 to 40 per cent larger than that desired at the output of the driver.

The driver for the Model 9 pulser was constructed in a unit physically separable from the rest of the pulser. This arrangement provides an easy means of servicing the driver and making any desired modifications. All the d-c voltages necessary for the driver circuit, with the exception of the 4-kv supply for the 3E29 plates, are obtained from power supplies contained in the driver unit.

Modifications to Obtain Continuously Variable Pulse Duration over the Range 0.5 µsec to 5 µsec.—A slight modification of the driver circuit made it possible to vary the pulse duration continuously over the range 0.5 to 5 µsec. This variation was accomplished by removing the delay line entirely and introducing a variable resistance in place of the switch and the series of fixed resistances in the grid circuit of the normally “on” half of the 6SN7 multivibrator tube. Since the pulse duration is approximately an exponential function of this grid resistance, a tapered potentiometer was designed to allow the pulse duration to vary with the position of the adjustment control in a reasonably linear manner. The modified multivibrator is shown in Fig. 5.10. The circuit elements indicated in heavy lines are those that were changed from the original arrangement shown in Fig. 5.9 in order to obtain satisfactory operation over the 0.5-to 5.0-µsec range in pulse duration. The only other change in the driver circuit necessary for this purpose was the addition of an inductive resistor with a resistance of 1000 ohms and an inductance of 160 µh across the secondary of the pulse transformer following the first 3E29 tube. This element was necessary to make the driver output pulse fall more rapidly; it was not needed in the original circuit, because the feedback pulse through the delay line provided a sufficiently fast rate of fall for the driver pulse.

Besides these changes in the driver circuit, two other modifications were made in the Model 9 pulser for the extension to 5-µsec operation.
The 0.125-μf storage capacitance was replaced by a 0.3-μf capacitance. With the larger capacitance, the drop in voltage during a 5-μsec pulse is about two per cent at the full power output of 25 kv and 40 amp. The other change in the output circuit consisted of replacing the 5-mh induct-
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Fig. 5-11.—Regenerative driver for 0.1- to 0.5-μsec operation of the Model 9 pulser.

ance in the storage-condenser recharging path by a 2.5-mh inductance and 4000-ohm resistance in series. With this inductance-resistance combination, the trailing edge of the voltage pulse is brought down quickly, and the pulse current in these elements is considerably less than that in the 5-mh inductance for long-pulse operation.
Modification to Obtain Pulser Operation over the Range 0.1 \( \mu \)sec to 0.5 \( \mu \)sec.—A regenerative-driver circuit similar to that described in Sec. 4.2 was also designed to be used with the Model 9 pulser for pulse durations from 0.1 to 0.5 \( \mu \)sec. The schematic circuit is shown in Fig. 5.11. This driver was constructed to be physically and electrically interchangeable with the variable-pulse-duration driver, thus providing a pulser that can be operated over the range in pulse duration from 0.1 to 5 \( \mu \)sec. For the operation, from 0.25 to 0.5 \( \mu \)sec, the 4000-ohm resistance in the storage-condenser recharging path is short-circuited in order to make the voltage pulse fall quickly, and for 0.1-\( \mu \)sec operation only 1 mh of the 2.5-mh inductance is used. When a long tail on the voltage pulse is not objectionable, the output circuit of the pulser can be used in the same manner as for the longer pulse operation.

Protective Measures.—Because of the high voltage necessary for this 1-Mw hard-tube pulser, great care is taken to protect the operator from accidental shock. Interlocks are provided on all doors, and all the power supplies have bleeder resistances to discharge the filter condensers. An automatic shorting bar is actuated so as to discharge the storage condenser when the cabinet doors are opened. Overload relays and fuses are incorporated to protect components against abnormal increases in voltage and current in critical parts of the circuit.

Since several kilowatts of power are dissipated inside the pulser cabinet, it is necessary to provide protection against overheating of components. A large blower is therefore installed to draw air through a filter from outside the cabinet and circulate it inside the cabinet.

5.3. A High-power Short-pulse Hard-tube Pulser.—This pulser was designed and constructed for the purpose of determining the behavior of magnetrons and the operation of radar systems under conditions of high pulse power and very short pulse duration. For these tests it was specified that the pulser be capable of delivering pulse power of 1 Mw or more to a magnetron at various pulse durations in the range from 0.03 \( \mu \)sec to 0.15 \( \mu \)sec. The pulse shape was to be as rectangular as possible in order that a reasonable evaluation could be made of the magnetron and radar-system performance in terms of the pulse duration. It was further required that the pulse-power input to the magnetron be adjustable from small to large values without any appreciable change in the pulse shape or the pulse duration. The combination of these requirements dictated that the pulser be of the hard-tube type.

The schematic diagram for the pulser circuit designed to meet the above requirements is shown in Fig. 5.12. Photographs of the unit constructed for the laboratory tests are reproduced in Fig. 5.13.

The Output Circuit.—Because of the limitation imposed by available components, particularly the switch tube, the pulser was designed for a
maximum voltage-pulse amplitude of about 30 kv, and a pulse current of about 35 amp. Since it was desired that the short pulses be nearly rectangular, the output circuit had to be designed for a very high rate of rise of voltage. The inductance and the shunt capacitance in the pulser circuit therefore had to be kept as small as possible. In order to minimize the inductance introduced by the circuit connections, the components were mounted as close together as their physical size would permit, allowing for the spacing necessary to prevent high-voltage flash-over. The importance of keeping the stray capacitance small is evident when

![Schematic diagram of the circuit for a high-power short-pulse hard-tube pulser.](image)

the charging current, $C \cdot \frac{dv}{dt}$, for this capacitance is considered. For example, if the capacitance across the output terminals of the pulser is 20 $\mu$F and the voltage pulse at the load is to rise to 30 kv in 0.01 $\mu$sec, the condenser-charging current is 60 amp. Since this current must flow through the switch tube, the maximum plate current needed to obtain a large value of $\frac{dv}{dt}$ may be considerably greater than that needed to deliver the required pulse power to the load. The magnetron may have a capacitance of 10 to 15 $\mu$F, between cathode and anode, so it is obvious that the additional capacitance introduced by the pulser circuit must be small.
Fig. 5-13.—Photographs of a hard-tube pulser constructed for laboratory tests at very short pulse duration and high pulse power.
The storage capacitance used for this pulser consisted of two 0.05-\( \mu f \) 15-kv condensers connected in series. The effective capacitance of 0.025 \( \mu f \) was ample for the short pulse durations, since the drop in voltage is only 140 volts for a 0.1-\( \mu \)sec 35-amp pulse. These condensers were arranged so as to keep the connections short and the stray capacitance to ground low, as may be observed in the photographs of Fig. 5.13.

One of the most serious problems encountered in the design of this pulser was the choice of a satisfactory switch tube. The requirements of high pulse voltage and high pulse current could not be met by a single tube of any available type. It was necessary to choose the 6D21 tetrode from the standpoint of the high plate voltage needed, and to use four of these tubes in parallel in order to obtain the plate current required for the maximum pulse-power operation. The curves of Fig. 3.10 indicate that four 6D21 tubes are capable of a total plate current of 70 to 80 amp, which is sufficient to allow the voltage pulse to rise at the rate of 3000 kv/\( \mu \)sec for a stray capacitance of about 20 \( \mu f \).

In order to minimize the inductance in the pulse circuit, the plate terminals of the four 6D21 tubes were interconnected by means of a thick brass plate. This brass plate served also as the mechanical support for one end of the storage condenser in order to provide a short connection and to keep the capacitance to ground small. The other terminal of the storage condenser was attached to the magnetron-cathode terminal as can be seen in Fig. 5.13. The inductance of the ground connection to the cathodes of the four 6D21 tubes was also kept small by mounting the sockets on a heavy brass plate that served as the common ground terminal for the pulser circuit.

The low value of stray capacitance across the pulser output aided the quick return of the pulse voltage to zero at the end of the pulse. In order to make the voltage fall to zero in a few hundredths of a microsecond, however, it was still necessary to use a relatively low resistance for the storage-condenser recharging path. A value of 2000 ohms was used, although this value was only about twice the normal load resistance. The use of an inductance for the recharging path was not considered, because it would then be necessary to add a shunt diode to eliminate the backswing voltage, and the addition of such a diode to the circuit would of necessity increase the stray capacitance. It was considered more important to keep this capacitance small than to decrease the pulse power lost in the shunt path by the use of an inductance.

The Driver Circuit.—Because of the relatively large pulse power required to drive the grid of four 6D21 tubes, it was decided to use a pulse-forming network driver of the type discussed in Sec. 4.3. This driver was a line-type pulser using inductance charging of the pulse-forming network. A hold-off diode was used in the network-charging
circuit in order to provide some flexibility in the range of pulse recurrence frequencies that could be used. The circuit was so arranged that the screen-grid voltage for the 6D21 tubes was obtained from the power supply used to charge the network.

The pulse-forming network in this driver consisted of a short length of 50-ohm high-voltage pulse cable. The pulse duration could then be easily changed by varying the length of the cable. The lengths actually used for various pulse durations were obtained experimentally, and are indicated in the diagram of Fig. 5-12. The approximate length to be used for a particular pulse duration can be calculated since it is known that the velocity of propagation for a voltage wave in this cable is about 450 ft/μsec and that the wave must traverse the length of cable twice during the pulse. The coil of cable used for the pulse-forming network may be seen in the photograph of Fig. 5-13.

In order to obtain a fast rate of rise for the pulse applied to the grids of the 6D21 tubes, it was necessary to keep the connection between the driver and the grid terminals as short as possible. The 4C35 switch tube of the driver was therefore mounted upside down beneath the plate supporting the four tubes. Since the cathode of the 4C35 must rise and fall in potential along with the 6D21 grids, a low-capacitance transformer was used to supply the cathode-heating power.

Operation.—This pulser was operated at pulse durations as short as 0.02 μsec and at a pulse power of 950 kw with a magnetron load. The magnetron pulse current was not observed in the usual way (see Appendix A), in which a resistor is introduced between the magnetron anode and ground, because for these short pulses the added capacitance and inductance introduced by such a resistor was sufficient to cause distortion of the pulse shape. The pulse current was determined from the measured average magnetron current, the pulse recurrence frequency, and the pulse duration. The pulse duration was measured for the r-f envelope pulse, and the oscilloscope sweep speed calibrated by measuring the frequency difference between the first minima on either side of the center frequency of the r-f spectrum. This calibration was done with a 0.1-μsec pulse whose frequency difference of 20Mc/sec could be measured with reasonable precision.

Photographs of the oscilloscope traces for some voltage and r-f pulses obtained with this pulser are reproduced in Fig. 5-14. The time delay between the start of the voltage pulse and the start of the r-f pulse is characteristic of magnetrons, and its magnitude depends on a large number of factors (cf. Chap. 9 of Vol. 6). The relatively slow rate of rise for the r-f envelope pulse is due in part to the detector and the oscilloscope circuit used to obtain the trace. The fraction of the observed time required for the r-f pulse to build up that was due to the circuit and the
fraction that was inherent in the magnetron output were not determined in these cases. Other experiments\(^1\) have indicated that the time for this buildup may be about 0.01 μsec.

One of the interesting results obtained with this pulser is the fact that a magnetron can operate satisfactorily with considerably higher pulse-power input as the pulse duration is decreased. With a 725A magnetron, for example, the operation was satisfactory, that is, there was no sparking, with a pulse-power input of 900 kw at a pulse duration of 0.03 μsec. The r-f power output under these conditions was 195 kw. In contrast, the magnetron could not be operated above 15 kv and 15 amp without sparking when the pulse duration was about 2 μsec.

5.4. The Application of Pulse-shaping Networks to the Hard-tube Pulser.—Throughout the preceding discussions of the design of hard-tube pulsers, the effect of the value of the storage-condenser capacitance on the change in pulse voltage and pulse current during a pulse is emphasized. It is shown in Chap. 2 that, if the time constant for the discharging circuit of the storage condenser is large compared with the pulse duration, the drop in pulse voltage during the pulse is given approximately by the relation \(\Delta V_I = I\tau/C\). If the pulse voltage changes, the pulse current also changes, but, as indicated in Chap. 2, the above relation is a sufficiently good approximation when \(\Delta V_I\) is only a small percentage of the pulse voltage.

When the load on a hard-tube pulser is a pure resistance,

\[
\frac{\Delta I}{I_{max}} = \frac{\Delta V}{V_{max}},
\]

where \(I_{max}\) and \(V_{max}\) are the maximum load current and voltage at the beginning of the pulse. With a magnetron or biased-diode load the dynamic resistance is generally only a small fraction of the static resistance, and \(\Delta I/I_{max} > \Delta V/V_{max}\), the inequality becoming larger as the

dynamic resistance becomes smaller. In some cases the magnitude of the current change may be so large that the operation of the magnetron oscillator is unsatisfactory. For given values of \( I_t \) and \( \tau \) the magnitude of \( \Delta V \) can be decreased by increasing \( C_w \), but the resulting increase in condenser size becomes a serious problem when the size and weight of the completed pulser are important. The purpose of the present discussion is to point out a method for reducing the change in load current during the pulse without increasing the storage capacitance. The method consists of adding a network in series with the discharging circuit of the storage condenser. The network may be simply a resistance and an inductance in parallel, or it may be a more complex combination of resistance, inductance, and capacitance.

In order to indicate the effect of such a network on the load current during the pulse, an example in which the network consists of an inductance, \( L \), and a resistance, \( R \), in parallel is discussed in detail. The following discussion deals only with the load current associated with the top of the pulse, so the output circuit of the pulser may be simplified by neglecting the stray capacitance and inductance inherent in any design. The circuit is further simplified by considering an ideal switch with its effective resistance combined in the load resistance. The analysis is made for the circuit shown in Fig. 5.15 with a pure-resistance load. The initial voltage on the storage condenser is \( V_w \), and the current in \( L \) is assumed to be zero before the switch \( S_T \) is closed in order to start the pulse. The resistance \( R'_t \) includes any resistance in series with the pulse circuit exclusive of that introduced by the network. Thus \( R'_t \) represents the effective resistance \( (R_t + r_p) \) for a resistance load \( R_t \) and a switch tube of resistance \( r_p \). Using Kirchhoff's laws, the Laplace-transform equations for this circuit are

\[
R_i(t)(p) + R'_t I_i(p) + \frac{I_t(p)}{C_w p} = \frac{V_w}{p}, \tag{1}
\]

\[
R_i(t)(p) + L p i_2(p) = 0, \tag{2}
\]

and

\[
i_1(p) + i_2(p) = I_t(p). \tag{3}
\]

An equation for \( I_t(p) \) is obtained by combining Eqs. (1), (2), and (3), with the result

\[
I_t(p) = \frac{V_w}{(R + R'_t) \left( p + \frac{R}{L} \right)} \left( p^2 + \frac{RR'_tC_w + L}{(R + R'_t)LC_w} p + \frac{R}{(R + R'_t)LC_w} \right). \tag{4}
\]
Let
\[ 2a = \frac{RR'_iC_w + L}{(R + R'_i)L C_w} \]  \hspace{1cm} (5)
and
\[ b = \frac{R}{(R + R'_i)L C_w}. \] \hspace{1cm} (6)

Then Eq. (4) may be written
\[ I_i(p) = \frac{V_w}{(R + R'_i)} \left( \frac{p + \frac{R}{L}}{(p + a)^2 + \omega^2} \right), \] \hspace{1cm} (7)
where \( \omega^2 = b - a^2 \).

The inverse Laplace transformation of Eq. (7) gives
\[ I_i(t) = \frac{V_w}{(R + R'_i)} e^{-at} \left[ \cos \omega t + \frac{(R - L a)}{L \omega} \sin \omega t \right]. \] \hspace{1cm} (9)
If \( b < a^2 \), let \( k^2 = -\omega^2 = a^2 - b \). Then
\[ I_i(t) = \frac{V_w}{(R + R'_i)} e^{-at} \left[ \cosh kt + \frac{(R - L a)}{L k} \sinh kt \right]. \] \hspace{1cm} (10)
If \( b = a^2 \),
\[ I_i(t) = \frac{V_w}{(R + R'_i)} e^{-at} \left[ 1 + \frac{(R - L a)}{L} t \right]. \] \hspace{1cm} (11)

These three equations give the load current as a function of time for any combination of the circuit parameters. Since in most pulser designs the time interval involved is very small, the point of interest is whether or not a condition can be found for the circuit parameters such that \( I_i(t) \) is a slowly varying function near \( t = 0 \). This condition can be determined by differentiating Eqs. (9), (10), and (11) with respect to time and equating the derivative to zero. Thus from Eq. (9)
\[ \frac{dI_i}{dt} = \frac{V_w}{(R + R'_i)} e^{-at} \left[ -\omega \sin \omega t + \frac{(R - L a)}{L} \cos \omega t - a \cos \omega t \right. \]
\[ \left. - \frac{a(R - L a)}{L \omega} \sin \omega t \right]. \] \hspace{1cm} (12)
Equating this derivative to zero for \( t = 0 \) gives the condition
\[ R = 2La. \] \hspace{1cm} (13)
With the value of \( a \) from Eq. (5), Eq. (13) becomes
\[ L = R^2C_w. \] \hspace{1cm} (14)
The identical condition is obtained by carrying out the same procedure with Eqs. (10) and (11). If the relation of Eq. (14) is used, Eqs. (9), (10), and (11) become

\[
I_t(t) = \frac{V_w}{(R + R'_l)} e^{-\frac{t}{2RC_w}} \left( \cos \omega t + \frac{1}{2RC_w \omega} \sin \omega t \right), \quad (15)
\]

\[
I_t(t) = \frac{V_w}{(R + R'_l)} e^{-\frac{t}{2RC_w}} \left( \cosh kt + \frac{1}{2RC_w k} \sinh kt \right), \quad (16)
\]

and

\[
I_t(t) = \frac{V_w}{(R + R'_l)} e^{-\frac{t}{2RC_w}} \left( 1 + \frac{t}{2RC_w} \right), \quad (17)
\]

Thus, when the condition of Eq. (14) is satisfied by the components of the LR-network, the plot of load current as a function of time has a zero slope at \( t = 0 \). The equation for the load current without the LR-network in the pulser output circuit is

\[
I_t(t) = \frac{V_w}{R'_l} e^{-\frac{t}{RC_w}}. \quad (18)
\]

Since the plot of current versus time from this equation has a slope not equal to zero at \( t = 0 \), the decrease in load current obtained from Eqs. (15), (16), and (17) should be less for small values of \( t \) than that from Eq. (18).

A numerical example shows more specifically the effect of the LR-network on the change of load current during the pulse. Assume the following values for the circuit parameters for Fig. 5.15:

\[
V_w = 12.5 \text{ kv.}
\]

\[
R'_l = 1000 \text{ ohms.}
\]

\[
C_w = 0.05 \mu \text{f.}
\]

\[
R = 50 \text{ ohms.}
\]

\[
L = R^2 C_w = 125 \mu \text{h.}
\]

\[
\tau = 1 \mu \text{sec.}
\]

If \( L = R^2 C_w \) is substituted in Eqs. (5) and (6), Eq. (8) becomes

\[
\omega^2 = b - a^2 = \frac{3R - R'_l}{4R^2 C_w (R + R'_l)}. \quad (19)
\]

In the present example, \( 3R < R'_l \), so

\[
k^2 = a^2 - b = \frac{R'_l - 3R}{4R^2 C_w (R + R'_l)}, \quad (20)
\]

and the current is given by Eq. (16). The change in current during
1 µsec is therefore
\[
\Delta I_1 = \frac{12.5 \times 10^3}{1050} \left[1 - e^{-0.2} (\cosh 0.18 + 1.1 \sinh 0.18)\right]
\]
\[
= 11.9 \times 0.005 = 0.06 \text{ amp.}
\]

Without the LR-network, the change in load current obtained from Eq. (18) is
\[
\Delta I_1 = \frac{12.5 \times 10^3}{1000} \left[1 - e^{-0.02}\right]
\]
\[
= 12.5 \times 0.02 = 0.25 \text{ amp.}
\]

Using the approximate calculation \(\Delta V_1 = \frac{I_1}{C_w} \tau\), the change in pulse voltage is
\[
\Delta V_1 = \frac{12.5}{0.05} = 250 \text{ volts,}
\]
and
\[
\Delta I_1 = \frac{250}{1000} = 0.25 \text{ amp.}
\]

Thus the droop in the current pulse is decreased by a factor of four when the LR-network is inserted.

If the load is a biased diode or a magnetron, the output circuit of the pulser appears as shown in Fig. 5.16. The analysis for this circuit is identical to that for the circuit of Fig. 5.15, \(r'_l\) replacing \(R'_l\) and \(V_w - V_s\) appearing in place of \(V_w\). The resistance \(r'_l\) represents the sum of the dynamic resistance of the biased diode and the effective switch-tube resistance, that is, \((r_1 + r_p)\). As another numerical example indicating the effect of the LR-network, consider the following values for the circuit parameters:

\[
V_w = 12.5 \text{ kv.}
\]
\[
V_s = 10 \text{ kv.}
\]
\[
C_w = 0.05 \mu\text{f.}
\]
\[
r'_l = 200 \text{ ohms.}
\]
\[
R = 50 \text{ ohms.}
\]
\[
L = R^2C_w = 125 \mu\text{h.}
\]
\[
\tau = 1 \mu\text{sec.}
\]

Since \(r'_l > 3R\), Eq. (16) again applies, and the change in load current during 1 µsec is
\[
\Delta I_1 = \left[1 - e^{-0.2} (\cosh 0.089 + 2.2 \sinh 0.089)\right]
\]
\[
= 10 \times 0.015 = 0.15 \text{ amp.}
\]
Without the LR-network, the change in current according to Eq. (18) is
\[ \Delta I_t = \frac{24}{1000} (1 - e^{-0.1}) = 12.5 \times 0.095 = 1.19 \text{ amp}. \]

Using the approximate calculations for \( \Delta V \),
\[ \Delta V_t = \frac{12.5}{0.05} = 250 \text{ volts} \]
and
\[ \Delta I_t = \frac{0.9}{0.05} = 1.25 \text{ amp}, \]
which agrees reasonably well with the value of 1.19 amp calculated by the exact relation of Eq. (18).

![Circuit Diagram](image)

**Fig. 5-17.**—Change in load current as a function of time with and without an LR-network in series with the output circuit of a hard-tube pulser.

In order to keep the load current constant within 0.15 amp by increasing the capacitance of the storage condenser, this capacitance has to be about 0.4 \( \mu \text{f} \). It is therefore evident that a significant advantage results from the use of the LR-network in series with the discharging circuit of the storage condenser. If the allowable drop in the load current is larger than the values obtained in the above examples, the use of an LR-network makes it possible to have a smaller capacitance for the storage condenser.
The general effect of the addition of the network on the load current is indicated by the curves of Fig. 5.17. One set of curves is given for a 900-ohm resistance load, and another set for a biased-diode load with a 100-ohm dynamic resistance, the switch-tube resistance being 100 ohms for each set. These curves show that a marked improvement in the slope of the top of the current pulse can be obtained even for relatively long pulse durations. The curves also indicate that the use of an LR-network is more important in the operation of the pulser with a low-resistance load.

The examples given above indicate that there is also a disadvantage associated with the use of the LR-network. The presence of the resistance $R$ in series with the load results in a lower pulse current for a given condenser voltage $V_w$. For the resistance load, the maximum value of the pulse current is 12.5 amp without the network and 11.9 amp with the network. For the biased-diode load, the corresponding current values are 12.5 amp and 10 amp. Thus, the pulse power delivered to the biased-diode load having a dynamic resistance of 100 ohms is 110 kw with the LR-network, and 141 kw without it. In order to obtain the same pulse power in the load in both cases, it is necessary to increase the condenser voltage from 12.5 kv to 13.1 kv when the network is used. The actual power loss in the resistance of the LR-network is small (about 5 kw in the example given here), but the requirement of a higher condenser voltage is sometimes an inconvenience. In the design of a hard-tube pulser, it is therefore necessary to weigh the reduction in pulse power or the increase in condenser voltage against the drop in load current during the pulse or an increase in the capacitance of the storage condenser.

Another method by which the pulse current can be kept approximately constant for pulse durations of about a microsecond is indicated in the diagram of Fig. 5.18. This arrangement was first suggested to members of the pulser group at the Radiation Laboratory by Mr. A. A. Varela of the Naval Research Laboratory, Anacostia, D.C.
This arrangement has an advantage over the LR-network in that the network consists of passive elements. There is, however, a loss in pulse voltage, which makes it necessary to charge the condenser \( C_w \) to a higher voltage than is required without the network for a given pulse voltage at the load. Another possible disadvantage of this arrangement is the need for three circuit elements, including a condenser with a relatively high voltage rating.
PART II

THE LINE-TYPE PULSER

The general characteristics of line-type pulsers are given in Sec. 1.4, and a comparison of some features of the two principal types of pulsers are made in Sec. 1.5. The next six chapters of this volume present a detailed discussion of the line-type pulser. Before going into the analysis of the components and circuit behavior, it is well to summarize the general philosophy from which the line-type pulser has been developed.

Fundamentally, the pulser consists of a reservoir of electrical energy that is allowed to discharge completely into a load at predetermined times to form the pulses, and that is connected to a source in such a way that the same amount of energy is stored in it during each interpulse interval. Obviously, there are many types of energy reservoirs that are unsatisfactory because the rate of discharge of their energy into the load does not produce the desired pulse shape. Chapter 6, dealing with pulse-forming networks, sets forth the analysis by which combinations of inductances and capacitances are determined to approximate a specific output pulse shape, and gives the results obtained by various methods of analysis for the pulse shapes most commonly used in pulsers for microwave radar. The pulse-forming networks have been derived by considering circuits that do not include losses, or stray capacitances and inductances, and for which the load resistance is equal to the network impedance. The effects on the output from the pulser of nonlinear loads, of impedance mismatch between load and network, of losses and of stray capacitances in the circuit are considered in Chap. 7.

Chapter 8 gives a discussion of the types of switches most commonly used with line-type pulsers, and of the auxiliary circuits that they require. The different methods of restoring the energy to the pulse-forming network between pulses are considered in detail in Chap. 9, and the over-all performance of the pulser as it is affected by the various components and by variations in load impedance is discussed in Chap. 10. Finally, Chap. 11 gives a few examples of pulsers in use at present, and also indicates the possibilities of some variations in the usual pulser circuit.

It is worth noting again that the fundamental circuits of line-type pulsers are always very simple. There can be many variations, depending on the required polarity of the output pulse and the power supply available. Possibly their greatest advantage, next to their inherent
simplicity, stems from the fact that only sufficient energy for one pulse is stored at any one time; by comparison, the energy stored in the reservoir of the hard-tube pulser is nearly always twenty to fifty times that required by the load for a single pulse. The possibility of damage to the load or to the pulser is thus naturally greater with a hard-tube than with a line-type pulser.

The circuit simplicity results in less flexibility than can be obtained from hard-tube pulsers. The latter type can usually be altered with little effort to satisfy new requirements of pulse duration and recurrence frequency. In the present state of development, a line-type pulser requires a new pulse-forming network if the pulse duration is to be changed and, in the case of a-c charging of the network, it is also inflexible as to recurrence frequency.
CHAPTER 6

THE PULSE-FORMING NETWORK

BY H. J. WHITE, P. R. GILLETTE, AND J. V. LEBACQZ

The pulse-forming network serves the dual purpose of storing exactly the amount of energy required for a single pulse and of discharging this energy into the load in the form of a pulse of specified shape. The required energy may be stored either in capacitances or in inductances, or in combinations of these circuit elements. Networks in which the energy is stored in an electrostatic field are referred to as voltage-fed networks; networks in which the energy is stored in a magnetic field are referred to as current-fed networks. Networks of the voltage-fed type are used almost universally in practice because only with this type can the high-voltage gaseous-discharge switches, such as spark gaps and thyratrons, be used. The current-fed networks have certain important advantages, but thus far no suitable switch is available that permits high-power operation. Therefore, the discussion of networks is confined largely to the consideration of the voltage-fed type.

6.1. The Formation and Shaping of Pulses. Determination of Pulse-forming Networks for Generating Pulses of Arbitrary Shape.—A general mathematical procedure exists for the determination of pulse-forming networks to generate pulses of arbitrary shape, and the outlines of the theory are given for the case of voltage-fed networks. If it is assumed that all the energy is stored in one condenser, the pulse-generating circuit takes the form of Fig. 6.1. The required current pulse \( i(t) \) flowing in the circuit may be arbitrary in shape but practical considerations limit it to finite single-valued functions having a finite number of discontinuities and a finite number of maxima and minima. In analyzing this problem the Laplace-transform method is used. The transform for the current may be found from the definition of the Laplace transform, and is

\[
i(p) = \int_0^\infty i(t)e^{-pt} \, dt.
\]  

\[1\]
The Laplace-transform equation for the circuit of Fig. 6-1 is

\[ \left( R_l + Z_N + \frac{1}{C_N p} \right) i(p) = \frac{Q_N}{C_N p} = \frac{V_N}{p}, \]  

where \( R_l \) is the load resistance, \( Z_N \) is the network impedance, \( C_N \) is the network storage capacitance, and \( Q_N \) is the initial charge on the network. The amplitude of \( i(p) \) is determined by \( V_N \), the initial voltage on \( C_N \). For the present, \( V_N \) may be considered as a known constant, and Eq. (2) may be solved explicitly for the unknown impedance of the network, giving

\[ Z_N = \frac{V_N}{p i(p)} - R_l - \frac{1}{C_N p}. \]  

As a simple illustration, suppose that the current pulse is specified as being rectangular with amplitude \( I_t \) and duration \( \tau \), and that the load is a pure resistance of value \( R_l \). Then \( i(p) \) is found from Eq. (1) to be

\[ i(p) = \frac{I_t}{p} \left( 1 - e^{-\alpha} \right). \]

Substituting in Eq. (3), there is obtained

\[ Z_N = \frac{p V_N}{p I_t (1 - e^{-\alpha})} - R_l - \frac{1}{C_N p}, \]

or rearranging,

\[ Z_N + \frac{1}{C_N p} = R_l \left[ \frac{V_N}{I_t R_l} - 1 + e^{-\alpha} \right]. \]

If the numerator and denominator are multiplied by \( e^{\alpha \tau/2} \),

\[ Z_N + \frac{1}{C_N p} = R_l \left[ \frac{V_N}{I_t R_l} - 1 \right] e^{\alpha \tau/2} + e^{\alpha \tau/2} \]

\[ = R_l \left[ \text{coth} \frac{\alpha \tau}{2} + \frac{\left( V_N / I_t R_l - 2 \right) e^{\alpha \tau/2}}{e^{\alpha \tau/2} - e^{-\alpha \tau/2}} \right]. \]

Choosing \( V_N = 2 I_t R_l \), there is obtained

\[ Z_N + \frac{1}{C_N p} = R_l \text{coth} \frac{\alpha \tau}{2} \]

The right-hand member of Eq. (4) is recognized as the impedance function for an open-circuited lossless transmission line of characteristic
impedance \( Z_0 = R_i \), and transmission time \( \delta = \tau/2 \). Hence, in this case, either the pulse-shaping circuit plus the capacitance \( C_N \) must be an electrical equivalent for the transmission line, or the transmission line itself may be considered as one form of the network that generates the required rectangular pulse.

Unfortunately, in all but the simplest cases it proves very difficult to recognize an actual physical network from the form of \( Z_N \) given by Eq. (3), and there is no straightforward method for changing the expression into a form which is so recognizable. The difficulty is increased by the fact that \( Z_N \) generally contains dissipative as well as reactive elements. Hence, actual designs are usually based on more specialized and indirect approaches to the problem, the most important of which are discussed below.

**Pulses Generated by a Lossless Transmission Line.**—Since the microwave oscillators for which most pulsers have been designed require the application of an essentially rectangular pulse, the lossless open-ended transmission line considered in the foregoing example may be taken as a starting point in the discussion. The nature of the transient produced by the discharge of such a transmission line into a resistance load (see Fig. 6.2), may be studied in more detail by further application of the Laplace transform or operational method of analysis.

The a-c impedance, \( Z \), of the transmission line, is given by elementary transmission line theory as

\[
Z = Z_0 \coth j\omega \delta.
\]

The Laplace-transform impedance is found by substituting \( p \) for \( j\omega \), where \( p \) is the transform parameter. Then

\[
Z(p) = Z_0 \coth p\delta,
\] 

where \( \delta \) is the one-way transmission time of the line, and \( Z_0 \) is its characteristic impedance. The current transform is then

\[
i(p) = \frac{V_0}{p(R_i + Z_0 \coth p\delta)}
= \frac{V_0}{p(Z_0 + R_i)} \cdot \frac{1 - e^{-2p\delta}}{1 + \frac{Z_0 - R_i}{Z_0 + R_i} e^{-2p\delta}}
= \frac{V_0(1 - e^{-2p\delta})}{p(Z_0 + R_i)} \left[ 1 - \frac{Z_0 - R_i}{Z_0 + R_i} e^{-2p\delta} + \left( \frac{Z_0 - R_i}{Z_0 + R_i} \right)^2 e^{-4p\delta} - \cdots \right],
\]

Fig. 6.2.—Schematic circuit diagram for producing an ideal rectangular pulse from a transmission line.
where $V_0$ is the initial voltage on the transmission line. The inverse transform gives the current as

$$
i(t) = \frac{V_0}{Z_0 + R_t} \left\{ 1 - U(t - 2\delta) - \frac{Z_0 - R_t}{Z_0 + R_t} [U(t - 2\delta) - U(t - 4\delta)] + \left(\frac{Z_0 - R_t}{Z_0 + R_t}\right)^2 [U(t - 4\delta) - U(t - 6\delta)] - \cdots \right\}, \quad (7)
$$

where

$$U(\Delta t) = 1 \quad \text{for } \Delta t > 0$$
$$U(\Delta t) = 0 \quad \text{for } \Delta t < 0$$

$$\Delta t = (t - n\delta), \quad n = 2, 4, 6, \ldots$$

If $R_t = Z_0$, that is, if the line is matched to the load, the current consists of a single rectangular pulse of amplitude $I_t = V_0/2Z_0$ and duration $\tau = 2\delta$. Current and voltage pulses for $R_t = Z_0$, $R_t = 2Z_0$, and $R_t = \frac{1}{2}Z_0$ are shown in Fig. 6.3.

The effect of mismatching the load is to introduce a series of steps into the transient discharge. These steps are all of the same sign when $R_t > Z_0$, and alternate in sign when $R_t < Z_0$. An elementary explanation of the steps can be made in terms of reflections caused at the terminals of the line by mismatching the load resistance. These reflections traverse the line to the open end in time $\delta$, are completely reflected there, and travel back to the load end in a total time $2\delta$, where they appear as posi-
tive or negative steps depending upon the mismatch ratio. The reflections continue in this way, with constantly diminishing amplitude, until all the energy initially stored in the line is dissipated in the load resistor. Both the design and operation of line-type pulsers are affected by these reflections.

A transmission line having a one-way transmission time of \( \delta \) generates a pulse of duration \( 2\delta \); assuming a pulse of \( 1-\mu \text{sec} \) duration and a signal velocity on the line of \( 500 \text{ ft}/\mu \text{sec} \) (a representative value), a line of length \( l = 500 \times 1/2 = 250 \text{ ft} \) is required. It is obvious that a high-voltage line or cable of this length would be impractical because of its large size and weight, and hence, that a substitute in the form of a line-simulating network is necessary for any practical equipment. Pulse-forming networks have other advantages in that the pulse shape may be altered by varying the values of the network parameters and the number of elements.

6.2. Networks Derived from a Transmission Line.—The development of pulse-forming networks that simulate a transmission line is a mathematical problem in network synthesis. As may be anticipated, no network having a finite number of elements can exactly simulate a transmission line which in reality has distributed rather than lumped parameters. As the number of elements for a given network type is increased, the degree of simulation will improve. It may happen, however, that the network pulse is a good approximation to the rectangular pulse during only a portion of the pulse interval. For example, the network pulse may exhibit overshoots and excessive oscillations, especially near the beginning and end of the pulse. These possibilities must be kept in mind, and the properties of networks derived by formal mathematical methods must be investigated with care to determine how closely the networks approximate transmission lines.

Network Derived by Rayleigh's Principle.—From the mathematical point of view, physical problems involving distributed parameters give rise to partial differential equations, whereas lumped-parameter problems give rise only to ordinary differential equations. Inasmuch as the partial differential equation for a physical problem may usually be derived by taking the limit of a set of ordinary differential equations as the number of equations in the set approaches infinity,\(^1\) it is clear that a finite number can at best give only an approximate answer to the distributed-parameter problem, but that the degree of approximation improves as the number of equations, and therefore the number of physical elements, is increased. This line of reasoning also appears plausible on purely physical grounds.

Application of Rayleigh's principle to the transmission line yields the two-terminal line-simulating network shown in Fig. 6.4.

The properties of the line-simulating network of Fig. 6.4 may conveniently be investigated by finding its impedance function. For present purposes the operator function is used rather than the a-c impedance function. These two alternative forms are equivalent, but the operator form is particularly useful in calculating the transient response.

The impedance function may be found by writing down the set of \( n \) transform equations for the network and noting that these are difference equations, each equation except the first and last being of the form

\[
- \frac{i_{r-1}(p)}{C_p} + \left( Lp + \frac{2}{C_p} \right) i_r(p) - \frac{i_{r+1}(p)}{C_p} = 0,
\]

where \( r \) is the \( r \)th mesh. The general solution of this difference equation is

\[
i_r(p) = Ae^{\lambda r} + Be^{-\lambda r}
\]

where \( \cosh \theta = 1 + (LC/2)p^2 \), and \( A \) and \( B \) are arbitrary constants to be determined by substitution in the first and last mesh equations. Consider first the case for which the resistance \( R_i \), in series with the battery \( V_N \), is put equal to zero. The circuit is then composed of purely reactive elements, and the currents that flow upon closing the switch persist—that is, the currents continue indefinitely and represent a steady-state rather than a transient condition. Transients can arise only if dissipative elements are present. Solving for the arbitrary constants \( A \) and \( B \) and reducing to hyperbolic functions, the following expression is obtained for the current transform \( i_1(p) \):

\[
i_1(p) = CV_N \frac{\sinh n\theta}{\sinh (n + 1)\theta - \sinh n\theta}
\]

The corresponding input-impedance transform for the network is then

\[
Z(p,n) = \frac{V_N}{pi_1(p)} = \frac{1}{Cp} \left[ \frac{\sinh (n + 1)\theta}{\sinh (n\theta)} - 1 \right].
\]

It may be of interest to find the limiting form of \( Z(p,n) \) as \( n \) approaches infinity in such a way that the total inductance and capacitance of the network remain constant.
The pulse shape generated by the line-simulating network of Fig. 6-4 on matched resistance load, \( R_l = \sqrt{L_N/C_N} = \sqrt{L/C} \), may be found by calculating the charging-current pulse when the voltage \( V_N \) is applied to the circuit of Fig. 6-4. If the voltage transform is divided by the sum of the load resistance and the network impedance \([\text{Eq. (10)}]\),

\[
\dot{i}_1(p) = \frac{V_N}{p} \frac{\sqrt{L}}{\sqrt{C}} + \frac{1}{C_p} \left[ \frac{\sinh (n + 1)\theta}{\sinh n\theta} - 1 \right] \frac{C V_N}{\sqrt{LC} + \left[ \frac{\sinh (n + 1)\theta}{\sinh n\theta} - 1 \right]},
\]

but from the value of \( \theta \) in Eq. (9)

\[
p = \frac{2}{\sqrt{LC}} \sinh \frac{\theta}{2},
\]

hence

\[
\dot{i}_1(p) = CV_N \frac{\sinh n\theta}{\sinh (n + 1)\theta + \left( 2 \sinh \frac{\theta}{2} - 1 \right) \sinh n\theta}, \tag{12}
\]
Equation (12) is valid for any number of sections \( n \). The simplest case occurs when \( n = 1 \), that is, when the network is reduced to a single mesh. In this case

\[
   i_1(p) = CV_N \frac{\sinh \theta}{\sinh 2\theta + \left(2 \sinh \frac{\theta}{2} - 1\right) \sinh \theta}
\]

\[
   = \frac{CV_N}{2 \cosh \theta + 2 \sinh \frac{\theta}{2} - 1}
\]

\[
   = \frac{CV_N}{2 + LCp^2 + \sqrt{LC}p - 1}
\]

\[
   = \frac{V_N}{L} \cdot \frac{1}{p^2 + \frac{1}{\sqrt{LC}}p + \frac{1}{LC}},
\]

which is recognized as the current transform for a one-mesh \( RLC \)-circuit with \( R = \sqrt{L/C} \).

By the method used in deriving Eq. (11), the limit of \( i_1(p) \) as \( n \) approaches infinity in such a way that the total distributed capacitance \( C_N \) and the total distributed inductance \( L_N \) remain fixed is shown to be

\[
   \lim_{n \to \infty} i_1(p) = \frac{V_N}{2 \sqrt{L_N/C_N}} \left(1 - e^{-2\sqrt{L_N/C_N}p}\right).
\]

This is the Laplace transform for a rectangular current pulse of amplitude

\[
   \frac{V_N}{2 \sqrt{L_N/C_N}}
\]

and of duration \( 2 \sqrt{L_N/C_N} \), and is the result to be expected according to Rayleigh’s principle.

In order to check the theory, both calculated and experimental pulse shapes were obtained for a five-section uniform-line network on matched resistance load, that is, when \( R_t = Z_N \). The calculated pulse shape was found by using Eq. (12) with \( n = 5 \). In carrying out the solution, it is necessary to convert from the hyperbolic to the algebraic form corresponding to Eq. (12). Since the denominator is of the 10th degree \((= 2n)\), the roots are tedious to find. The resulting pulse shape is plotted in Fig. 6.5a, using dimensionless ratios for the coordinates. The corresponding experimental pulse shape, shown in Fig. 6.5b, was obtained by using an experimental network for which the actual values of all the parameters were within 1 per cent of the theoretical values. The correspondence between the calculated and experimental pulse shapes is
very close, the only significant difference being in the initial overshoot for which the calculated value is about twice the observed value. This difference occurs probably because the hydrogen-thyratron switch used in the experimental pulse-generator circuit does not close instantaneously, and also because there are, in any physical system, unavoidable losses and distributed capacitances and inductances.

(a) Calculated pulse.  
(b) Observed pulse.  
Fig. 6.5.—Pulse shapes produced by a five-section uniform-line network on matched resistance load.

(a) $R_i = Z_N$.  
(b) $R_i = 2Z_N$.  
Fig. 6.6.—Voltage pulse shapes obtained with the network of Fig. 6.5 as seen with a slow sweep speed.

The oscillograms in Fig. 6.6 were taken with the same network; Fig. 6.6a is identical with Fig. 6.5b except that a slower sweep speed was used in order to show the complete pulse tail. The effect of mismatch with $R_i = 2Z_N$ is shown in Fig. 6.6b, in which the series of steps as shown in Fig. 6.3b is evident, although not very well defined. It may be concluded that the five-section uniform-line network is a poor equivalent for a transmission line. A larger number of sections would give better line-simulation, but this approach is not a very promising one.

Relation to Steady-state Theory.—The network of Fig. 6.4 comprises a low-pass filter for alternating sine-wave currents. The correspondence between its transient d-c pulse properties and steady-state sine-wave properties is of considerable interest. For steady-state sine-wave currents, the solution of the network is of the same form as Eq. (9), that is,
for the rth mesh

\[ i_r(t) = Ae^{\theta t} + Be^{-\theta t}, \quad (14) \]

where \( \theta \) is now defined by the expression

\[ \cosh \theta = 1 - \frac{LC\omega^2}{2}. \quad (15) \]

Equation (14) shows that \( i_r(t) \) will be attenuated only if \( \theta \) has a negative real component, that is, if

\[ \theta = \alpha + j\beta \quad \text{and} \quad \alpha < 0 \]

Then, as \( \cosh \theta \) can be expressed in the form

\[ \cosh \theta = \cosh \alpha \cos \beta - j \sinh \alpha \sin \beta, \]

it is clear that, for \( \alpha = 0 \), \( \cosh \alpha = 1 \), \( \sinh \alpha = 0 \) and \( \cos \beta = 1 - LC\omega^2/2 \). Inasmuch as \( \cos \beta \) must satisfy the inequality \( |\cos \beta| \leq 1 \), there results

\[ \left| 1 - \frac{LC\omega^2}{2} \right| \leq 1, \]

or

\[ 0 \leq \frac{LC\omega^2}{2} \leq 2. \quad (16) \]

Thus all frequencies, \( 0 \leq f \leq \frac{1}{\pi \sqrt{LC}} \), are passed without attenuation, whereas all higher frequencies are increasingly attenuated.

The Fourier series for a succession of identical and uniformly spaced rectangular pulses contains discrete frequencies extending throughout the band to infinity. Most of the pulse energy is accounted for, however, in the frequency band between zero and several times \( 1/\tau \). A very conservative estimate for the significant upper frequency limit might be taken as \( 10/\tau \). Thus, it is reasonable to set the cutoff point for the low-pass filter that will transmit such rectangular pulses without appreciable distortion as

\[ f_c = \frac{10}{\pi \sqrt{LC}} = \frac{10}{\tau}, \]

or

\[ \sqrt{LC} = \frac{\tau}{10\pi}. \quad (17) \]

The quantity \( \sqrt{LC} \) represents the delay time per section of the low-pass filter; therefore, an \( n \)-section filter structure, when used as a pulse-generating network, should produce a pulse of duration

\[ \tau = 2n \sqrt{LC}. \quad (18) \]
The factor 2 arises from the fact that the pulse wave traverses the filter twice and is reflected back to the load from the open end once. If Eqs. (17) and (18) are solved for \( n \), the number of sections, a value of \( n = 5\pi \approx 16 \) is obtained. Less conservative estimates for the frequency-transmission band required might yield, for example, \( n = 5 \) or 10.

Networks Derived by Rational-fraction Expansions of Transmission-line Impedance and Admittance Functions.—Two other networks that simulate a transmission line may be derived by the process of expanding the transmission-line impedance and admittance functions in an infinite series of rational fractions, and then identifying the terms of the series thus obtained with network elements. As given earlier in Eq. (5), the operational form of the impedance function for a lossless open-ended transmission line of characteristic impedance \( Z_0 \) and one-way transmission time \( \delta \) is

\[
Z(p) = Z_0 \coth p\delta.
\]

The rational-fraction expansion for \( Z(p) \) is

\[
Z(p) = \frac{Z_0}{\delta p} + \sum_{n=1}^{\infty} \frac{2Z_0\delta}{\pi^2n^2} \frac{p}{p^2 + 1}.
\]

The term \( Z_0/\delta p \) is the operational impedance of a capacitance of value \( C_N = \delta/Z_0 \). The remaining terms represent the operational impedance of a series of parallel combinations of capacitance and inductance. For such a combination the impedance operator is

\[
Z_n = \frac{L_n p}{1 + L_n C_n p^2}.
\]

By comparison of coefficients,

\[
L_n = \frac{2Z_0\delta}{\pi^2n^2} = \frac{2L_n}{4\pi^2}, \quad \text{and} \quad C_n = \frac{\delta}{2Z_0} = \frac{C_n}{2}.
\]

The resulting network is shown in Fig. 6·7.

The second line-simulating network is found by making a similar expansion of the admittance function

\[
Y(p) = \frac{1}{Z(p)} = \frac{1}{Z_0} \tanh p\delta,
\]

that is,

$$Y(p) = \sum_{n=1}^{\infty} \frac{8\delta}{\pi^2 p (2n-1)^2} \cdot \frac{p}{(2n-1)^2} + 1.$$  

(22)

Each term can be identified with a series inductance-capacitance circuit for which

$$Y_n = \frac{C_n p}{L_n C_n p^2 + 1}.$$

A comparison of the coefficients shows the values of $C_n$ and $L_n$ to be

$$C_n = \frac{8}{(2n-1)^2 \pi^2} \cdot \frac{\delta}{Z_0} = \frac{8C_N}{(2n-1)^2 \pi^2}$$  

(23a)

and

$$L_n = \frac{Z_0 \delta}{2} = \frac{L_N}{2},$$  

(23b)

and the resulting network is shown in Fig. 6.8.

The networks of Figs. 6.7 and 6.8 are approximately equivalent for a finite number of sections, but become exactly equivalent as $n$ approaches infinity, that is, for an infinite number of sections. The total capacitance for the network of Fig. 6.8 is

$$C_N = \sum_{n=1}^{\infty} C_n = \frac{8C_N}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = \frac{8C_N}{\pi^2} \cdot \frac{\pi^2}{8},$$

which is equal to the series capacitance in the network of Fig. 6.7, and is also the sum required by energy considerations when the network and transmission line are charged to the same constant potential.

It is difficult and tedious to obtain solutions for the current-pulse shapes to be expected on resistance load when using more than two or three sections for the networks of Fig. 6.7 or Fig. 6.8. However, certain conclusions can be drawn from other considerations. For the network of Fig. 6.7 with a finite number of sections, it is clear that the current at the first instant (on matched resistance load) is double the matched value.

The nature of the pulse to be expected for the network of Fig. 6.8 with a finite number of sections can be investigated by calculating the input current when a unit step voltage from a generator of zero internal imped-
ance is applied to the network. This is a particularly simple calculation as each network section acts as an isolated unit, and the total current is simply the sum of the currents for the individual sections. The current for the \( r \)th section is

\[
i_r(t) = \frac{\sqrt{C_r}}{L_r} \sin \frac{t}{\sqrt{L_r C_r}} = \frac{4}{(2r - 1)\pi} \sqrt{\frac{C_N}{L_N}} \sin \frac{(2r - 1)\pi}{2} \cdot \frac{t}{\sqrt{L_N C_N}}.
\]

and the total current is then

\[
i(t) = \frac{4}{\pi} \sqrt{\frac{C_N}{L_N}} \sum_{r=1}^{n} \frac{1}{(2r - 1)} \sin \frac{(2r - 1)\pi}{2} \cdot \frac{t}{\sqrt{L_N C_N}}.
\]

Equation (24) with \( n \to \infty \) is the Fourier-series expansion for a rectangular wave of amplitude \( \sqrt{C_N/L_N} \) and period \( 4 \sqrt{L_N C_N} \), that is, the waveform that would be obtained for the original transmission line.

The degree to which the Fourier series, Eq. (24), converges toward a rectangular wave determines the extent to which the network simulates a transmission line. The convergence of a Fourier series is uniform in any region for which the original function is continuous (and has a limited total fluctuation), but is nonuniform in any region containing a point of ordinary discontinuity. In the present instance, the only points at which trouble might be expected are the points of discontinuity which occur at \( t = 0 \) and at integer multiples of \( t = 2 \sqrt{L_N C_N} \). Hence, the convergence of the series should be investigated near these points. Denote the sum of the series (24) by \( S_n(t) \). Then, it can be shown that, at time \( t \) slightly greater than zero,

\[
\lim_{n \to \infty} S_n(0^+) = \frac{1}{2} \int_0^{\pi} \sin \frac{\theta}{\theta} d\theta = 0.926.
\]

Hence the maximum instantaneous current is given by

\[
i(0^+) = \frac{4(0.926)}{\pi} \sqrt{\frac{C_N}{L_N}} = 1.179 \sqrt{\frac{C_N}{L_N}}.
\]

Thus, the current rises initially to a value about 18 per cent above the value that would be obtained for an actual transmission line, and at this point the network fails in its simulation of the transmission line. A similar effect occurs for \( t = 2 \sqrt{L_N C_N} + \epsilon \), where \( \epsilon \) approaches zero. An overshoot of the same type occurs when using a finite number of network sections. (This overshoot effect of the Fourier series near a point of ordinary discontinuity is known as the Gibbs phenomenon.)

It is clear then that the networks of Figs. 6·7 and 6·8 fail to give a rectangular wave in that substantial overshoots occur near the beginning
and end of the wave, even though the number of network sections is increased without limit.

The response of the networks of Figs. 6-7 and 6-8 in a pulse-generating circuit is similar, in a general way, to their performance in the rectangular wave-generating circuit just discussed, except that a single pulse is produced instead of a continuing rectangular wave. When using a large number of sections of Fig. 6-8 and any number of sections of Fig. 6-7, this single pulse exhibits the same overshoot phenomenon near its beginning, and the amplitude of the overshoot is not reduced by increasing the number of network sections. The pulse shapes produced on resistance load by the networks of Figs. 6-7 and 6-8 are only approximately the same for a finite number of sections, but become identical as \( n \) approaches infinity (for an infinite number of sections).

The pulse shape produced by the network of Fig. 6-7 with a finite number of sections has a high initial spike because the network has no series inductance, consisting merely of a series of anti-resonant sections and a series condenser. This spike is illustrated in the experimental pulse shape of Fig. 6-9 obtained with a six-section network; the pulse shape is a poor simulation of a rectangular pulse. The high initial current is clearly in evidence, and is followed by a series of damped oscillations. The initial current does not reach twice the matched value as theoretically expected because of the distributed capacitance of the load and the initial voltage drop in the hydrogen-thyratron switch used in the experimental pulser. In contrast, it may be noted that the network of Fig. 6-8, which consists of resonant sections in parallel, does have inductance in series with all the condensers. The initial current must therefore be zero, and there is not likely to be a high current spike as long as the number of sections is not very large. This premise is corroborated by the shape of the experimental pulse of Fig. 6-10, taken for a six-section network.

Figure 6-11a shows the same pulse photographed with a slower sweep speed; Fig. 6-11b shows the effect of mismatching the load resistance \( R_l \).
In this case, \( R_l = 2Z_N \), or twice the characteristic impedance of the network. The steps on the pulse tail are well defined, and four of them are clearly visible. A comparison of this pulse with the corresponding ideal pulse that would be produced by a lossless transmission line, as shown in Fig. 6·3b, reveals a very close similarity. Therefore, for a line-simulating network of the admittance type, it may be concluded that the generated pulse shape on resistance load is good for a finite, but not very large, number of sections. It has been shown that a very large number of sections produces overshoots on the pulse. The six-section network appears to have an insufficient number of sections to produce the optimum pulse shape, as is indicated in Fig. 6·10 by the fact that the initial peak is somewhat lower than the average top of the pulse. An increase in the number of sections would be expected to bring the first peak up to the average top of the pulse and, for a large enough number of sections, above that average. It is, therefore, to be expected that some intermediate number of sections produces the optimum pulse shape.

6.3. Guillenin's Theory and the Voltage-fed Network.—The results of the preceding section show that networks designed to simulate a lossless transmission line have limitations of a fundamental nature. In the generated pulse these limitations are evidenced by overshoots near the beginning of the pulse and excessive oscillations during the main part of the pulse as evidenced by Fig. 6·9. Guillemin correctly diagnosed these difficulties as being due to the attempt to generate a discontinuous pulse by means of a lumped-parameter network. In other words, the ideal rectangular pulse generated by a lossless transmission line has an infinite rate of rise and fall, and cannot be produced by a lumped-parameter network.

Guillemin then argued that, inasmuch as it is impossible to generate such an ideal rectangular pulse by means of a lumped-parameter network, the theoretical pulse that is chosen should intentionally have finite rise and fall times. Mathematically, this condition means that the discontinuity in the pulse shape is eliminated, and that the Fourier series for the generated wave has the necessary property of uniform convergence throughout the whole region. The property of uniform convergence insures that overshoots and oscillations in the pulse can be reduced to

any desired degree by using a sufficient number of sections. The introduction of an arbitrary pulse shape leads to a new difficulty, however, in that the impedance function necessary to produce the given pulse shape is unknown.

The logical way to determine the impedance function would be to use the basic circuit of the line-type pulser and work backward from the specified pulse shape to the impedance function necessary to produce it. This procedure proves too difficult, however, and instead, the steady-state problem for the circuit of Fig. 6.12 is solved. The alternating-current wave shape produced by this circuit is specified to be similar to the pulse shape desired. It is then assumed that the network determined on this basis will, when used in the basic line-type pulser, produce a pulse shape reasonably close to the desired form. This assumption has proved surprisingly valid in practice.

There is a wide choice of reasonable pulse shapes possible. Two of those originally discussed by Guillemin are shown in Fig. 6.13a and b.

The rising portion of the wave in Fig. 6.13b is formed by an inverted parabola and joins smoothly to the flat top of the wave; the falling portion is similar but reversed. The equation for the parabolic rise is

$$\frac{i(t)}{I_1} = 2 \frac{t}{a\tau} - \frac{t^2}{a^2\tau^2}. \quad (26)$$

The Fourier series for these waves may be found by the ordinary method as follows:

Case 1. *Trapezoidal wave.* As $i(t)$ is an odd function, the series contains only sine terms, and there is no constant term. Then

$$i(t) = I_1 \sum_{\nu=1}^{\infty} b_\nu \sin \frac{\nu\pi t}{\tau}, \quad (27)$$
where

\[ b_* = \frac{2}{\tau} \int_0^\tau \frac{i(t)}{I_i} \sin \frac{\nu \pi t}{\tau} \, dt, \quad (28) \]

and \( i(t) \) is defined by the equations

\[ i(t) = \begin{cases} \frac{t}{a\pi}, & 0 \leq t \leq a\pi, \\ 1, & a\pi \leq t \leq \tau - a\pi, \\ \frac{\tau - t}{a\pi}, & \tau - a\pi \leq t \leq \tau. \end{cases} \quad (29) \]

The indicated integrations for \( b_* \), yield

\[ b_* = \frac{4}{\nu \pi} \sin \frac{\nu \pi a}{\nu \pi a}, \quad \text{where } \nu = 1, 3, 5, \ldots. \quad (30) \]

Case 2. Wave with flat top and parabolic rise and fall. Again \( i(t) \) is an odd function, so that only sine terms occur in the Fourier series. Again,

\[ i(t) = I_i \sum_{\nu=1}^\infty b_* \sin \frac{\nu \pi t}{\tau}, \]

where

\[ b_* = \frac{2}{\tau} \int_0^\tau \frac{i(t)}{I_i} \sin \frac{\nu \pi t}{\tau} \, dt, \]

and \( i(t) \) is defined by

\[ i(t) = \begin{cases} \left( \frac{2}{a\pi} \frac{\frac{t}{a\pi} - \frac{t^2}{a^2\pi^2}}{\frac{t}{a\pi} + \frac{t^2}{a^2\pi^2}} \right), & 0 \leq t \leq a\pi, \\ 1, & a\pi \leq t \leq \tau - a\pi, \\ \left[ 1 - \left( \frac{t - \tau + a\pi}{a\pi} \right)^2 \right], & \tau - a\pi \leq t \leq \tau. \end{cases} \quad (31) \]

From these equations, \( b_* \) is found to be

\[ b_* = \frac{4}{\nu \pi} \left( \frac{\sin \frac{\nu \pi a}{2}}{\nu \pi a} \right)^2, \quad \text{where } \nu = 1, 3, 5, \ldots. \quad (32) \]

It is of interest to note that the order of convergence of the several waveforms considered is

- Rectangular wave: \( \frac{1}{\nu} \)
- Trapezoidal wave: \( \frac{1}{\nu^2} \)
- Wave with flat top and parabolic rise and fall: \( \frac{1}{\nu^3} \)
These results could have been predicted from the general theory of the Fourier series. Likewise, it can be predicted that the Fourier series for a wave that has continuous derivatives up to order \( n \), but a discontinuous \( n \)th derivative, will converge like \( 1/\nu^{n+1} \).

**Determination of Parameters of the Admittance Network Required to Generate a Specified Steady-state Waveform.** —Each term of the Fourier series, Eq. (27), consists of a sine wave of amplitude \( b_n \) and frequency \( \nu/2\pi \). Such a current is produced by the circuit of Fig. 6.14.

\[
i_n = V_N \sqrt{\frac{C_s}{L_s}} \sin \frac{t}{\sqrt{L_sC_s}} \quad \nu = 1, 3, 5, \ldots
\]  

The value of \( L_s \) and \( C_s \) may be determined by comparison with the coefficients of the Fourier series, Eq. (27), which gives

\[
L_s = \frac{Z_{N\nu}}{\nu^2 b_n},
\]

\[
C_s = \frac{\tau b_n}{\nu^2 Z_N},
\]

where \( Z_N = V_N/I_i \), and may be called the characteristic impedance of the network.

The resultant network required to produce the given wave shape consists of a number of such resonant \( LC \)-sections in parallel, as shown in Fig. 6.15. The values of \( b_n \), \( L_s \), and \( C_s \) for the several waves studied are given in Table 6.1.

Networks of the parallel admittance type derived above are often inconvenient for practical use. The inductances have appreciable

**Table 6.1.—Values of \( b_n \), \( L_s \), and \( C_s \) for Network of Fig. 6.15**

<table>
<thead>
<tr>
<th>Waveform</th>
<th>( b_n )</th>
<th>( L_s )</th>
<th>( C_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>( \frac{4}{\nu \pi} )</td>
<td>( \frac{Z_{N\nu}}{4} )</td>
<td>( \frac{4}{\nu^2 \pi^2 Z_N} )</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>( \frac{4}{\nu \pi} \left( \frac{\sin \nu \pi a}{\nu \pi a} \right) )</td>
<td>( \frac{Z_{N\nu}}{4} \left( \frac{\sin \nu \pi a}{\nu \pi a} \right) )</td>
<td>( \frac{4}{\nu^2 \pi^2 Z_N} \left( \frac{\sin \nu \pi a}{\nu \pi a} \right) )</td>
</tr>
<tr>
<td>Flat top and parabolic rise and fall</td>
<td>( \frac{4}{\nu \pi} \left( \frac{\sin \frac{1}{2} \nu \pi a}{\frac{1}{2} \nu \pi a} \right)^2 )</td>
<td>( \frac{Z_{N\nu}}{4} \left( \frac{\sin \frac{1}{2} \nu \pi a}{\frac{1}{2} \nu \pi a} \right)^2 )</td>
<td>( \frac{4}{\nu^2 \pi^2 Z_N} \left( \frac{\sin \frac{1}{2} \nu \pi a}{\frac{1}{2} \nu \pi a} \right)^2 )</td>
</tr>
</tbody>
</table>
distributed capacitance, which in effect shunts them and therefore tends to spoil the pulse shape, whereas the condensers have a wide range of values which makes manufacture difficult and expensive. Therefore, it is desirable to devise equivalent networks that have different ranges of values for capacitance and inductance.

Theoretically, it is possible to determine a large number of equivalent networks. The methods for carrying out the determinations are all based on mathematical operations on the impedance function of the network. From the mathematical point of view, the impedance function completely characterizes the network, and all networks that have the same impedance function are equivalent. The determination of equivalent networks is therefore primarily a mathematical problem.

**Equivalent Network Derived by Foster's Reactance Theorem.**—The admittance function for the network of Fig. 6.15 may be written by inspection, and is

\[ Y(p) = \sum_{\gamma=1,3,\ldots}^{n} \frac{C_{\gamma}p}{L_{\gamma}C_{\gamma}p^{2} + 1}. \]

The right-hand member of Eq. (35) can be converted into the quotient of two polynomials the denominator of which is the product of all the denominators in the sum. Then, by inverting the quotient thus found, the impedance or reactance function, \( Z(p) \), is determined, that is,

\[ Z(p) = \frac{1}{Y(p)} = \prod_{\gamma=1,3,\ldots}^{n} \frac{(L_{\gamma}C_{\gamma}p^{2} + 1)}{\sum_{\gamma=1,3,\ldots}^{n} C_{\gamma}p \prod_{\gamma=1,3,\ldots}^{n} (L_{\gamma}C_{\gamma}p^{2} + 1)}. \]

The numerator is of degree 2n and the denominator of degree 2n – 1; consequently, \( Z(p) \) has a pole at infinity as well as at zero. The zeros of \( Z(p) \) are the poles of \( Y(p) \), as must be true from circuit theory. The poles of \( Z(p) \) must be found by carrying out the indicated operations and finding the roots of the resulting polynomial. As usual, the labor in finding these roots may be heavy.

The function \( Z(p) \) may then be expanded in partial fractions about its poles, and an expression of the following form is obtained:

\[ Z(p) = \frac{A_0}{p} + \sum_{r=2,4,\ldots}^{2n-2} \frac{A_r p}{B_r p^2 + 1} + A_{2n} p. \]

Equation (37) represents the impedance function for the network of Fig. 6.16. By inspection,

\[ C_N = \frac{1}{A_0}, \quad L_{2n} = A_{2n}, \quad (38) \]

and it can be shown that the remaining elements are given by

\[ L_s = A_s, \quad C_s = \frac{B_s}{A_s}. \quad (39) \]

The values for \( C_N \) and \( L_{2n} \) are found from Eq. (35) by noting that

\[ C_N = \lim_{p \to 0} \frac{1}{p} Y(p) = \sum_{r=1,3,\ldots} C_r, \quad (40a) \]

and that

\[ \frac{1}{L_{2n}} = \lim_{p \to \infty} pY(p) = \sum_{r=1,3,\ldots} \frac{1}{L_r}. \quad (40b) \]

Thus, \( C_N \) is equal to the sum of the \( C_r \)'s shown in Fig. 6.15, and \( L_{2n} \) is equal to the inductance of all the \( L_r \)'s in parallel.

**Equivalent Networks Derived by Cauer's Extension of Foster's Theorem.**

Two additional forms of physically realizable networks may be found by making continued-fraction expansions of the reactance or admittance functions and identifying the coefficients thus obtained with network elements. The continued-fraction expansion represents a ladder network, as can easily be seen by forming the impedance function, Eq. (41), for the ladder network of Fig. 6.17 by the method commonly used in finding a-c impedances:

\[
Z = z_1 + \frac{1}{y_2 + \frac{1}{z_3 + \frac{1}{y_4 + \cdots}} + \frac{1}{z_{n-1} + \frac{1}{y_n}}.}
\quad (41)
\]
An equation of the form of Eq. (41) may be formed from Eq. (36) by dividing the denominator of Eq. (36) into its numerator, which gives $z_1$, inverting the remaining fraction and dividing again, which gives $y_2$, and continuing this process. The first division to find $z_1$ gives by inspection

$$z_1 = L'_1 p,$$

where

$$\frac{1}{L_1} = \sum_{r=1}^{n} \frac{1}{L'_r},$$

and is equal to the series inductance of the Foster network of Fig. 6.16. When the network involves more than a very few sections, this process can, from a practical point of view, be carried through only with numerical coefficients. It can be shown, however, that the network of Fig. 6.16 always yields a network of the form of Fig. 6.18.

A network of the admittance type, shown in Fig. 6.15, can also be transformed into a ladder network by an exactly similar process, starting, however, with the admittance function Eq. (35) rather than with the reactance function. The form of the network thus obtained is similar to that of Fig. 6.18, except that the inductances and capacitances are interchanged, as is shown in Fig. 6.19. The values of $C'_1$ and $L'_n$ can be determined by simple means, for it is clear from Eq. (34) that

$$C'_1 = \lim_{p \to 0} \frac{1}{p} Y(p) = \sum_{r=1}^{n} C'_r,$$  \hspace{1cm} (42)

that is, $C'_1$ is the sum of all the capacitances $C'_r$ of Fig. 6.15. Likewise, from Eq. (34),

$$\frac{1}{L'_n} = \lim_{p \to \infty} p Y(p) = \sum_{r=1}^{n} \frac{1}{L'_r}.$$  \hspace{1cm} (43)

Summarizing the discussion on equivalent pulse-forming networks, it may be said that three additional canonical forms of networks that are equivalent to the admittance network of Fig. 6.15 can be found by mathematical operations on the admittance and impedance functions.
Many more equivalent networks can be found by combining these mathematical operations in various ways, but most of these additional networks are of only limited interest. The form or forms of networks to be used in practice are determined by such practical considerations as ease of manufacture and specific pulser requirements.

Networks of Equal Capacitance per Section.—The most important pulse-forming network obtained by combining the canonical network forms is the type shown in Fig. 6-20, which has equal capacitances. From the standpoint of mass production in manufacture, it is highly desirable to have all capacitances of equal value. This is particularly true for high-voltage networks because the condensers for these constitute by far the most difficult and expensive item to manufacture. The network of Fig. 6-18 has capacitance values that are not very far from equal, and is therefore chosen as the starting point in deriving the network of Fig. 6-20. The network derived under the condition that the capacitances be equal may be expected to have inductances in the shunt legs to compensate for the altered values of the capacitances. If the actual capacitance in a given shunt leg is increased in transforming from the network of Fig. 6-18 to that of Fig. 6-20, the compensating inductance may be expected to be negative, and vice versa. The detailed procedure for the derivation of the equal-capacitance network is described below.

The capacitances of Fig. 6-20 are all known, each being equal to \( C \), where \( C \) is the total energy-storage capacitance, whereas the inductances are all unknown. The admittance and impedance functions for the network are the known functions specified by Eqs. (35) and (36). In the unknown network of Fig. 6-20 it is noted that, if an impedance \( L \) is subtracted from the impedance function \( Z(p) \) so that

\[
Z_1(p) = Z(p) - L_1 p
\]

a zero of \( Z_1(p) \) appears—that is, the series combination of \( L_{12} \) and \( C \) corresponds to a zero of \( Z_1(p) \) or to a pole of \( Y_1(p) = 1/Z_1(p) \). The admittance of the series combination of \( L_{12} \) and \( C \) is \( \frac{C_{p}}{L_{12} C_{p}^2 + 1} \). Hence, the poles of \( Y_1(p) \) corresponding to the \( L_{12} \) and \( C \) resonant section must be given by

\[
p = \pm \sqrt{-\frac{1}{L_{12} C}} = \pm p_1,
\]

and \( Y_1(p) \) can be expressed in the form
\[ Y_1(p) = \frac{a_1}{p - p_1} + \frac{a_2}{p + p_1} + Y_2(p), \] \hspace{1cm} (45)

where \( Y_2(p) \) is a remainder admittance function regular at \( \pm p_1 \).

The constants \( a_1 \) and \( a_2 \) can be found by algebra, for

\[
a_1 = \lim_{p \to p_1} (p - p_1) Y_1(p) = \lim_{p \to p_1} \left[ \frac{p - p_1}{Z(p) - L_1 p} \right] = \frac{1}{Z'(p_1) - L_1}.
\]

Likewise,

\[
a_2 = \frac{1}{Z'(-p_1) - L_1}.
\]

Since \( Z'(p) \) is a function of \( p^3 \), as may be seen by differentiating Eq. (37), \( a_1 = a_2 = a \). Thus \( Y_1(p) \) can be expressed as

\[ Y_1(p) = \frac{2ap}{p^2 - p_1^2} + Y_2(p). \] \hspace{1cm} (46)

The first term of the right-hand member of Eq. (46) must be the admittance of \( L_{12} \) and \( C \) in series, so

\[
\frac{Cp}{L_{12}Cp^2 + 1} = \frac{1}{L_{12}} \cdot \frac{p}{p^2 + \frac{1}{L_{12}C}} = \frac{2ap}{p^2 - p_1^2}.
\]

The identity (47) gives the following two equations for determining the two unknowns \( p_1 \) and \( L_{12} \):

\[ L_{12} = \frac{1}{2a} = \frac{Z'(p_1) - L_1}{2}, \] \hspace{1cm} (48a)

and

\[ \frac{1}{L_{12}C} = -p_1^2, \] \hspace{1cm} (48b)

where \( p_1^2 \) is a root of \( Z(p) - L_1 p = 0 \); thus, \( L_1 = Z(p_1)/p_1 \). From Eq. (36) it is evident that the roots of \( Z(p) - L_1 p = 0 \) are all of the form \( p_1^2 \), and that there are \( n \) such roots. The root \( p_1^2 \) is found by eliminating \( L_{12} \) between Eqs. (48a) and (48b), and is given by

\[
\frac{1}{C} = \frac{-p_1^2}{2} \left[ Z'(p_1) - \frac{Z(p_1)}{p_1} \right].
\]

Since the value of \( C \) is known and only \( p_1 \) is unknown, Eq. (49) determines \( p_1 \).
Then
\[
L_1 = \frac{Z(p_1)}{p_1},
\]
\[
L_{12} = -\frac{1}{Cp_1^2} = \frac{1}{2} [Z'(p_1) - L_1].
\]

It is clear that \(L_{12}\) is negative for all cases for which \(p_1^2\) is positive, and vice versa. In order to examine further the sign of the root \(p_1^2\), suppose that \(Z_1(p)\) is expressed as the ratio of two polynomials—which is always possible—that is,
\[
Z_1(p) = \frac{N(p^2)}{D(p)}.
\]

The coefficient of the leading term of \(N(p^2)\) then contains the factor \((L_1' - L_1)\), where \(L_1'\) is the first inductance in the network of Fig. 618. All the other factors for all the coefficients of the polynomial \(N(p^2)\) are positive because they are comprised of combinations of the inductances and capacitances of the network. By Descartes’ rule of signs, \(N(p^2) = 0\) can have no positive roots unless the coefficients of its terms have at least one change of sign when considered as a sequence. This change of sign can occur only if \((L_1' - L_1) < 0\), that is, if \(L_1 > L_1'\), in which case there is a single positive root. Hence, if \(p_1^2 > 0\), it follows that \(L_1 > L_1'\), for which condition \(L_{12}\) is negative.

The nature of the root \(p_1^2\) may also be seen by expressing Eq. (49) in a somewhat different form. For this purpose it is noted that
\[
Z'(p) - \frac{Z(p)}{p} = p \frac{d}{dp} \left[ \frac{Z(p)}{p} \right].
\]

If the form of \(Z(p)\) given by Eq. (37) is used,
\[
\frac{Z(p)}{p} = \frac{A_0}{p^2} + \sum_{r=2,4,...} \frac{A_r}{B_r p^2 + 1} + A_{2n}
\]
and
\[
p_1 \frac{d}{dp} \left[ \frac{Z(p)}{p} \right]_{p=p_1} = \frac{-2A_0}{p_1^2} - 2 \sum_{r=2,4,...} \frac{A_r B_r p_1^4}{(B_r p_1^2 + 1)^2}.
\]

Using this result, Eq. (49) becomes
\[
\frac{1}{C} = A_0 + \sum_{r=2,4,...} \frac{A_r B_r p_1^4}{(B_r p_1^2 + 1)^2}
\]
or, as \( A_0 = 1/C_N \) and \( 1/C = n/C_N \),

\[
\frac{n - 1}{C_N} = \sum_{r=2,4}^{2n-2} \frac{A_r B_r p_1^4}{(B_r p_1^2 + 1)^2}.
\]  

(52)

The range of variation possible for \( C \) may be found by letting \( p_1^2 \) vary between zero and infinity. The limits are

\[
\frac{1}{C} = A_0 = \frac{1}{C_N}, \quad \text{when } p_1^2 = 0,
\]

\[
\frac{1}{C} \to A_0 + \sum_{r=2,4, \ldots}^{2n-2} \frac{A_r}{B_r} = \frac{1}{C_N} + \frac{1}{C_2} + \frac{1}{C_4} + \cdots + \frac{1}{C_{2n-2}},
\]

when \( p_1^2 \to \infty \)

The \( C_r \)'s are for the network of Fig. 6.16. Inasmuch as the series inductance \( L_{2n} \) of the network of Fig. 6.16 is equal to \( L'_1 \) of Fig. 6.18, it is clear that the first capacitance \( C'_2 \) of the latter network must be given by

\[
\frac{1}{C'_2} = \frac{1}{C_N} + \frac{1}{C_2} + \frac{1}{C_4} + \cdots + \frac{1}{C_{2n-2}}.
\]

Thus \( C \) must satisfy the inequalities

\[
\frac{1}{C_N} < \frac{1}{C} < \frac{1}{C'_2}.
\]

or

\[
C'_2 < C < C_N.
\]

(53)

In particular, it is noted that

\[
C'_2 < C = \frac{C_N}{n}
\]

is a condition to be satisfied if \( p_1^2 \) is to be a positive root of \( N(p^2) = 0 \).

The foregoing procedure serves to determine \( L_{12} \) and \( L_1 \), and reduces the degree of \( Z_1(p) \) by 2. The whole process may then be repeated on the remainder function \( Z_2(p) = 1/Y_2(p) \), where \( Y_2(p) \) is defined by Eq. (46), and \( L_2 \) and \( L_{23} \) are thereby determined. A new remainder function \( Z_3(p) = 1/Y_3(p) \) is left, and the whole process can be repeated again and again until all of the roots are exhausted.

Since negative inductance can be realized physically by the use of mutual inductance, the network of Fig. 6.20, in which the inductances \( L_{12}, L_{23}, \ldots L_{(n-1)n} \) are negative, may be realized by a mutual-inductance network of the form shown in Fig. 6.21. The latter network, how-
ever, is a very practical form because all the inductances, including the mutual inductances, may be provided by winding coils on a single tubular form, and the condensers may then be tapped in at the proper points.

Design Parameters for Guillemin Networks.—As has been seen, there are only a few canonical types of network that simulate rectangular waves. In contrast, Guillemin's networks have a pulse-shape parameter (\(a\) in the formulas) which is, in effect, the fractional rise and fall time of the generated pulse. This parameter may be chosen arbitrarily to have any value between zero and one-half. The value zero corresponds to the rectangular pulse and the value one-half corresponds to a triangular pulse. The number of network sections required to simulate the pulse shape corresponding to any given value of \(a\) is more or less in inverse proportion to \(a\), that is, a one-section network is satisfactory for \(a = \frac{1}{2}\), whereas a very large number of network sections are required to give a rectangular pulse shape, corresponding to a small value of \(a\).

In addition to the parameter \(a\), there is another factor in Guillemin networks which may be varied, namely, the shape of the rising and falling sections of the pulse. The treatment herein has been limited to pulse shapes having linear and parabolic rising and falling sections. A great many more types are possible, but it does not appear profitable to consider them here. Pulse shapes having rapid rates of rise can be satisfactorily generated by networks that simulate trapezoidal pulses having small values of \(a\); pulse shapes having slower rates of rise are satisfactorily produced by networks that simulate parabolic-rise pulses having somewhat larger values of \(a\).

The first Guillemin networks were designed on the basis of a trapezoidal pulse shape having a rise time of approximately 8 per cent. Both five- and seven-section networks were built, but the improvement of the seven-section over the five-section network was very slight. No more than five sections are therefore necessary to generate a pulse having an 8 per cent rise-time parameter. Elimination of the fifth section was found to have an appreciable, although small, deteriorating effect on the pulse.

The number of network sections necessary to give good pulse shape can be estimated with fair accuracy by observing the relative magnitudes of the Fourier-series coefficients for the corresponding steady-state alternating-current wave. In the case of the five-section network just discussed, the relative amplitude of the fifth to the first Fourier coefficient is 0.04 and that of the sixth to the first is 0.02. In this case, the elimination of all harmonic components having amplitudes relative to the fundamental of 2 per cent or less has an inappreciable effect on the pulse shape, whereas the effect of eliminating the 4 per cent harmonic is appreciable although still small.
The basic network derived by the Guillemin design procedure is shown in Fig. 6.15, and consists of a series of resonant LC-elements connected in parallel. Design parameters for the first five sections of a network of this type, as well as the corresponding Fourier-series coefficients, are given in Table 6.2 for pulses having both linear and parabolic rise and fall, and for a range of values of the rise-time parameter $a$.  

It may be noted that a few negative values of inductance and capacitance are listed for a trapezoidal pulse with $a = 0.20$. These negative values are, of course, not realizable in a physical network.  

Equivalent networks can be derived from the values listed in Table 6.2 by the mathematical procedures outlined above. A set of equivalent networks for the five-section network producing a trapezoidal pulse with a rise time of about 8 per cent is shown in Fig. 6.22.  

Examples of one-, two-, and three-section networks, all for pulses...
<table>
<thead>
<tr>
<th>Waveform</th>
<th>b_1</th>
<th>b_2</th>
<th>b_3</th>
<th>b_4</th>
<th>b_5</th>
<th>L_1</th>
<th>L_2</th>
<th>L_3</th>
<th>L_4</th>
<th>L_5</th>
<th>C_1</th>
<th>C_2</th>
<th>C_3</th>
<th>C_4</th>
<th>C_5</th>
<th>C_6</th>
<th>C_7</th>
<th>C_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>0.2732</td>
<td>0.4244</td>
<td>0.2547</td>
<td>0.1819</td>
<td>0.1415</td>
<td>0.2500</td>
<td>0.2500</td>
<td>0.2500</td>
<td>0.2500</td>
<td>0.0553</td>
<td>0.0503</td>
<td>0.01621</td>
<td>0.00827</td>
<td>0.00500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.05</td>
<td>1.2679</td>
<td>0.4069</td>
<td>0.2923</td>
<td>0.1474</td>
<td>0.0988</td>
<td>0.2510</td>
<td>0.2595</td>
<td>0.2777</td>
<td>0.3578</td>
<td>0.3578</td>
<td>0.4030</td>
<td>0.04318</td>
<td>0.1459</td>
<td>0.00670</td>
<td>0.00349</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.08</td>
<td>1.2601</td>
<td>0.3854</td>
<td>0.1927</td>
<td>0.1015</td>
<td>0.0482</td>
<td>0.2526</td>
<td>0.2753</td>
<td>0.3303</td>
<td>0.4478</td>
<td>0.7340</td>
<td>0.4011</td>
<td>0.04089</td>
<td>0.1227</td>
<td>0.00462</td>
<td>0.00170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.10</td>
<td>1.2524</td>
<td>0.3643</td>
<td>0.1021</td>
<td>0.0669</td>
<td>0.0155</td>
<td>0.2542</td>
<td>0.2912</td>
<td>0.3927</td>
<td>0.6796</td>
<td>2.2875</td>
<td>0.3987</td>
<td>0.03865</td>
<td>0.01032</td>
<td>0.00304</td>
<td>0.00055</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.20</td>
<td>1.3911</td>
<td>0.2141</td>
<td>0.0000</td>
<td>0.0303</td>
<td>0.0147</td>
<td>0.2672</td>
<td>0.4455</td>
<td>-1.1561</td>
<td>-2.4052</td>
<td>0.3791</td>
<td>0.02272</td>
<td>0.00179</td>
<td>-0.00052</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.05</td>
<td>1.2699</td>
<td>0.4166</td>
<td>0.2418</td>
<td>0.1640</td>
<td>0.1194</td>
<td>0.2507</td>
<td>0.2547</td>
<td>0.2632</td>
<td>0.2773</td>
<td>0.2961</td>
<td>0.40420</td>
<td>0.04420</td>
<td>0.1530</td>
<td>0.00745</td>
<td>0.000422</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.10</td>
<td>1.2627</td>
<td>0.3939</td>
<td>0.2064</td>
<td>0.1194</td>
<td>0.0691</td>
<td>0.2521</td>
<td>0.2694</td>
<td>0.3084</td>
<td>0.3508</td>
<td>0.5122</td>
<td>0.4019</td>
<td>0.04179</td>
<td>0.1314</td>
<td>0.00543</td>
<td>0.000244</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.20</td>
<td>1.2319</td>
<td>0.3127</td>
<td>0.1032</td>
<td>0.0246</td>
<td>0.0017</td>
<td>0.2584</td>
<td>0.3393</td>
<td>0.6168</td>
<td>1.8472</td>
<td>20.94</td>
<td>0.3921</td>
<td>0.03318</td>
<td>0.00657</td>
<td>0.00112</td>
<td>0.000006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.25</td>
<td>1.2092</td>
<td>0.2610</td>
<td>0.0564</td>
<td>0.00353</td>
<td>0.0017</td>
<td>0.2632</td>
<td>0.4065</td>
<td>1.1292</td>
<td>12.887</td>
<td>21.37</td>
<td>0.3849</td>
<td>0.32769</td>
<td>0.00359</td>
<td>0.00016</td>
<td>0.000006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.33</td>
<td>1.1609</td>
<td>0.1720</td>
<td>0.09930</td>
<td>0.00338</td>
<td>0.0064</td>
<td>0.2742</td>
<td>0.6168</td>
<td>0.8498</td>
<td>13.44</td>
<td>5.5556</td>
<td>0.3695</td>
<td>0.01825</td>
<td>0.00059</td>
<td>0.00015</td>
<td>0.000023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.40</td>
<td>1.1412</td>
<td>0.1080</td>
<td>0.0085</td>
<td>0.0005</td>
<td>0.0015</td>
<td>0.2857</td>
<td>0.9821</td>
<td>1. =</td>
<td>5.346</td>
<td>23.15</td>
<td>0.3547</td>
<td>0.01146</td>
<td>0.00039</td>
<td>0.000005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parabolic rise</td>
<td>0.50</td>
<td>1.0319</td>
<td>0.0382</td>
<td>0.00825</td>
<td>0.00000</td>
<td>0.0014</td>
<td>0.3085</td>
<td>2.7747</td>
<td>7.7160</td>
<td>15.15</td>
<td>25.00</td>
<td>0.3285</td>
<td>0.00406</td>
<td>0.00053</td>
<td>0.000014</td>
<td>0.000005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Multiply the inductances by $Z_N^2$ and the capacitances by $\tau/Z_N$. The inductances are given in henrys and the capacitances in farads if the pulse duration is expressed in seconds and the network impedance is in ohms. $a$ is fractional rise time of wave, see Figs. 6-13a and b.

$$i(t) = \frac{V_N}{Z_N} \sum_{n=1,3,...}^\infty b_n \sin \frac{n\alpha t}{\tau}.$$
with parabolic rise and for various values of the rise-time factor \( a \), are shown in Fig. 6.23. The two- and three-section examples are of the type known as type A and consist of one or more antiresonant sections in series with an inductance and a storage condenser. Calculated pulse shapes produced on a matched resistance load by these three networks are shown in Figs. 6.24, 6.25a, and 6.26a respectively. The calculated pulse shape for the five-section network of Fig. 6.22 is shown in Fig. 6.27.

Considerable improvement in the pulse shapes from networks of more than one section can be produced by slight departures from the theoretical values of the parameters. Figure 6.25b shows the improvement over Fig. 6.25a resulting from a 15 per cent increase in the series inductance, and Fig. 6.25c shows the further improvement resulting from a 5 per cent increase in the capacitance of the storage condenser. Figure 6.26b shows the improvement over Fig. 6.26a resulting from similar increases in inductance and capacitance in the three-section network. The fact that these improvements can be made is perhaps an indication that the correspondence between the steady-state waveform and the transient pulse, which was assumed to be exact, is in reality only approximate.

**Design Parameters for Equal-capacitance Networks.**—The physically realizable form of the equal-capacitance network in Fig. 6.22 is shown in Fig. 6.28. The values of inductance given in Fig. 6.28 are obtained from those given for the type D network in Fig. 6.22 by making the algebraic sum of the inductances around corresponding meshes the same in the two cases. As has been stated, all the inductances and the mutual induct-
Fig. 6.25.—Calculated pulse shapes for the two-section network of Fig. 6.23b.

Fig. 6.26.—Calculated pulse shapes for the three-section network of Fig. 6.23c.
ances may be obtained by winding coils on a single tubular form, and by adjusting the spacing between successive coils; however, care must be taken to insure that mutual-inductance effects between alternate coils are negligible.

The networks derived from the theoretical type $D$ network by replacing the negative inductances in series with each condenser by mutual inductances between adjacent coils are normally referred to as type $E$ networks. Experimental work done in early 1942 by J. R. Perkins proved the validity of the assumptions made in designing networks with inductances as given in Fig. 6.28. Further simplifications can be made, however, by noting that the values of the inductances of the three center sections and of the mutual inductances from section to section are very nearly equal. It has been found in practice that they can be made equal without affecting the pulse shape appreciably.

One way of reducing a type $E$ network to this latter physical form consists in winding a continuous solenoid in such a way that its total inductance $L_N = \tau Z_N/2$. The total network capacitance, $C_N = \tau/2Z_N$, is divided equally between the sections, and each condenser is connected to a tap on the solenoid. The taps are located to obtain equal inductance for all sections except the ends, which should have 20 to 30 per cent more self-inductance, and the ratio of length to diameter of the coil is chosen by a method involving the use of Nagoaka's function to give a mutual inductance which is 15 per cent of the self-inductance of each center section. The relative values of inductance and capacitance obtained by this method show good agreement with those given in Fig. 6.28, and networks of five or more sections built in this manner give excellent results. The same pulse shapes can be obtained, however, by the use of coils judiciously designed and located, as long as the sum of
their self- and mutual inductances agrees closely with the values of Fig. 6.28.

If networks of less than five sections are to be designed, it is usually found that it is no longer possible to obtain satisfactory pulse shapes by using the same inductance per section. If the values corresponding to a type D network are known, the necessary values of self- and mutual inductances can again be computed, and the coils wound and spaced the right distance to duplicate these values. Or, charts can be obtained experimentally to determine the percentage inductance for each section and the total mutual inductance required to give a pulse shape that has certain characteristics of time of rise and ripple. The number of sections in the network varies with the time of rise required for the particular application; practical experience indicates that it is not always desirable to obtain a very fast rise (see, for instance, discussion on magnetron mode-changing in Chap. 10 of this volume and in Chap. 8 of Vol. 6); and, in general, a shorter time of rise results in a ripple of higher amplitude on the top of the pulse. Practical considerations involving the size of the condensers and the inductances, as well as the effect of other pulser components, make it generally undesirable to use a large number of sections for very short pulses. Experience gained with type E networks shows that optimum over-all results are usually obtained for the following number of sections: 1 to 3 for pulse durations of less than 0.5 μsec, 2 to 5 for pulse durations from 0.5 to 2.5 μsec, and 3 to 8 for pulse durations from 2.5 to 5.0 μsec.

To recapitulate, the Guillemin theory provides a means of designing pulse-forming networks that duplicate accurately the pulse shapes normally required on a resistance load. It is then possible to compute the actual pulse shape produced by the theoretical network and, by judicious changes in some of the parameters, to approximate even more closely the desired pulse shape.

The theoretical design procedure is likely to be lengthy, especially for networks of more than two sections. In practice, therefore, it was found easier to derive experimentally any variations from the Guillemin design for a given pulse shape and number of sections, rather than to work through the detailed theory for each variation. The experimental procedure is necessary in any case to compensate for unavoidable simplifications in the theory. Stray capacitances and inductances, the effect of different qualities of dielectrics, the nonlinear and reactive characteristic of the load, and losses in the network cannot be accounted for easily in any kind of theoretical computation.

For instance, the pulse photographs of Fig. 6.29 show the modifications in pulse shape that can be obtained by altering some of the parameters of the network of Fig. 6.30. The first photograph shows the
6.4. Current-fed Networks.—Current-fed networks are distinguished from voltage-fed networks in that the energy is stored in inductances
Instead of in capacitances. A current-fed network is therefore recharged by building up a current in an inductance that is an integral part of the network. Upon discharge, a portion of the built-up current appears in the load in the form of a pulse whose shape may be controlled by varying the network construction. The whole theory of current-fed networks is entirely analogous to that of voltage-fed networks, except that the current rather than the voltage plays the primary role.

As in the case of voltage-fed networks, it is instructive to consider first those current-fed networks that produce ideal rectangular voltage pulses on resistance load. The voltage across the resistance load for an ideal rectangular pulse is defined by the function \( v(t) \),

\[
v(t) = \begin{cases} V_b, & \text{for } 0 < t < \tau, \\ 0, & \text{for } t > \tau. \end{cases}
\]

The corresponding Laplace transform, \( v(p) \), is

\[
v(p) = \frac{V_b}{p} (1 - e^{-pr}).
\]  

In solving this problem, it is simpler to consider the inverse case—that is, the case for which the pulse is produced by charging the network in parallel with the load resistance from a constant-current source. Since the pulse produced by discharging the network is identical with the charging pulse, the two cases are equivalent as far as determining the form of the network is concerned.

The charging pulse is generated by opening the switch \( S \) in the circuit shown in Fig. 6.31. The Laplace-transform equation for the circuit written on a current-node basis is

\[
(Y_N + G_l) v(p) = \frac{I_N}{p},
\]

where \( Y_N \) is the network admittance, \( G_l \) is the load conductance, and \( I_N \) is the initial current from a constant current source. Solving for \( Y_N \),

\[
Y_N = \frac{I_N}{pv(p)} - G_l = \frac{I_N}{V_b(1 - e^{-pr})} - G_l
\]

\[
= G_l \frac{I_N}{G_l V_b} \frac{1}{1 - e^{-pr}}.
\]
If the numerator and denominator are multiplied by $e^{pr/2}$ and the terms rearranged to introduce the coth function, there results

$$Y_N = G_i \left[ \coth \frac{pr}{2} + \frac{(I_N - 2) e^{pr/2}}{e^{pr/2} - e^{-pr/2}} \right].$$

(57)

The constant $I_N$ has been treated as known, but is in fact arbitrary. Choosing

$$I_N = 2G_i V_1,$$

the expression for $Y_N$ reduces to

$$Y_N = G_i \coth \frac{pr}{2}. $$

(58)

By substituting Eq. (58) in Eq. (55) and solving for $v(p)$, the unknown quantity, it may be seen that $I_N = 2G_i V_1$ is the correct choice for $I_N$. The expression $G_i \coth \frac{pr}{2}$ is recognized as the input admittance of a lossless transmission line of characteristic impedance $Z_0 = 1/G_i$ and of electrical length $\tau/2$ when the far end of the line is short-circuited. The required current-fed network must, therefore, be either a transmission line of this type, or an electrical equivalent of such a line.

The functioning of the short-circuited transmission line in producing the desired rectangular pulse may readily be understood in terms of the elementary theory of wave propagation on such a line. At the instant at which the switch is opened, the current $I_0$ from the constant-current source divides equally between the line and the resistance load if the resistances of the two are equal. A rectangular voltage wave of amplitude $\frac{1}{2}I_0 Z_0$ travels down the line, is totally reflected with reversal of sign at the short-circuited end, and travels back to the input end in a total elapsed time of $2\delta = \tau$. When the reflected wave reaches the input end, the voltage there drops immediately to zero and remains zero thereafter because the line is properly matched by the resistance $R_i = Z_0$, and there is no reflection at the input end. However, the line is fully charged with magnetic energy because a constant current of value $I_0$ is flowing through it. The voltage pulse generated at the load during the charging period clearly has an amplitude of $\frac{1}{2}I_0 R_i$ and duration $2\delta$.

If the circuit between the constant-current source and the transmission line is then broken, an exactly similar voltage pulse is generated by the resulting discharge of the magnetic energy stored on the line. The total energy stored on the line is $\frac{1}{2}L_0 I_0^2$, where $L_0$ is the total distributed inductance of the line. This energy must be equal to that dissipated in the load, or

$$\frac{1}{2}L_0 I_0^2 = G_i V_1 \tau = \frac{I_0^2 \tau}{4G_i}.$$
which reduces to the relation
\[ L_0 = \frac{\tau}{2G_t} = \frac{R_0 r}{2}. \] (59)

The analogy between the transmission line used as a voltage-fed current-pulse-generating source and as a current-fed voltage-pulse-generating source is very close. The far end of the line is open-circuited when it is used as a voltage-fed network and short-circuited when it is used as a current-fed network. In the first case, the line is charged to a voltage \( V_0 \), which produces a current pulse on matched load of amplitude \( V_0/2R_t \); in the second case, the line is charged to a current \( I_0 \), which produces a voltage pulse on matched load of amplitude
\[ \frac{I_0}{2G_t} = \frac{I_0 R_t}{2}. \]

Current-fed Networks Derived from a Transmission Line.—Current-fed networks may be derived from the short-circuited transmission line by methods exactly analogous to those used in Sec. 6.3 in deriving voltage-fed networks from the open-circuited transmission line. A summary of the networks thus derived is included, but the details of the derivations are omitted as they are considered sufficiently obvious.

Current-fed Network Simulating a Uniform Line Derived by Rayleigh's Principle.—This network, shown in Fig. 6.32, is identical in form to the voltage-fed network of Fig. 6.15 except that the far end is short-circuited instead of open-circuited.

Current-fed Networks Derived by Rational-fraction Expansions of the Admittance and Impedance Functions of a Short-circuited Transmission-line.—These are analogous to the similar networks derived by rational-fraction expansions of the impedance and admittance functions for the open-circuited transmission line. The network derived by expanding the admittance function
\[ Y = Y_0 \coth \frac{pr}{2} \]
is shown in Fig. 6.33.
Similarly, the network derived by the rational-fraction expansion of the impedance function

\[ Z = Z_0 \tanh \frac{\pi f}{2} \]

is illustrated by Fig. 6.34.

**Current-fed Networks of the Guillemin Type.**—The theory of the Guillemin current-fed network is similar to that of the voltage-fed network, except that the roles of the voltage and current are interchanged. Instead of generating a specified steady-state alternating current by applying a constant-voltage source to the unknown voltage-fed network,

![Fig. 6.34.—Current-fed network derived by rational-fraction expansion of the transmission-line impedance function.](image)

![Fig. 6.35.—Circuit for generating a specified alternating-voltage wave similar to the desired single-pulse shape.](image)

a specified steady-state alternating voltage is generated by applying a constant-current source to the unknown current-fed network. Compare the circuit of Fig. 6.12 with that of Fig. 6.35. The alternating-voltage wave in this case is started by opening the switch rather than by closing it as in the case of the voltage-fed network.

A Fourier-series expansion is made for the specified alternating-voltage wave shape and the coefficients of the resulting series are identified with the network of Fig. 6.36.

The voltage across the \( r \)th antiresonant section is given by

\[ v_r = I_N \sqrt{\frac{L_r}{C_r}} \sin \frac{t}{\sqrt{L_r C_r}}, \quad (60) \]

A comparison of Eq. (60) with Eq. (33), which is the corresponding expression for the voltage-fed network, shows that the two are identical in form with the exception that \( I_N \) appears in Eq. (60) instead of \( V_N \) and that \( L_r \) and \( C_r \) are interchanged. All of the results derived for the voltage-fed network may be immediately applied to the current-fed network by making the changes stated in the previous sentence.

In particular, the values of \( L_r \) and \( C_r \) are given by the equations

\[ L_r = \frac{\tau b_r}{\nu \pi Y_N} = \frac{Z_N \tau b_r}{\nu \pi} \quad (61) \]
The parameter values given in Tables 6.1 and 6.2 for the voltage-fed network of Fig. 6.15 apply directly to the current-fed network of Fig. 6.36, provided that the $L_i$'s and $C_i$'s are interchanged and the induct-

\begin{equation}
C_r = \frac{\tau Y_N}{\nu \pi b} = \frac{\tau}{\nu \pi b Z_N}.
\end{equation}

(Fig. 6.37.—Equivalent forms for five-section Guillemin current-fed networks. Multiply the inductances by $Z_N/\tau$ and the capacitances by $\tau/Z_N$. Inductances are given in henrys and capacitances in farads if the pulse duration $\tau$ is in seconds and the network impedance $Z_N$ is in ohms.

(a) One-section, $a = 0.50$.  
(b) Two-section, $a = 0.33$.  
(c) Three-section, $a = 0.25$.

Fig. 6.38.—One-, two-, and three-section type A current-fed networks. Multiply the inductances by $Z_N/\tau$ and the capacitances by $\tau/Z_N$. Inductances are given in henrys and capacitances in farads if the pulse duration $\tau$ is in seconds and the network impedance $Z_N$ is in ohms.
ances are written in terms of \( \tau / Y_N = Z_N \tau \) and the capacitances in terms of \( Y_N \tau = \tau / Z_N \). As an example, reference to Table 6.1 row 1 gives the following values for the corresponding current-fed network

\[
L_r = \frac{4Z_N \tau}{\nu^2 \pi^2}, \quad C_r = \frac{\tau}{4Z_N}.
\]

Likewise the voltage-fed networks shown in Figs. 6.22 and 6.23 can be transformed to current-fed networks by following an identical procedure. The current-fed networks thus derived are shown in Figs. 6.37 and 6.38. The five-section networks are correspondingly designated in Figs. 6.22 and 6.37. The type \( D \) current-fed network is not realizable in physical form because some of the capacitances are negative. It is therefore omitted from Fig. 6.37.

6.5. Materials and Construction. — The losses in the coils of a network can be determined by calorimetric measurement during operation, provided that the coils can be thermally insulated from the condenser elements. An alternate method is to calculate the frequency distribution of the currents in the various coils, and to determine the \( Q \) of the coils at those frequencies either by calculation or by measurement. The \( Q \) of a coil may often be calculated approximately with the use of one of various empirical formulas which are given in handbooks. It is usually much easier, however, to measure the \( Q \) of a sample on an r-f bridge. The frequency distributions may be calculated from Table 6.2.

The calculation of losses in the coils and in the condensers of a type \( E \) network during discharge may be simplified by the use of a single effective frequency instead of the band of frequencies given by Table 6.2. The discharge currents in the condensers of a four-section type \( E \) network are shown in the oscillogram of Fig. 6.39 as obtained with the circuit of Fig. 6.40.

\[\text{Fig. 6.39.—Condenser-discharge currents in the four-section type-E network shown in Fig. 6.40.}\]

By P. R. Gillette.
The following approximate method of calculating this effective frequency leads to values of losses that are accurate enough for all practical purposes, although the frequency itself may be inaccurate. The actual currents shown in Fig. 6.39 may be represented approximately by portions of sine waves as shown in Fig. 6.41a. The current in the end condenser is assumed to consist of two overlapping waves of the same form as those for the other condensers. These waves may be added to give the coil currents, as indicated in Fig. 6.41. The frequency of the sine waves, in terms of the number of sections and the pulse duration, is given approximately by the expression \( f = n/2\pi \). The effective frequency for the rise and fall of current is given to a similar degree of accuracy—that is, to within a factor of two—by the same expression.

The discharge currents in the coils may each be broken up into a rising, a flat, and a falling portion, and the losses calculated separately for each portion. The power dissipated in a coil during the rise and fall may be calculated on the assumptions (1) that the current is a sine wave of period equal to four times the rise time and of peak amplitude equal to the pulse amplitude, and (2) that the effective resistance is the a-c resistance corresponding to the frequency of this sine wave. The power dissipated during the flat portion of the pulse may be calculated on the assumption that the current is a direct current of magnitude equal to the pulse amplitude. The power dissipated during the charging period may be calculated on the assumption that the current is a sine wave of frequency equal to half the pulse recurrence frequency. The total average power dissipated in the coil is the sum of the values of losses computed as above.

In this way the correct wire size, the respective merits of solid, stranded, and litz wire, and coil shapes (single-layer, bank-wound, etc), may be determined. The power loss is usually a far more important consideration than is current density in the choice of wire size. Losses in coil forms may be reduced by the use of materials having low dielectric
loss and by the use of hollow rather than solid forms. Increasing the $Q$ of coils by increasing their size may cause difficulties unless care is taken to keep the self- and mutual inductances constant.

In addition to the generation of heat, the effect of losses in the coils is primarily to attenuate the high frequencies. A pulse with a smoother top and a slower rate of rise is thus produced with coils of higher losses.

Condensers.—A network that satisfies all electrical requirements can be constructed of separate coils and standard mica condensers of suitable current and voltage ratings. A bulky network results, however, because of the problem of insulating the separate components, and also because the current ratings of standard condensers are based on continuous operation rather than on duty ratios of about 0.1 per cent. The expedient of overrating smaller conventional condensers is dangerous because they are designed with interdependent voltage and current ratings. It has therefore been found necessary to develop new techniques in design and construction. All components are put in one container, with common means of insulation. The condensers are designed to withstand the high voltages, but have a smaller current-carrying capacity than is ordinarily associated with such voltages.

Losses in the condenser elements can be calculated and measured by methods analogous to those suggested for coils. The losses may be measured calorimetrically, or the effective frequencies may be calculated by one of the two methods outlined in the discussion of coil losses, and the effective dissipation factor of the completed condenser either measured or calculated for those frequencies. The effective dissipation factor includes the losses in the dielectric, the foil, and the impregnant. Under most conditions, the effective current through the condenser foils is well within the current-carrying capacity of the thinnest commercial foils. For high duty ratios and short pulse durations, where the skin depth is less than the foil thickness, the foil resistance may become a limitation.

Dielectrics such as mica, oil-impregnated paper (hereafter referred to as "paper"), and a relatively new material known as diaplex have been used successfully. Diaplex is an organic-inorganic material that was developed as a substitute for mica, and has been used in a number of special applications for which the requirements are especially stringent. Paper, the material used most commonly in high-voltage condensers, has found by far the widest application in network manufacture. Mica and paper condenser elements are almost always oil-filled; diaplex units are usually oil-filled, but it is also possible to use a plastic material as a bonding medium.

In general, best results are obtained when the losses in a network are evenly divided between the inductive and capacitive reactances. If this rule is followed, it is generally possible to use paper dielectric for the
condensers. In this case, the temperature-limiting constituent of the condensers is the paper dielectric, and that of the coils is the enamel or other organic insulation. If mica or diaplex dielectrics are used in the condensers, and the coils are wound with glass-insulated wire, the phenolic insulating members, impregnating oil, and solder become the temperature-limiting constituents. Mica or diaplex is therefore used as the dielectric in high-temperature units, and special high-temperature types of phenolics, oils, and solders are employed in the construction of the networks.

A "hot-spot" temperature, the maximum stable operating temperature of the materials, is generally taken as a maximum both for condensers and coils. In paper condensers, the amount (thickness) of paper dielectric is determined by the hot-spot temperature, which is usually 125°C. If the thickness of dielectric has been chosen with regard to this temperature, the occurrence of corona in the paper may easily be avoided by conventional methods. The same consideration applies to diaplex at low and medium voltages. However, corona will appear at the higher voltages if a liquid impregnant is used, apparently because strong electric fields drive the oil out from between the layers of dielectric material.

For mica condensers, the losses increase at a much greater rate than the applied voltage, partly because of corona in the voids of the mica itself. Hence, measurements made when the input power is low are not adequate to determine the maximum power that can be applied without exceeding the safe temperature for the other components. Mica is unique among dielectrics in that corona of moderate intensity does not produce chemical degradation of the dielectric, which would induce further losses. In this respect, paper is by far the worst of the three types of dielectric under discussion. Dielectric losses may also increase faster than the applied voltage with materials other than mica. Hence, empirical life-testing of the network is an important part of the design procedure.

Some of the electrical characteristics of mica, diaplex, and oil-impregnated paper condensers are listed in Table 6-3.

<table>
<thead>
<tr>
<th></th>
<th>Mica</th>
<th>Diaplex</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric constant</td>
<td>6.7</td>
<td>4.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Dissipation factor</td>
<td>0.15</td>
<td>0.35</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The variation with frequency and temperature of the capacitance and dissipation factor of condensers constructed with the three different types of dielectric is illustrated by the curves in Figs. 6-42 and 6-43.
Whereas the dielectric constant of mica and diaplex is nearly independent of frequency, that of paper decreases as the frequency is increased, particularly at low temperatures. Therefore, the energy stored in paper condensers of a pulse-forming network cannot be entirely removed in high frequency components of the pulse shape. Thus, at low temperatures, short pulses of 0.5 µsec or less have a duration shorter than that which is predicted from low-frequency measurements.

![Diagram of Capacitance Variation with Frequency and Temperature](image)

**Fig. 6-42.**—Variation of capacitance with frequency and temperature.

The dissipation factor of paper becomes very great at high frequencies, indicating that, as the time delay per section is decreased, the proportion of losses in a paper network increases rapidly. In a mica or diaplex network this effect is not nearly so pronounced. The increase in dissipation with frequency also causes the pulse from a paper network to be more rounded than that from a similar mica or diaplex network. The curve showing dissipation factor as a function of temperature leads to the interesting conclusion, borne out in practice, that the losses in a paper network are a minimum at 75°C.

To summarize, both mica and diaplex may be used to advantage in small light-weight high-temperature units. Paper, because of its lower maximum operating temperature, gives, in general, a more bulky network. It may be used in the storage condensers of type A networks, but the antiresonant sections usually require higher Q’s than may be achieved with paper. Finally, the rapid decrease in dielectric constant at low temperatures discourages the use of paper in units required to operate at extremely low temperatures. Since paper is the least expensive of the three dielectrics discussed, it is generally chosen for applications in which only a normal range of ambient temperature is encountered.
After the type of dielectric to be used in a given network is chosen, the required volume must be determined. This volume depends not only upon the amount of energy to be dissipated, but also upon the maximum hot-spot temperature that the dielectric can withstand in normal operation, the efficiency of heat transfer from the dielectric to the case, the efficiency of heat transfer from the case to the surroundings, and the maximum temperature of the surroundings. The efficiency of heat transfer from case to surroundings may be improved by mounting the case so that there is a large area of contact between it and a heavy metal plate, by the proper use of fins, and by forced air circulation. The efficiency of heat transfer from the dielectric and coil to the case may be improved by spacing the elements in the case in such a way as to achieve
the freest possible convection of oil, and hence the maximum convective cooling action. Improvement in any of these factors reduces the required volume of the dielectric.

Examples.—The four network designs listed in Table 6.4 are typical examples of networks used in pulsers for radar systems. The networks are shown in Fig. 6.44, and the pulse shapes produced on the appropriate resistance loads are shown in Fig. 6.45.

Table 6.4.—Typical Type E Networks

<table>
<thead>
<tr>
<th>No.</th>
<th>Peak charging voltage, kv</th>
<th>Pulse duration, ( \mu \text{sec} )</th>
<th>PRF, ppe</th>
<th>Impedance, ohms</th>
<th>Nominal pulse power, kw</th>
<th>No. of sections</th>
<th>Dimensions*</th>
<th>Wt.</th>
<th>Application</th>
<th>Mfg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>0.84</td>
<td>840</td>
<td>50</td>
<td>25</td>
<td>3 + 5</td>
<td>1 ½ x 3 ½ x 2 ½</td>
<td>12 oz</td>
<td>Airborne</td>
<td>GE</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.25</td>
<td>1600</td>
<td>50</td>
<td>200</td>
<td>2</td>
<td>2 x 10 x 5 ½</td>
<td>5 lb</td>
<td>9 oz</td>
<td>Sprague</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.60</td>
<td>400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.20</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>1.0</td>
<td>1000</td>
<td>50</td>
<td>200</td>
<td>5</td>
<td>3 ½ x 4 ½ x 5 ½</td>
<td>4 lb</td>
<td>9 oz</td>
<td>Sprague</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ground-based</td>
<td>Sprague</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>2.0</td>
<td>300</td>
<td>25</td>
<td>2000</td>
<td>2</td>
<td>4 ½ x 13 ½ x 9 ½</td>
<td>24 lb</td>
<td>Ground-based</td>
<td>GE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Not including insulators.
Fig. 6-45.—Pulse shapes on resistance load from the networks listed in Table 6-4.
The construction of network No. 3 may be considered as typical of that employed in the majority of type E networks. It is housed in a terne-plate can with metalized glass bushings. The can is of sufficient resiliency to take care of differential expansion. The five condenser sections are designed to distribute the voltage effectively by four series sections and to minimize the inductance arising from the lead connections. The gradient is approximately 210 volts per mil. The condenser sections are held between bakelite end plates by means of metal bands. The total capacitance of the network is adjusted so that it will be within ±5 per cent of the rated value after impregnation.

The inductance consists of two close-wound coils wound on a ½-in. bakelite form. The input inductance is wound with 32 turns of No. 22 enameled wire and is mounted separately from the main coil, which consists of 26, 26, 26, and 31 turns of the same size wire. Although the input inductance must be separated from the other inductances because of the choice of can size and shape, it is possible to obtain a satisfactory wave shape on resistance load. The coils are mounted in a bakelite frame that can be attached to the end plates of the condenser bank before the assembly is placed in the can.

6.6. Test Procedures.—The electrical tests to which networks are subjected include a voltage-breakdown test, an insulation-resistance test, and a dissipation factor test; tests involving the determination of pulse duration, rate of rise, general pulse shape and impedance; and, finally, determinations of the temperature rise (which is a measure of efficiency) and life of the unit under normal operating conditions. Only those tests designed specifically for networks are described in this section.

For temperature-rise and life tests, the network is operated under normal rated conditions in a pulser of a type similar to that in which it is to be used. Tests are conducted at both the maximum and minimum ratings for continuous operating temperatures, as well as at normal room temperature.

The impedance of a network may be measured in several ways. Probably the most obvious method is to discharge the network into a pure-resistance load through a bidirectional switch, and to adjust the resistance until no reflection is obtained after the pulse. The resistance of the network is then equal to the load resistance. The main drawback of this method is that it introduces an unknown quantity, the switch resistance. This difficulty can be avoided to a certain extent by the use of a long cable whose impedance has previously been determined by other methods, but the possible difference in its impedance under pulse and r-f conditions makes this expedient of doubtful value. In addition, the voltage of the first step is related to the voltage of the main pulse by

1 By J. V. Lebaeqz.
\[ \frac{V_1}{V_l} = \frac{R_l - Z_N}{R_l + Z_N}, \]

which can be rewritten

\[ Z_N = \frac{1 - \frac{V_1}{V_l}}{\frac{V_1}{V_l}} R_l. \]

In practice, the voltage \( V_1 \) has to be 1 to 2 per cent of \( V_l \) in order to give a noticeable deflection on the CRT screen and, under these conditions, the maximum accuracy for measuring \( Z_N \) is only 2 to 4 per cent. Actually, the error is greater because of the change in switch resistance during conduction after the pulse and the variation in pulse shape introduced by network attenuation and phase shift. For the same reasons, it has not proved satisfactory to measure impedance of actual networks by intentionally using a load that gives a large mismatch, and computing the impedance from the above formula as a function of the ratio of step voltages. Other methods used for cables (r-f bridge measurements of open-circuit and short-circuit impedances) are usually not applicable to pulse-forming networks because of distortions introduced by the lumped constants, and because only two terminals are available in the majority of cases. Pulsed bridge circuits were tried, and proved to be the most satisfactory means of measuring network impedance.

The circuit finally adopted at the Radiation Laboratory is given in Fig. 6.46. As can readily be seen, the circuit is essentially a conventional bridge in which the external voltage is supplied by a pulse-forming network. Although with this system the switch resistance has no effect on the value obtained for impedance, great care must be exercised to eliminate stray capacitances and small additional inductances. This circuit has been used in either of two ways: as a matching method, or as a computation method. In the matching method, the switch \( S \) is
a commutator and \( R_1 \) is made equal to \( R_2 \). The resistance \( R_2 \) is then varied until the traces of the voltage across \( R_1 \) and \( R_2 \) appear superimposed on the CRT screen through the action of the switch \( S \), as indicated in Fig. 6.47a. The value of \( Z_N \) is then equal to \( R_3 \).

In the computation method, all the resistors are fixed, and the value of \( Z_N \) is easily obtained by measurement of the voltages \( V_1 \) and \( V_2 \) because

\[
Z_N = \frac{V_1 R_2}{V_2 R_1} (R_3 + R_1) - R_2.
\]

The matching method is more convenient for the routine checking of networks. Difficulties are apt to arise, however, because of the inductance unavoidably introduced in building a variable resistance capable of

![Oscillogram showing balance of impedance in pulsed bridge. Trace A is obtained from the network arm of the bridge and trace B from the resistance arm.](image)

![Oscillogram showing effect of non-inductive resistor in pulsed bridge. Trace A is obtained with an inductive resistance and trace B with a noninductive resistance.](image)

Fig. 6.47.

withstanding the power and voltage requirements. In the setup that has been used at the Radiation Laboratory, the resistor consists of noninductive elements connected through three selector switches to enable variations in steps of 10, 1, and 0.1 ohms. The additional connections necessitated by this system result in the appearance of oscillations on the top of the pulse, as indicated by Fig. 6.47b. This figure shows the wave shape through the resistance arm of the bridge only; the smoother trace corresponds to use of a noninductive resistance for \( R_3 \), the other one to the use of a variable resistance for \( R_3 \). The two resistors were equal to within 0.1 ohm.

The choice of the best possible pulse-forming network for the source still remains to be discussed. Experience has indicated that the value obtained for the impedance of the network under test depends slightly on
the characteristics of the source. It is necessary to keep the resistances $R_1$ and $R_2$ small in order to produce the desired amount of deflection on the scope if the measurement is to be made at a power level comparable to that for which the network is designed. Thus, if the two networks have very nearly the same impedance, the source network is working into a load impedance that is considerably smaller than its own impedance. It has also been observed that this amount of mismatch has an effect on the oscillations on the top of the pulse. Figure 6.47a indicates that the response of a network and of a resistance to the leading edge of the pulse is not the same. In view of this fact, it is probably desirable to use for a source network one that has an impedance approximately equal to that of the load and whose other characteristics correspond, as nearly as possible, to those of the network under test. In order to meet these conditions, however, a large number of special source networks are required. In practice, either a network of the same series, or one of approximately the same pulse duration and impedance as the one under test, is used.

The values of impedance obtained by pulsed-bridge methods can be duplicated easily with a circuit of the same type. Any discrepancies in the results that are obtained by the two methods (these discrepancies have been as high as 5 per cent) are caused chiefly by the inductance of the adjustable resistor that is used in the matching method.
CHAPTER 7

THE DISCHARGING CIRCUIT OF THE LINE-TYPE PULSER

BY J. V. LEBACQZ

7.1. General Properties of the Discharging Circuit.—The basic characteristics of the discharging circuit are determined entirely by the elements making up that circuit: the pulse-forming network, the switch tube, and the load. A pulse cable and a pulse transformer are often added between the pulser and the load although they are not essential to the operation of the equipment. The pulse cable is usually added only for convenience in engineering, and for greater flexibility in the physical location of the pulser and the load. The pulse transformer, on the other hand, can often be considered a necessary component of the pulser because it reduces the maximum network voltage that is necessary, and thus eases the problems of switching. As a result, the design problems are simplified, and a saving in weight and an increase in reliability are generally effected. The introduction of a pulse cable and a pulse transformer also affects the general characteristics of the discharging circuit.

The general properties of the discharging circuit can conveniently be arrived at by considering the simple circuit of Fig. 7.1.

As has been seen in Chap. 6, a charged lossless transmission line produces a rectangular pulse of energy if it is connected through an ideal switch to a pure resistance equal in magnitude to the characteristic impedance of the line. In practice, however, the pulse-forming networks do not duplicate exactly the pulse shape obtained from a lossless transmission line.

The switch in a line-type pulser is not required to open the circuit at the end of the pulse because the current ceases to flow when all the energy stored in the pulse-forming network is dissipated. This important property of the circuit makes it possible to take advantage of the high current-carrying capacity and low voltage drop that are characteristic of gaseous-discharge switches. The mechanism of the switch operation has an important effect on the operation of the circuit, as is discussed later.
The loads to which pulasers must supply power are not, in general, pure resistances. For most radar applications, the oscillator tube can be considered as a biased diode, as is already shown in Chap. 2 (Fig. 2:11). Random variations in the values of either the bias voltage or the dynamic resistance may occur from pulse to pulse or during a single pulse, and their effect on pulser performance must be considered.

Some of the characteristics of the circuit can be determined by considering the discharge of a lossless transmission line of impedance $Z_0$ through a resistance $R_l$. Consider the circuit of Fig. 7:2, in which the switch can be closed instantly, and is assumed to have zero resistance when closed. If the line is charged to a potential $V_0$, the current in the load after closing the switch is given by

$$i(t) = \frac{V_0}{Z_0 + R_l} \left\{ 1 - U(t - 2\delta) - \frac{Z_0 - R_l}{Z_0 + R_l} \left[ U(t - 2\delta) - U(t - 4\delta) \right] \right. 
+ \left[ \frac{Z_0 - R_l}{Z_0 + R_l} \right]^2 \left. \left[ U(t - 4\delta) - U(t - 6\delta) \right] - \cdots \right\}, \quad (6.7)$$

where

$U(\Delta t) = 1$ for $\Delta t > 0$,

$U(\Delta t) = 0$ for $\Delta t < 0$,

$\Delta t = (t - n\delta), \quad n = 2, 4, 6, \cdots$

In general, only the energy transferred to the load during the first time interval $2\delta$ is of practical value, and in that case,

$$I_l = V_0 \frac{1}{R_l + Z_0} \quad (1)$$

and

$$V_l = V_0 \frac{R_l}{R_l + Z_0} \quad (2)$$

The pulse power in the load is

$$P_l = V_l I_l = \frac{V_0^2}{(R_l + Z_0)^2} R_l \quad (3)$$

and the energy dissipated in the load is

$$W_l = P_l \tau = \frac{V_0^2}{(R_l + Z_0)^2} R_l \tau, \quad (4)$$

where $\tau = 2\delta$ is the duration of the pulse at the load. As can immediately be seen from the foregoing equations, the pulse power and the energy
dissipated in the load per pulse are a function of the load resistance. The value of load resistance for maximum power transfer can be obtained by differentiation of Eq. (3);

$$\frac{dP_l}{dR_l} = \frac{V_0^2}{(R_l + Z_0)^2} - \frac{2V_0^2R_l}{(R_l + Z_0)^3} = 0,$$

and the maximum power transfer is obtained when

$$R_l = Z_0.$$  \hspace{1cm} (5)

With this condition,

$$I_l = \frac{V_0}{2Z_0},$$  \hspace{1cm} (6)

$$V_l = \frac{V_0}{2},$$  \hspace{1cm} (7)

$$P_l = \frac{V_0^2}{4Z_0},$$  \hspace{1cm} (8)

and

$$W_l = \frac{V_0^2}{4Z_0} \tau.$$  \hspace{1cm} (9)

The value of load resistance for maximum pulse power given by Eq. (5) could have been anticipated from physical considerations; Eqs. (1) to (4) apply only for the first interval $2\delta$. If the load impedance equals the line impedance there are no reflections, and all the energy stored in the line is dissipated in the load during the interval $2\delta$. Any mismatch causes part of the energy to be dissipated in the load after the time $2\delta$, and thus results in a decrease in power during the main pulse.

![Figure 7-3](image_url)

**Fig. 7-3.—Effect of load mismatch on power transfer.**

Fortunately, exact matching of the load to the transmission-line impedance is not particularly critical from the standpoint of power transfer, as long as the mismatch does not exceed 20 to 30 per cent, as can be
shown by taking the ratio of the power into any load resistance $R_t$ to the power into a matched load $Z_0$. This ratio is

$$\frac{P_{R_t}}{P_{Z_0}} = \frac{V_0^2}{(R_t + Z_0)^2} R_t = 4 \frac{R_l}{Z_0} \left(1 + \frac{R_l}{Z_0}\right)^2 \tag{10}$$

The values obtained for Eq. (10) are plotted in Fig. 7.3, showing the flatness of the curve near the maximum. As an example, the values of $R_l/Z_0$ for which 3 per cent of the energy stored in the transmission line is dissipated after the time $2\delta$, equal to the pulse duration $\tau$, are found as follows:

$$\frac{1 - 0.03}{1} = 0.97 = 4 \left(1 + \frac{R_l}{Z_0}\right)^2$$

$$\left(\frac{R_l}{Z_0}\right)_1 = 1.42, \quad \left(\frac{R_l}{Z_0}\right)_2 = 0.70.$$ 

Thus, from power considerations alone, the matching of the load to the line impedance has very little effect on the discharging circuit, since only 3 per cent or less of the energy stored in the transmission line is not dissipated in the load if the load impedance varies from 70 to 142 per cent of the transmission-line impedance.

The energy dissipated in the load under matched conditions is equal to the energy stored in the transmission-line capacitance before the pulse, or

$$\frac{V_0^2 \cdot \tau}{4Z_0} = \frac{1}{2} C_0 V_0^2,$$

which gives the fundamental relation

$$\tau = 2C_0Z_0. \tag{11}$$

The pulser design is affected by the pulse-power and energy-per-pulse requirements in several ways. Equation (8) shows that the pulse output is proportional to the square of the voltage on the transmission line or network, and inversely proportional to the line or network impedance. Figure 7.4 gives the maximum pulse power $P_{Z_0}$ that can be expected from an ideal pulser for various line impedances and voltages.

If nearly matched conditions are to be realized, it can be seen that the voltage necessary to supply a high pulse power to a high-impedance load becomes prohibitively high. For example, for a pulse-power require-
ment of 1 Mw into an 800-ohm load, the theoretical transmission-line voltage is 60 kv. The practical figure is higher because the losses in the discharging circuit have been neglected. A slightly lower network voltage can be used if the line and the load are intentionally mismatched because the power transfer is not seriously affected. In practice, up to about 40 per cent mismatch can be tolerated \((R_l/Z_o = 1.4)\), and under this condition, the line impedance is approximately 600 ohms with an 800-ohm load, and the voltage is 50 kv instead of 60 kv.

Handling voltages of this order of magnitude presents serious engineering problems. The most important problem is that of securing a suitable switch. Gaseous-discharge switches are not readily suited to the very
high voltages required in the high-impedance circuit. Neither would these circuits use the high current-carrying capacity of these switches to the best advantage. On the other hand, vacuum tubes have a high effective resistance, and the losses that occur when these are used as switches in high-impedance line-type pulasers result in low efficiency.

The small storage capacitance that results from the use of a high-impedance transmission line or network leads to other difficulties. This capacitance is given by $C_0 = \frac{\tau}{2Z_0}$ [Eq. (11)] and, for a given pulse duration, decreases proportionally to the increase in line impedance. Assuming, for example, an 0.8-μsec pulse and an 800-ohm transmission line,

$$C_0 = \frac{0.8 \times 10^{-6}}{2 \times 0.8 \times 10^8} = 500 \ \mu\text{f}.$$  

The small transmission-line or network capacitance may prove a serious handicap in the design of the charging circuit because a charging diode with peak inverse voltage greater than 30 kv is required to prevent the size of the charging inductance from becoming prohibitive. Also, the construction of the network itself presents very serious problems because the network inductances increase proportionately with the impedance, and the effect of distributed capacitance on wave shape becomes proportionately greater as the total active network capacitance is decreased.

In spite of these difficulties, several line-type pulasers were designed in the early days of the Radiation Laboratory to operate directly into high-impedance loads. However, a much more satisfactory solution to the problem was achieved by the development of an impedance-matching pulse transformer. These pulse transformers can be used over the wide range of output power (from 500 watts to 20 Mw) required from pulasers and over a range of pulse duration from less than 0.1 to more than 5 μsec without seriously affecting the shape of the output pulse. The impedance ratio of a pulse transformer is essentially equal to the square of the turns ratio. For a 1-Mw pulser supplying an 0.8-μsec pulse to an 800-ohm load, and using a 4/1 pulse transformer, the load $R_{12} = 800$ ohms that is across the secondary appears across the primary as

$$R_{41} = \frac{R_{12}}{4} = 50 \ \text{ohms}.$$  

The maximum line or network voltage is now about 15 kv and its capacitance

$$C_0 = \frac{0.8 \times 10^{-6}}{100} = 8000 \ \mu\text{f}.$$  

The disadvantages of a pulser coupled directly to a high-impedance load have now disappeared. Another advantage in the use of pulse transformers is the possibility of introducing a physical separation between the
pulser and its load. In many radar applications, it has been found necessary to separate the oscillator from the pulser itself—in some cases, because of the physical motion of the oscillator. Under these conditions, a pulse cable links the pulser to the load. Theoretically, pulse cables can be made in almost any impedance range, but practical considerations limit their impedance to less than 100 ohms. In the United States, the 50-ohm impedance level for pulse cable was standardized, and, for convenience in matching cable to pulser when necessary, the great majority of line-type pulsers were designed to use 50-ohm pulse-forming networks. In special applications requiring an exceptionally high-power output, however, networks of 25 and even 12.5 ohms were used. In Great Britain, on the other hand, the network impedance was centered around 80 ohms—again for convenience in cable matching.

Since the loads used in microwave radar usually have input characteristics similar to those of a biased diode, the performance of the pulser circuit with this load must be considered in some detail. The method of approach, however, can be extended to pulser circuits with loads of any type imaginable.

The current–voltage characteristic of a biased-diode load can be represented by Fig. 7.5. For any point along the load characteristic,\[ R_l = \frac{V_l}{I_l} = \frac{V_s + I_l \tan \alpha}{I_l} = \frac{V_s + I_l r_l}{I_s}, \]
where \( r_l \) is the dynamic resistance of the diode. Under these conditions the general expression (see Eq. (1)) for the current in the load becomes

\[ I_l = \frac{V_0}{R_l + Z_0} = \frac{V_0}{V_s + I_l r_l + Z_0} = \frac{V_0 I_l}{V_s + I_l (r_l + Z_0)}, \]

or

\[ I_l = \frac{V_0 - V_s}{r_l + Z_0} = \frac{V_0}{Z_0} \frac{1 - \frac{V_s}{V_0}}{1 + \frac{r_l}{Z_0}}, \quad (12a) \]

so

\[ R_l = r_l + V_s \frac{r_l + Z_0}{V_0 - V_s}, \quad (12b) \]

and

\[ V_l = I_l R_l = \frac{V_0 - V_s}{r_l + Z_0} \left( r_l + V_s \frac{r_l + Z_0}{V_0 - V_s} \right) = \left( V_0 \right) \frac{r_l}{Z_0} \frac{1 + \frac{Z_0}{V_s}}{1 + \frac{r_l}{Z_0}}. \quad (13) \]
In this case, the conditions for optimum power transfer between the transmission line and the load depend on the bias voltage as well as on the initial voltage on the line. Substituting $R_l = Z_0$ in Eq. (12b),

$$(Z_0 - r_l) (V_o - V_s) = V_s (r_l + Z_0),$$

which may be simplified to

$$Z_0 = r_l \frac{V_o}{V_o - 2V_s},$$

or

$$V_o = \frac{2V_s}{1 - \frac{r_l}{Z_0}}.$$  \hspace{1cm} (14)

Equation (15) expresses the voltage to which the transmission line must be charged in order that the load operate at the only point corresponding to matched conditions, or to maximum power transfer.

Then, for matched conditions,

$$I_l = \frac{V_o}{Z_0} \frac{1 - \frac{r_l}{Z_0}}{1 + \frac{r_l}{Z_0}} = \frac{V_o}{2Z_0},$$

$$V_l = V_o - I_l Z_0 = \frac{V_o}{2},$$

and

$$P_l = \frac{V_o^2}{4Z_0}.$$ \hspace{1cm} (18)

It is seen that the expressions for current, voltage, and pulse power are identical with Eqs. (6), (7), and (8) obtained for a pure-resistance load.

Expressions identical to those for the current and the voltage in the line-type pulser can be obtained from the consideration of a simple series circuit containing a battery of constant voltage $V_o$ and internal resistance $Z_0$, a switch closed for the time $\tau$, and a load resistance $R_l$ (see Fig. 7.6).
For this circuit

\[ I_t = \frac{V_0}{Z_0 + R_l} \]

and

\[ V_t = V_0 \frac{R_l}{Z_0 + R_l}. \]

[See Eqs. (1) and (2).] For a biased-diode load (Fig. 7.7) of dynamic resistance \( r_t \),

\[ I_t = \frac{V_0 - V_s}{Z_0 + r_t} \]

and

\[ V_t = V_s + r_t \frac{V_0 - V_s}{Z_0 + r_t} = \frac{V_0 r_t + V_s Z_0}{Z_0 + r_t}. \]

[See Eqs. (12) and (13).]

Since the circuits of Figs. 7.6 and 7.7 give the same results as those obtained by the transmission-line theory, they can be considered adequate equivalent circuits for a further discussion of the currents and voltages in line-type pulsers. On the other hand, this circuit is not satisfactory for determining energy relations because \( Z_0 \) is not physically a dissipative element. The value of \( Z_0 \) is determined from a fundamental consideration of the charging of an infinite transmission line, across which a battery voltage is suddenly applied, and is then defined as the ratio of voltage to current in the line. If the line is assumed to be lossless, the impedance, \( Z_0 = \sqrt{L_0/C_0} \), has the dimensions of a pure resistance, but does not dissipate energy. It can easily be seen that the circuits of Figs. 7.6 and 7.7 are identical with those of the hard-tube pulser discussed in Chap. 2. The principal difference lies in the ratio of \( Z_0 \) to \( R_l \) or \( r_t \). For most practical applications of line-type pulsers, \( Z_0 \) is very nearly equal to \( R_l \), or to \( r_t = \frac{V_0}{V_0 - 2V_s} \), whereas, in general, a hard-tube pulser is operated with a load whose impedance is high compared with the pulser internal impedance (effectively the resistance of the switch tube, which is dissipative). This difference is very important in the consideration of pulser regulation, efficiency, and the effect of other circuit parameters on pulse shape.

7.2. Pulsar Characteristics.—A typical discharging circuit for a line-type pulser can be represented by the diagram of Fig. 7.8. The ideal rectangular pulse that was considered in the preceding section is usually unobtainable in practice because of the characteristics of the various components used in the circuit. Some of the effects on pulser behavior and on
pulse shape introduced by the characteristics of the separate components are discussed in this and in the following sections. A brief résumé of the characteristics that affect the behavior of the discharging circuit is given here to facilitate reference.

The Pulse-forming Network.—As explained in Chap. 6, the pulse-forming networks used in practice can only produce an approximately rectangular output pulse on a pure-resistance load. In order to simplify the mathematical analysis, it is assumed in this chapter that the pulse shape generated by the network is either rectangular or trapezoidal. It should be noted, however, that most practical networks also produce amplitude oscillations during the "flat" portion of the pulse—that is, between the end of the rise and the beginning of the fall. In general, these oscillations are small and are neglected. In addition, actual networks always have stray capacitances to ground that must be taken into account when particularly fast rates of rise or fall are desired.

For simplicity in analysis, the stray capacitances to ground are lumped and connected at the capacitance input terminal of the network. The pulse-forming network can then be represented as in Fig. 7.9, in which the subscripts 0 for a lossless transmission line have been replaced by $N$.

The Switch.—Three types of switches have been used extensively in pulser operations: rotary spark gaps, fixed triggered gaps, and thyratrons. In general, the electrical characteristics of these three types are the same during the main pulse or conducting period. Fixed gaps and thyratrons both show a rapid decrease in tube drop from time $t = 0$ (when the tube begins to conduct), and the tube drop stays very nearly constant for the remainder of the pulse. A typical curve of tube drop during a pulse is shown in Fig. 7.10. The time $t_a$ required for the voltage to decrease to a steady-state value, $V_p$, varies with the particular switch considered and is usually about 0.3 $\mu$sec for triggered gaps, and 0.1 $\mu$sec for thyratrons. For a given tube the steady value of the tube drop is very nearly independent of the current, as shown by Fig. 7.11. The average values for $V_p$ under actual operating conditions are approximately 120 to 150 volts per gap for typical fixed spark gaps, and 70 to 110 volts for typical hydrogen thyratrons.
The data taken with rotary spark gaps points to approximately the same results as were obtained with fixed gaps or thyratrons. Rotary gaps, like thyratrons, have been used successfully at pulse durations of the order of magnitude of 0.1 \( \mu \)sec, indicating a very fast decrease in voltage drop across the gap after the initiation of conduction. Although the time jitter of the rotary gap does not directly affect the discharging circuit, it may affect the final charging voltage of the network. Under unfavorable conditions, the resulting change in power output from pulse to pulse may be several per cent.

The principal difference that is introduced in the behavior of the circuit by the switches occurs immediately after the pulse. Rotary gaps and triggered fixed gaps are essentially bidirectional devices, but the thyratron is unidirectional, and therefore holds off any negative voltage appearing at the plate as a result of impedance mismatch. This fact has a definite effect on the shaping of the tail of the pulse, causing post-pulse conduction for bidirectional switches and a higher voltage backswing for the thyratron switch. Different principles of circuit-element protection must also be applied because of differences in the switches.

The Pulse Transformer.—An equivalent circuit adequate for the discussion of the effect of pulse transformers is derived in Sec. 12-1, and is given in Fig. 7-12 for reference. To make the analysis easier, however, further simplifications are usually introduced, and those circuit elements that have little effect on the particular portion of the pulse under consideration are neglected.

For simplicity, it is assumed in the following discussions that any pulse transformer introduced in the circuit having a voltage stepup ratio of \( n \) is replaced by a 1/1 transformer, and equivalent circuits for line-type pulseres are all referred to the secondary of the pulse transformer. Under these conditions, the actual primary voltages are multiplied by \( n \), the actual primary currents are divided by \( n \), and the actual impedances are multiplied by \( n^2 \), that is,

\[
R_{\text{sec}} = n^2 R_{\text{pri}}, \\
L_{\text{sec}} = n^2 L_{\text{pri}}, \\
C_{\text{sec}} = \frac{1}{n^2} C_{\text{pri}}.
\]

The assumption that the losses in the pulse transformer are negligible is sufficiently accurate for discussions of pulse shapes, and is warranted by the simplifications it introduces in the mathematics. When the losses have to be taken into account, it can be assumed that the voltage trans-
formation is conserved, that is, the ratio of primary to secondary voltage is equal to the ratio of the number of turns in the pulse transformer. The losses then appear as shunt losses and affect the ratio of currents and impedances as follows:

\[ V_{sec} = nV_{pri}, \]
\[ I_{sec} = \frac{1}{n\eta} I_{pri}, \]
\[ Z_{sec} = n^2\eta Z_{pri}, \]

where \( \eta \) is the efficiency of the pulse transformer.

The Load.—As previously stated, the load most widely used in radar applications of pulse generators has the characteristics of a biased diode. In addition, a certain amount of capacitance is usually present in parallel with the load, and its effect on the leading and trailing edges of the pulse must be considered. Although the scope of this chapter does not permit a specific study of all the possible types of pulser loads that can be used, an important special application of the circuit has been found in the triggering of series gaps. In this case, the pulse shape is relatively unimportant, and the load is essentially a pure capacitance until the breakdown of the gaps, at which time the load is short-circuited. This particular case is considered in Chap. 8.

Equivalent Circuit for a Line-type Pulser.—A complete equivalent discharging circuit for a line-type pulser, obtained from the above considerations, is shown in Fig. 7.13.

For the remainder of this section, further simplifications can be made in this circuit. First, the output-power pulse is considered to be rectangular, even though it is shown in Sec. 7.4 that a perfectly rectangular pulse is unobtainable in practice. It is therefore necessary to define the pulse duration. In general, the pulse duration of any shape pulse is considered here to be that of a rectangular pulse that has an amplitude equal to the average amplitude (see Appendix B) of the top of the pulse under

\(^1\) The series resistance \( R_p \) includes the equivalent switch resistance and the series losses in the network and pulse transformer.
consideration, and that delivers the same amount of energy to the load as does the pulse under consideration. Then the equation

\[ \tau = \frac{\int_0^{T_r} v_i i \, dt}{V d I_t} \]

gives the equivalent pulse duration, where \( V_i \) and \( I_i \) are the amplitudes of the voltage and current pulse averaged over the top of the pulse, and \( v_i \) and \( i_i \) are the instantaneous values of voltage and current.

The general circuit that is of interest in this discussion includes the losses of the components that make up the circuit. With the above definition of pulse duration, however, it is not necessary to refer to the actual pulse shape in order to determine the power and energy relationships; instead, the equivalent rectangular pulse is considered. The equivalent circuit of Fig. 7.13 can thus be further simplified by the following assumptions:

1. The series inductances are neglected, since no voltage can appear across them during the "top" of a rectangular load-current pulse.
2. The time constant of \( Z_N \) and \( C_D \) is considered to be so small compared with the pulse duration that the charging time of \( C_D \), and therefore \( C_D \) itself, can be neglected.
3. The voltage drop across \( Z_N \) and the series resistances produced by current flowing through \( L_e \) is considered to be negligible, since the output current pulse is assumed to remain rectangular in shape, and thus \( L_e \) can also be neglected.

![Equivalent circuits for the study of power transfer.](image)

Fig. 7.14.—Equivalent circuits for the study of power transfer.

4. The series losses produced by the switch, network, and pulse transformer can, in general, be lumped into one resistance \( R_p \), as indicated in Fig. 7.14a. This assumption is equivalent to saying that the switch has a constant resistance that is independent of the current. In cases where the switch drop is not very small (less than 10 per cent) compared with the network voltage, it is preferable to assume that the switch has a constant voltage drop \( V_p \),
as indicated in Fig. 7.14b. In this case, the value of the series resistance is represented by $R_p$.

**Pulse Power, Power Transfer, and Load Line.**—If the case of a resistance load, for which $V_0 = 0$ and $r_l = R_l$, is considered first, the current in $R_l$ corresponding to Fig. 7.14a is given by

$$V_N = I_l \left(1 + \frac{R_l}{R_s}\right) \left(Z_N + R_p\right) + I_l R_l,$$

or

$$I_l = \frac{V_N R_s}{(R_s + R_l)(Z_N + R_p) + R_s R_l},$$

which can be written

$$I_l = \frac{V_N}{Z_N \left(1 + \frac{R_p}{Z_N}\right) + R_l \left(1 + \frac{Z_N + R_p}{R_s}\right)}.$$  \hspace{1cm} (19)

Introducing the coefficients

$$\alpha = 1 + \frac{Z_N + R_p}{R_s}$$

and

$$\beta = 1 + \frac{R_p}{Z_N},$$

Eq. (19) becomes

$$I_l = \frac{V_N}{Z_N \beta + R_l \alpha}. \hspace{1cm} (20)$$

A comparison of this expression with Eq. (1),

$$I_l = \frac{V_0}{Z_0 + R_l},$$

indicates that the load current is reduced by the losses in the circuit, since $V_0$ and $Z_0$ are equivalent to $V_N$ and $Z_N$ respectively (the subscript zero refers to lossless transmission lines and the subscript $N$ to actual networks). For this reason, the coefficients $\alpha$ and $\beta$ are referred to as "loss coefficients," $\alpha$ representing the shunt losses, and $\beta$ the series losses.

From Eq. (20), the load voltage is given by

$$V_l = \frac{V_N R_l}{Z_N \beta + R_l \alpha} \hspace{1cm} (21)$$

and the pulse power by

$$P_l = \frac{V_l^2 R_l}{(Z_N \beta + R_l \alpha)^2}. \hspace{1cm} (22)$$
The relation between $R_l$ and $Z_N$ for maximum power transfer into the load for a given network voltage can again be found by differentiating Eq. (22), and equating the result to zero; thus

$$\frac{dP_l}{dR_l} = \frac{V_N^2}{(Z_N\beta + R_l\alpha)^2} - \frac{V_N^2 R_l 2\alpha}{(Z_N\beta + R_l\alpha)^3} = 0,$$

or

$$Z_N\beta + R_l\alpha - 2R_l\alpha = 0$$

$$R_l = \frac{Z_N}{2\alpha}.$$  \hspace{1cm} (23)

Equation (23) shows that, when losses are taken into account, the maximum power transfer to the load is obtained for a value of load resistance that is different from the characteristic impedance of the network. If only series losses exist ($R_s = \infty$), maximum power transfer is obtained for a load resistance that is equal to the network impedance plus the resistance corresponding to the series losses, that is, $R_l = Z_N + R_p$. If only shunt losses exist ($R_p = 0$), the value of load resistance for maximum power transfer must be equal to the equivalent resistance of the network impedance and shunt-loss resistance in parallel, that is,

$$R_l = \frac{Z_N R_e}{Z_N + R_e}.$$  \hspace{1cm} (24)

In general, the series and parallel losses are of the same order of magnitude ($\alpha \approx \beta$). Therefore, it is usually sufficient to make $Z_N$ equal to $R_l$, and the departure from optimum power transfer is not great because of the flatness of the power-transfer curve (Fig. 7-3). When the conditions for maximum power transfer are realized for a resistance load, the expressions for load voltage, current, and power are

$$V_l = \frac{V_N}{2\alpha},$$  \hspace{1cm} (25)

$$I_l = \frac{V_N}{2Z_N\beta},$$

and

$$(P_l)_{max} = \frac{V_N^2}{4Z_N\alpha\beta}.$$  \hspace{1cm} (26)

The load current, voltage, and power are easily obtained by the same methods from Fig. 7-14b if $V_N$ is replaced by $V_N - V_p$, $R_p$ by $R'_p$, $\alpha$ by $\alpha'$ and $\beta$ by $\beta'$, giving

$$I_l = \frac{V_N - V_p}{Z_N\beta' + R_l\alpha'},$$  \hspace{1cm} (27)

$$V_l = \frac{(V_N - V_p) R_l}{Z_N\beta' + R_l\alpha'}.$$  \hspace{1cm} (28)
and

\[ P_1 = \frac{(V_N - V_p)^2 R_l}{(Z_N \beta' + R_l \alpha')^2} \]  

The maximum power that can be delivered by the circuit is

\[ (P_1)_{\text{max}} = \frac{(V_N - V_p)^2}{4 Z_N \alpha' \beta'} \]  

The principal reason for a representation of this type in the study of the obtainable pulse power is to emphasize the effect of tube drop in the design of low-power pulsers. As long as the tube drop is only a few per cent of the network voltage either presentation is adequate. However, the rapid increase in losses, and the corresponding decrease in available power as the switch drop increases, are more evident from Eq. (30) than from Eq. (26). For instance, if \( V_p \) is about 10 per cent of \( V_N \), the losses in the switch amount to nearly 20 per cent of the load power.

In Fig. 7-4 a series of curves for \( P_L = V_0^2/(4Z_0) \) are plotted. The same curves can, of course, be used to represent Eq. (26) if the coordinates are made to represent \( [\alpha \beta P_1]_{\text{max}} \) and \( V_N \) instead of \( P_L \) and \( V_0 \), or Eq. (30) if the coordinates are changed to \( [\alpha' \beta'(P_1)_{\text{max}}] \) and \( (V_N - V_p) \) respectively.

If the load is considered in the more general terms of a biased diode of instantaneous static impedance

\[ R_l = \frac{V_s + I_{r1}}{I_1}, \]

the expression for load current [Eq. (20)] becomes

\[ I_1 = \frac{V_N}{Z_N \beta + \left(\frac{V_s + I_{r1}}{I_1}\right) \alpha} \]

This equation can be rewritten as

\[ I_1 = \frac{V_N - V_s \alpha}{Z_N \beta + r \alpha}, \]  

which is of the same form as Eq. (12).

With the value of \( I_1 \) from Eq. (31), the voltage across the load,

\[ V_1 = I_{r1} + V_s, \]

becomes

\[ V_1 = \frac{V_N r_1 + V_s Z_N \beta}{Z_N \beta + r \alpha}, \]  

and the pulse power is

\[ P_1 = V_1 I_1 = \frac{(V_N r_1 + V_s Z_N \beta)(V_N - V_s \alpha)}{(Z_N \beta + r \alpha)^2}. \]
Maximizing the power as a function of \( r_1 \), it is found that the network voltage giving maximum power transfer to the load is

\[
V_N = 2V_s \frac{\alpha}{1 - \frac{r_1}{Z_N} \cdot \frac{\alpha}{\beta}}. \tag{34}
\]

A comparison of Eqs. (15) and (34) shows that when the losses in the circuit are considered, the voltage on the network for maximum load power is greater than that obtained when the losses are neglected, by a factor approximately equal to \( \alpha \). The same expression may be obtained by maximizing the power as a function of \( V_s \), or by introducing the expression for static impedance of the biased diode into Eq. (23) and using Eq. (31). It is therefore evident that there is only one operating point for a nonlinear load where maximum power is obtained and, accordingly, that there is only one definite value of network voltage that leads to operation at that point. It is fortunate that the circuit performance is not greatly affected by slight deviations from the conditions giving maximum power transfer.

To demonstrate this point, Eq. (33) may be rewritten to express the pulse power as

\[
P_t = \frac{V_s^2}{4Z_N} \left( \frac{r_1}{Z_N} + \frac{V_s}{V_N} \beta \right) \left( 1 - \frac{V_s}{V_N} \alpha \right) \left( \beta + \frac{r_1}{Z_N} \alpha \right)^2.
\]

By introducing Eq. (34) into Eq. (33), the pulse power corresponding to maximum power transfer is found to be

\[
(P_t)_{\text{max}} = \frac{V_s^2}{4Z_N} \frac{1}{\alpha \beta}. \tag{35}
\]

The power-transfer relation \( P_t/(P_t)_{\text{max}} \) can be expressed as

\[
\frac{P_t}{(P_t)_{\text{max}}} = 4\alpha \beta \left( \frac{r_1}{Z_N} + \frac{V_s}{V_N} \beta \right) \left( 1 - \frac{V_s}{V_N} \alpha \right) \left( \beta + \frac{r_1}{Z_N} \alpha \right)^2. \tag{36}
\]

When \( V_s/V_N \) equals zero, the special case of a pure-resistance load is obtained. For any value of \( V_s/V_N \) greater than \( 1/\alpha \), the power output drops to zero because the expression gives a negative value for power under this condition. The curves of Figs. 7.15 and 7.16 indicate the effect of the losses in the circuit on the conditions required for optimum power transfer when the loss coefficients have the values 1.0, 1.1, and 1.2,
Fig. 7.15.—Power-transfer curves for various values of $V_s/V_N$, $\alpha$ and $\beta$.

Fig. 7.16.—Relation between $V_s/V_N$ and $\tau_l/Z_N$ for maximum power transfer for various values of loss coefficients.
which cover the range ordinarily encountered in line-type pulser. These curves also show that very little loss in power results from a slight mismatch, as was already determined in Sec. 7.1 (Fig. 7.4) for a resistance load and a lossless circuit. More important, these curves show that, in order to achieve maximum power transfer, the dynamic resistance of the load must decrease as the bias voltage is increased. This phenomenon can best be explained physically by a consideration of the load line of the pulser, a curve that gives the relation between output current and output voltage as the load resistance is varied, all other conditions remaining the same. Referring to the expressions (20) and (21), and eliminating $R_l$ between them, there is obtained

$$V_l = \frac{V_N}{\alpha} - I_l Z_N \frac{\beta}{\alpha}$$

(37)

which is the equation for the pulser load line plotted in Fig. 7.17. By inspection of this equation, it can be seen that the open-circuit load voltage is $V_N/\alpha$, the short-circuit load current is $V_N/(Z_N\beta)$, and that the function is linear. The load characteristics can be represented on the same plot; thus a resistance load is represented by a straight line passing through the origin, whereas a biased-diode load is represented by a straight line intersecting the $V$ axis in the positive region. The intersection of the pulser load line with the load characteristic line gives the operating point. A load characteristic line has been drawn for

$$R_l = \left(\frac{\beta}{\alpha}\right) Z_N,$$
corresponding to optimum power transfer from the pulser to the load. Its intersection with the pulser load line at point \( A \) corresponds to a voltage \( \frac{V_N}{2\alpha} \) and a current \( \frac{V_N}{2\beta} \), the only point on the load line for which optimum power transfer obtains. Conversely, any load whose characteristic passes through that point enables the pulser to operate under the conditions of maximum power transfer.

Such a load could be the biased diode represented in the Fig. 7.17. It is evident from Eq. (36) that, unless negative resistance is considered, the highest value of bias voltage that permits operation at point \( A \) is \( \frac{V_N}{2\alpha} \) (see Fig. 7.16). It is also apparent that the higher the bias voltage on the diode, the steeper the load characteristic must be if it is to pass through point \( A \). This condition corresponds to a small \( \Delta V/\Delta I \) or dynamic resistance, and explains why the maxima in the curves of Fig. 7.16 shift toward small values of \( r_l/Z_N \) when \( V_s/V_N \) is increased.

7.3. Pulser Regulation and Efficiency.—Pulser regulation refers to the changes in pulser output voltage, current, and power resulting from changes in operating conditions. These changes may take place either during a pulse or from pulse to pulse. The present discussion neglects the circuit inductances and stray capacitances, and is valid as long as the "transient regulation" is not considered. The results therefore apply to the cases where a change in circuit parameters has taken place between two pulses, or, if the change takes place during the pulse itself, the results are valid only after any transient effects have been damped out.

There are two types of regulation to be considered: (1) that produced by changes in the network voltage, and (2) that produced by changes in the load characteristic. In either case, transient regulation may appear. The effect on the pulser output of possible oscillations or irregularities on the top of the input voltage pulse can be analyzed only by methods similar to those of Sec. 7.4 used in studying pulse shape. If, on the other hand, the load characteristics suddenly change during a pulse, the transient behavior from one characteristic to the other depends on the values of the distributed capacitance across the load as well as on the series inductance introduced by the pulse transformer.

Neglecting transients, the circuit of Fig. 7.14 can be used for the study of regulation, leading to the expressions for load voltage, current, and power obtained in Sec. 7.2, namely,

\[
V_l = \frac{V_N r_l + V_s Z_N \beta}{Z_N \beta + r_l \alpha},
\]

\[
I_l = \frac{V_N - V_s \alpha}{Z_N \beta + r_l \alpha},
\]
and
\[ P_t = \frac{(V_N r_t + V_s Z_N \beta) (V_N - V_s \alpha)}{(Z_N \beta + r_\alpha)^2}, \] (33)

The regulation may be obtained from these equations by differentiation.

**Regulation against Variations in Network Voltage.**—The voltage regulation is obtained by differentiation of Eq. (32), which gives
\[ \frac{dV_1}{dV_N} = \frac{r_t}{Z_N \beta + r_\alpha}. \]

Multiplying by \(dV_N\), dividing by \(V_N\), multiplying numerator and denominator of the right-hand member by \(V_N\), and replacing the differential by a finite difference, there results
\[ \left( \frac{\Delta V_1}{V_1} \right)_{V_N} = \frac{\frac{r_t}{Z_N \beta + r_\alpha}}{V_N} \frac{\Delta V_N}{V_N} = \frac{1}{1 + \frac{V_s Z_N \beta}{V_N r_t}} \frac{\Delta V_N}{V_N}. \] (38)

For operation at maximum power transfer,
\[ \frac{V_s}{V_N} = \frac{1 - \frac{r_t \alpha}{Z_N \beta}}{2\alpha}, \] (34)

and the expression for voltage regulation becomes
\[ \left( \frac{\Delta V_1}{V_1} \right)_{V_N} = \frac{2}{1 + \frac{Z_N \beta}{\tau_t}} \frac{\Delta V_N}{V_N}. \] (39)

The expressions for current and power regulation are obtained in the same way, with the following results:
\[ \left( \frac{\Delta I_1}{I_1} \right)_{V_N} = \frac{1}{1 - \frac{V_s}{V_N} \alpha} \frac{\Delta V_N}{V_N}, \] (40)

and
\[ \left( \frac{\Delta P_t}{P_t} \right)_{V_N} = \frac{2 + \frac{V_s}{V_N} \left( \frac{Z_N}{\tau_t} \beta - \alpha \right)}{1 + \frac{V_s}{V_N} \left( \frac{Z_N}{\tau_t} \beta - \alpha \right) - \left( \frac{V_s}{V_N} \right)^2 \frac{Z_N}{\tau_t} \alpha \beta} \frac{\Delta V_N}{V_N}. \] (41)

For the case of maximum power transfer, these equations may be sim-
\( \left( \frac{\Delta I_t}{I_t} \right)_{V_N} = \frac{2}{1 + \frac{r_l \alpha}{Z_N \beta}} \frac{\Delta V_N}{V_N} \) \tag{42}

and

\( \left( \frac{\Delta P_t}{P_t} \right)_{V_N} = 2 \frac{\Delta V_N}{V_N} \) \tag{43}

For a resistance load, \( V_s = 0 \), and the expressions for regulation reduce to

\( \left( \frac{\Delta V_t}{V_t} \right)_{V_N} = \frac{\Delta V_N}{V_N} \) \tag{44}

\( \left( \frac{\Delta I_t}{I_t} \right)_{V_N} = \frac{\Delta V_N}{V_N} \) \tag{45}

and

\( \left( \frac{\Delta P_t}{P_t} \right)_{V_N} = 2 \frac{\Delta V_N}{V_N} \) \tag{46}

whether or not the load resistance is matched to the characteristic impedance of the network in order to obtain maximum power transfer.

An examination of expressions (38) and (40) shows that, for a biased diode, the load voltage always changes less rapidly than the network voltage, whereas the load current changes more rapidly. For instance, assuming \( Z_N/r_l = 10 \), \( \alpha = \beta = 1 \), and maximum power transfer, Eq. (39) gives

\( \left( \frac{\Delta V_t}{V_t} \right)_{V_N} = \frac{2}{11} \frac{\Delta V_N}{V_N} = 0.182 \frac{\Delta V_N}{V_N} \)

and Eq. (42) gives

\( \left( \frac{\Delta I_t}{I_t} \right)_{V_N} = \frac{2}{1.1} \frac{\Delta V_N}{V_N} = 1.82 \frac{\Delta V_N}{V_N} \).

The value of \( V_s/V_N \) corresponding to the above assumptions is 0.45 (Fig. 7.16). It must be noted that the current regulation is improved (made smaller) if the ratio of \( V_s/V_N \) is decreased. For instance, for \( V_s/V_N = 0.4 \),

\( \left( \frac{\Delta I_t}{I_t} \right)_{V_N} = \frac{1}{0.6} \frac{\Delta V_N}{V_N} = 1.67 \frac{\Delta V_N}{V_N} \).

It is interesting to note that the output-current regulation against a change of network voltage depends only on the ratio \( V_s/V_N \). It is also worth noting that, since the network voltage is directly proportional to the input voltage to the pulser circuit, \( V_N \) can be replaced by \( E_M \) in the above expressions. This fact is important in pulser design, where
tolerances on the input voltage are usually known. For all practical operating conditions of magnetron load encountered to date, $V_s/V_N$ is in the neighborhood of 0.4 to 0.45, and hence the percentage change in magnetron current resulting from pulser regulation alone is approximately 1.75 times as great as the percentage change in input voltage.

Regulation against Variations in Load Characteristic.—Two types of regulation of the pulser output against load variation are discussed here. First, it is assumed that the bias voltage, $V_s$, of a biased-diode load may change either from pulse to pulse or during a pulse, but that the dynamic resistance, $\tau_1$, stays constant (this case corresponds quite closely to mode-changing in magnetrons). The expressions obtained for this case are

$$\left(\frac{\Delta V_I}{V_I}\right)_{V_s} = \frac{Z_N^\beta}{Z_N^\beta + \tau_1 \alpha} \cdot \frac{V_s}{V_N} \cdot \frac{\Delta V_s}{V_s} = \frac{1}{1 + \frac{V_N}{V_s} \cdot \tau_1 \cdot \frac{1}{Z_N^\beta}} \cdot \frac{\Delta V_s}{V_s}, \quad (47)$$

$$\left(\frac{\Delta I_I}{I_I}\right)_{V_s} = \frac{-\alpha}{Z_N^\beta + \tau_1 \alpha} \cdot \frac{V_s}{V_N} \cdot \frac{\Delta V_s}{V_s} = \frac{1}{1 - \frac{V_N}{V_s} \cdot \alpha} \cdot \frac{\Delta V_s}{V_s}, \quad (48)$$

and

$$\left(\frac{\Delta P_I}{P_I}\right)_{V_s} = \frac{1 - \frac{\tau_1 \alpha}{Z_N^\beta} - 2 \cdot \frac{V_s}{V_N} \cdot \alpha}{\left(1 + \frac{V_N}{V_s} \cdot \frac{1}{Z_N^\beta}\right) \left(1 - \frac{V_N}{V_s} \cdot \alpha\right)} \cdot \frac{\Delta V_s}{V_s}, \quad (49)$$

For operation at the point corresponding to maximum power transfer, the expressions for regulation against load bias voltage become

$$\left(\frac{\Delta V_I}{V_I}\right)_{V_s} = \frac{1 - \frac{\tau_1 \alpha}{Z_N^\beta}}{1 + \frac{\tau_1 \alpha}{Z_N^\beta}} \cdot \frac{\Delta V_s}{V_s},$$

$$\left(\frac{\Delta I_I}{I_I}\right)_{V_s} = \frac{1 - \frac{\tau_1 \alpha}{Z_N^\beta}}{1 + \frac{\tau_1 \alpha}{Z_N^\beta}} \cdot \frac{\Delta V_s}{V_s},$$

and

$$\left(\frac{\Delta P_I}{P_I}\right)_{V_s} = 0.$$

It is obvious that the power regulation at the point of matched condition is perfect—that is, a small change in load bias voltage around that point produces no change in power output from the pulser—since the
tangents to the power-transfer curves (Fig. 7-15a) are parallel to the
\( V_s/V_N \) axis at the points of maximum power transfer (matched conditions). For the same reason, the values of voltage and current regulation must be equal, but of opposite sign. For \( Z_N/r_l = 10 \) and \( \alpha = \beta = 1 \),

\[
\left( \frac{\Delta V_i}{V_i} \right)_{V_s} = 0.9 \Delta V_s = 0.82 \frac{\Delta V_s}{V_s}.
\]

The second case to be considered is that in which the bias voltage, \( V_s \), stays constant, but the dynamic resistance varies. Of special interest is the condition \( V_s = 0 \), giving the regulation as a function of load variation for a pure-resistance load as

\[
\left( \frac{\Delta V_i}{V_i} \right)_{r_l} = \frac{1}{1 + \frac{R_{rl}}{Z_N\beta}} \cdot \frac{\Delta R_l}{R_l},
\]

(50)

\[
\left( \frac{\Delta I_i}{I_i} \right)_{r_l} = \frac{- \frac{R_{rl}}{Z_N\beta}}{1 + \frac{R_{rl}}{Z_N\beta}} \cdot \frac{\Delta R_l}{R_l},
\]

(51)

and

\[
\left( \frac{\Delta P_i}{P_i} \right)_{r_l} = \frac{1 - \frac{R_{rl}}{Z_N\beta}}{1 + \frac{R_{rl}}{Z_N\beta}} \cdot \frac{\Delta R_l}{R_l},
\]

(52)

For operation at maximum power transfer,

\[
\left( \frac{\Delta V_i}{V_i} \right)_{r_l} = \frac{1}{2} \frac{\Delta R_l}{R_l},
\]

\[
\left( \frac{\Delta I_i}{I_i} \right)_{r_l} = - \frac{1}{2} \frac{\Delta R_l}{R_l},
\]

and

\[
\left( \frac{\Delta P_i}{P_i} \right)_{r_l} = 0.
\]

It must be noted again that the above expressions apply only to small variations in the value of the load resistance. If the load variation is very large, as in the case of an accidental short circuit at the load, it is better to refer to the load line of the pulser under consideration.

A special case of regulation from pulse to pulse, corresponding to the pulser using a unidirectional switch, is considered later (see Sec. 10-2). As has already been pointed out, the network energy is conserved under
these conditions if $R_l/Z_N$ is less than one, and the network voltage after
the next charging cycle is higher than normal. Since a discussion of this
phenomenon involves the over-all pulser circuit it is beyond the scope of
this section, which is concerned primarily with the characteristics of the
discharging circuit.

Efficiency.—The over-all efficiency of a line-type pulser can be
obtained only by a consideration of the different parts of its circuit.
Losses occur in the discharging as well as in the charging circuit. If
$\eta_d$ and $\eta_e$ are the efficiencies of the discharging and charging circuits
respectively, the total efficiency $\eta_p$ of the pulser circuit is $\eta_p = \eta_d \times \eta_e$.
This efficiency, however, does not take into consideration all the power
that has to be supplied to the pulser. For d-c charging, a rectifier circuit
having an efficiency $\eta_b$ usually has to be introduced. For a-c charging,
the frequency of existing power supplies is such that a special motor-
alternator or frequency converter is usually needed, which is also con-
sidered to have an efficiency $\eta_a$. Finally, there are overhead losses, some
of which are associated with the switch and some with the auxiliary cir-
cuits and equipment. The hydrogen-thyratron switch requires filament
power and sometimes a trigger amplifier, the series-gap switch requires a
trigger generator, and the rotary-gap switch requires a driving motor
(whose power loss may already be included in $\eta_a$). The auxiliary cir-
cuits and equipment include line-switching relays, control circuits, cooling
fans, etc. If the power required for the overhead is designated as $P_L$, the
over-all efficiency is given by

$$m = \frac{(P_t)_{av}}{\eta_b \eta_p + P_L} = 1 + \frac{P_L \eta_b \eta_p}{(P_t)_{av}}$$

The following discussion is concerned principally with the efficiency
of the discharging circuit, with an occasional reference to the over-all
pulser efficiency. The over-all efficiency for a few special applications
is considered in Chap. 11.

The discharging-circuit efficiency is the ratio of the energy transferred
to the load to the energy taken from the pulse-forming network per
pulse. This definition of discharging efficiency is considered because,
under some conditions of load mismatch, some of the energy may be
conserved on the network when a unidirectional switch is used, as is
evident from consideration of an idealized circuit (Fig. 7.2). The energy
dissipated in the load is given by

$$W_l = \frac{V_n^2}{(R_l + Z_n)^2} R_l t_l,$$

and the voltage left on the network after the main pulse is
If \( R_1 > Z_N \), \( V_{N-1} \) is of the same polarity as \( V_N \), and the network discharges completely even through a unidirectional switch. If \( R_1 < Z_N \), an amount of energy \( \frac{1}{2} C_N V_{N-1}^2 \) is left on the network because a unidirectional switch does not permit the network voltages of polarity opposite to that of \( V_N \) to discharge. Under the latter condition, the amount of energy taken from the network is

\[
W_N = \frac{1}{2} C_N (V_N^2 - V_{N-1}^2) = \frac{1}{2} C_N V_N^2 \left[ 1 - \frac{(R_i - Z_N)^2}{(R_i + Z_N)^2} \right] = \frac{1}{2} C_N V_N^2 \frac{4R_i Z_N}{(R_i + Z_N)^2},
\]

As was shown in Sec. 7-1,

\[
\tau_N = 2C_N Z_N,
\]

and the energy taken from the network is

\[
W_N = \frac{V_N^2 R_i}{(R_i + Z_N)^2} \tau_N,
\]

which is exactly equal to that transferred to the load, provided that \( \tau_i \) and \( \tau_N \) are equal. This condition is obviously attained in a circuit containing only pure-resistance components, such as that of Fig. 7.2.

It may be concluded from the above considerations that it is desirable to use unidirectional switches and permit the load to be mismatched. Other disadvantages, however, result from changes in load impedance (see Sec. 10.2), and usually make it desirable to drain off most of the energy left on the network after the pulse. Accordingly, in the remainder of this discussion this energy is considered to be lost, that is, the network is considered to be completely discharged after each pulse.

In Sec. 7.2 it has been shown that the maximum pulse power in the load is given by

\[
(P_l)_{\text{max}} = \frac{V_N^2}{4Z_N} \frac{1}{\alpha\beta},
\]

Then, if \( \tau_i \) is the duration of the power pulse at the load, the maximum energy per pulse is given by

\[
(W_l)_{\text{max}} = \frac{V_N^2}{4Z_N} \frac{\tau_i}{\alpha\beta},
\]

and the energy stored in the network is

\[
W_N = \frac{1}{2} C_N V_N^2 = \frac{V_N^2}{4Z_N} \tau_N,
\]
where $\tau_l$ and $\tau_N$ are the equivalent pulse durations at the load and at the network. It must be noted that these pulse durations are not necessarily equal. Since the pulse power considered above is the average of any oscillations that may be present at the top of the pulse, the effect of the inductances and capacitances is small and has been neglected. The only factor that may be significant is the voltage drop across $Z_N\beta$ caused by the current flowing through $L_e$ and $C_D$. Actually, the time constants are such that the effect of $C_D$ can, in general, be neglected except for the first 0.1 $\mu$sec. In order to avoid introducing the pulse duration into the expressions for pulse power, and because the pulse shape was considered rectangular, the effect of $L_e$ has been neglected until now.

Actually, the effect of the shunt inductance cannot be neglected in discussions of efficiency. For simplicity, however, an approximate expression may be used. It is assumed, as before, that the voltage across the load remains constant for the duration of the pulse, instead of drooping because of the additional voltage drop across the network impedance that results from the current flowing through $L_e$. Under these conditions, the current through $L_e$ at any time is given by

$$i_{L_e} = \frac{V_t}{L_e} t,$$

where $t$ is the time elapsed from the beginning of the pulse, and the energy stored in the inductance at the end of a pulse of duration $\tau_l$ is

$$\frac{1}{2} L_e i_{L_e}^2 = \frac{V_t^2}{2L_e} \tau_l^2.$$

The assumption of constant voltage $V_t$ introduces a value for the losses in the inductance $L_e$ that is in excess of the actual value. On the other hand, any energy stored in the series inductance, $L_s$, of the circuit at the end of the pulse is neglected because the value of this inductance is small compared with $L_e$. For this reason, an assumption leading to the higher value for the losses in the shunt inductance seems to be reasonable.

The losses in the total shunt capacitance across the load $C_0 = C_D + C_t$ appear only when the load is a biased diode, and can be written as $4C_0V_t^2$.

If the inductances and capacitances are neglected, the energy output under the conditions for optimum power transfer is

$$(W_t)_{\text{max}} = \frac{V_t^2 \tau_N}{4Z_N\alpha\beta}.$$

Actually, this energy output is decreased by the losses in $L_e$ and $C_0$ to

$$(W_t)_{\text{eff}} = \frac{V_t^2 \tau_N}{4Z_N\alpha\beta} - \frac{V_t^2}{2L_e} \tau_l^2 - \frac{1}{2} C_0V_t^2. \quad (56)$$
For optimum power transfer

\[ V_t = \frac{V_N}{2\alpha} \]

from Eq. (24),

\[ V_s = \frac{V_N}{2\alpha} \left(1 - \frac{r_1}{Z_N} \frac{\alpha}{\beta}\right) \]

from Eq. (34), and

\[ (W_t)_{\text{eff}} = \frac{V_N^2}{4Z_N\alpha\beta} \left[ \tau_N - \frac{\beta}{\alpha} \frac{Z_N}{2L_s} \tau_i^2 - \frac{\beta}{\alpha} \frac{C_s Z_N}{2} \left(1 - \frac{r_1}{Z_N} \frac{\alpha}{\beta}\right)^2 \right]. \]

Since \( Z_N = \tau_N/2C_N \), the discharging circuit efficiency can be expressed as

\[ \eta_d = \frac{(W_t)_{\text{eff}}}{W_N} = \frac{1}{\alpha\beta} \left[ 1 - \frac{\beta}{\alpha} \frac{Z_N}{2L_s} \tau_i^2 - \frac{\beta\gamma}{4\alpha} \left(1 - \frac{r_1}{Z_N} \frac{\alpha}{\beta}\right)^2 \right], \]  

(57a)

where \( \gamma = C_s/C_N \). In general, \( \tau_i \) is nearly equal to \( \tau_N \); therefore only a very small error in introduced by rewriting

\[ \eta_d = \frac{1}{\alpha\beta} \left[ 1 - \frac{\beta}{\alpha} \frac{Z_N}{2L_s} \tau_N - \frac{\beta\gamma}{4\alpha} \left(1 - \frac{r_1}{Z_N} \frac{\alpha}{\beta}\right)^2 \right]. \]  

(57b)

The equation for efficiency for unmatched conditions is not given because it cannot readily be expressed in terms of the pulser parameters; however, it can usually be determined with sufficient accuracy by multiplying the efficiency for optimum power transfer by the actual power transfer.

An examination of Eq. (57b) shows that the efficiency of the discharging circuit decreases when the pulse duration is increased, and when \( \gamma \) (the ratio of distributed to network capacitance) is increased. If the distributed capacitance is constant, \( \gamma \) varies inversely with pulse duration; consequently, the third term of the expression causes a decrease in efficiency when the pulse duration is decreased. Since the effects of the last two terms of Eq. (57a) are in opposition to each other, the curve showing efficiency as a function of pulse duration for a given set of pulser parameters may be expected to have a maximum. The expression for the particular pulse duration that corresponds to maximum efficiency is easily obtained by the differentiation of Eq. (57b), and is

\[ \tau_N = \sqrt[4]{L_s C_s} \left(1 - \frac{r_1}{Z_N} \frac{\alpha}{\beta}\right). \]

(58)

Assuming the usual ratio of 0.1 for \( r_1/Z_N \) and values for \( L_s \) and \( C_s \) that are found in typical pulse transformers and loads, the pulse durations corresponding to maximum efficiency are found to be about 0.5 to 3 \( \mu \)sec.
Actually, the efficiency for very short pulses decreases much more rapidly than is indicated by Eq. (57) because of the nonlinear characteristic of the switch drop as a function of time. As explained in Chap. 8, a great part of the power loss in the switch occurs during the first 0.3 μsec, and sometimes during an even shorter time. As a result, the coefficient β should actually be a function of time; however, the values obtained by expression (57) are sufficiently correct for most practical purposes. For very short pulses, the efficiency obtained from Eq. (57) is usually too high unless a value of β that holds for these short pulses can be used.

The efficiency can also be expressed as the ratio of the average power transmitted to the load to the average power supplied by the pulse-forming network. Since

\[(P_l)_{av} = W_l \times f_r\]

and

\[(P_N)_{av} = W_N \times f_r,\]

the expression is the same as that obtained above. The efficiency of the charging circuit is discussed in Chap. 9. For d-c charging, it is given as

\[\eta_e = \frac{1 + e^{-\frac{\tau'}{2Q}}}{2}\]

and, for a-c charging, as

\[\eta_e \approx 1 - \frac{n\pi}{3Q}\]

Hence, the over-all circuit efficiency \(\eta_p\) can be obtained from the relation \(\eta_p = \eta_e \times \eta_d\).

The pulser power output is usually measured by two methods. The average power input into a magnetron may be represented by

\[(P_l)_{av} = V_l \times (I_l)_{av},\]  \hspace{1cm} (59)

or by

\[(P_l)_{av} = V_l \times I_l \times \tau_l \times f_r.\]  \hspace{1cm} (60)

If Eq. (59) is used, the average magnetron current is measured directly by an appropriately protected d-c milliammeter (see Appendix A). For Eq. (60), a current-viewing resistor is used to present the current pulse on the screen of the cathode-ray tube of a synchroscope. The average amplitude of the top of the pulse \(I_l\), as well as the pulse duration \(\tau_l\) (at \(\frac{1}{2}I_l\)), is either measured directly with the synchroscope, or the area \(\int_0^{\tau_l} i_l \, dt\) is integrated graphically from photographs of the oscilloscope trace. In general, readings of individual points by the two methods agree to within a few per cent; most of the difference can be attributed to experimental errors and, for a large number of readings, these errors cancel
each other. In some cases, however, a systematic difference in the readings is introduced, either by a small amount of post-pulse conduction, or by capacitance currents that may be recorded by the average-current meter, but are neglected in interpreting the oscilloscope trace. A systematic difference greater than two per cent, however, usually indicates some fundamental difficulty with the calibration of either the sweep speed, the recurrence frequency, or the average-current meter. All three calibrations are apt to be troublesome, those of the sweep speed and the recurrence frequency because they may vary slightly from time to time, that of the average-current meter because of the change in calibration produced by the shunt resistance that is usually introduced for protection in the metering circuit.

It must be pointed out that, at best, Eqs. (59) and (60) are approximate. They are rigorous only for a biased-diode load having a dynamic impedance equal to zero because they are obtained by assuming that the load voltage stays constant during the current pulse. In general, the results obtained from these equations are sufficiently precise as long as the top of the voltage pulse is flat and the duration of the top of the current pulse is long compared with the sum of the times of rise and fall of the current. Because of these restrictions, the method is not usually very precise for short pulses (less than 0.5 μsec), for which the time of fall of the current is often of the same order of magnitude as the duration of the top of the pulse.

Obviously, the average-current meter cannot be used to measure average-power output for a resistance load, since the network-charging current flows through the meter and cancels the reading of the discharging circuit. Under these conditions, the average power may be computed from oscillographic observation, or measured by a calorimeter.

The power input to the circuit can be measured by the standard procedure, a d-c voltmeter and an ammeter giving the output from the power supply when d-c charging is used, and a wattmeter giving the input to the resonant transformer for a-c charging.

The average network power can be obtained by measuring the peak forward network voltage $V_N$, that is,

$$(P_N)_N = \frac{1}{2} C_N V_N^2 f.$$  

If a unidirectional switch is used without shunt diodes to "bleed off" the inverse voltage left on the network by load mismatch,

$$(P_N)_N = \frac{1}{2} C_N (V_N^2 - V_{N-1}^2) f.$$  

The correction can usually be neglected because a value $V_{N-1}/V_N = 0.2$, which corresponds to a mismatch larger than usually tolerated, introduces an error in $P_N$ of only 4 per cent. In practice, it is difficult to obtain
an accuracy greater than 2 per cent in measuring $V_N$, which corresponds to a 4 per cent inaccuracy in the value of $(P_N)_{av}$.

Because of the inherent inaccuracy in the measurement of $(P_N)_{av}$, it is generally not advisable to give as much weight to the measured values for the efficiencies of the discharging and charging circuits as is given to measurements of over-all circuit efficiency.

Values of over-all circuit efficiency for line-type pulsed systems may range from less than 60 per cent to about 80 per cent depending on the power level, on the type of switch, and on the load.

7.4. The Discharging Circuit and Pulse Shape.—A basic equivalent circuit that can be used to study the behavior of line-type pulsed systems during the discharge of the pulse-forming network has been obtained in Sec. 7.2 (Fig. 7.13) by considering the characteristics of the various components of the circuit. This same circuit can also be used for an analysis of the output-pulse shape. Some further simplifications are necessary, however, if the equations are to be kept workable. Examination of the circuit indicates that those elements that have a large influence on the shaping of some parts of the pulse can readily be neglected in the study of other parts of the pulse without introducing appreciable errors. The number of meshes, and hence the degree of the differential equations, is thereby reduced. Thus, the discussion on pulse shape is divided into three parts concerning the leading edge, the top, and the trailing edge of the pulse.

The Leading Edge of the Pulse.—The time variation of the switch drop during the ionization period undoubtedly affects the rise of the voltage across the load. Except in a few special cases, however, the complications introduced in the equations by a nonlinear parameter are not warranted by the change in the results. A few examples are treated later to show the order of magnitude of the effect of variation in switch resistance, but for the remainder of the discussion the series losses are represented by a resistance $R_p$, assumed to be constant, and the series resistance $Z_N + R_p$ is replaced by $Z_1$.

The effect of capacitance $C_{SN}$ (of the order of magnitude of 20 $\mu$F) can be neglected because the time constant of this capacitance and its series resistance $Z_1$ (about 1000 ohms) is approximately 0.02 $\mu$sec. Hence, $C_{SN}$ is almost entirely charged in about 0.08 $\mu$sec, and the effect of charging this capacitance can be neglected except when very short rise times or very short pulses are considered. Since the pulse-transformer shunt inductance, $L_s$, is always much larger than the other inductances in the circuit, the pulse current flowing through it during the first few tenths of a microsecond is very small, and can be neglected for practical purposes. The load distributed capacitance $C_I$ is, in general, much smaller than the pulse-transformer distributed capacitance $C_D$. The two can be lumped together if the charging inductance $L_D$ is neglected. Actually, neglecting
$C_I$ introduces some difference only at the very beginning of the pulse, as explained later, whereas neglecting $L_D$ leads to unsatisfactory conditions at the transition between the rise and the top of the pulse; hence, $C_I$ is neglected here. The pulse-transformer shunt losses, represented by $R_s$, are usually so small (that is, $R_s$ is so large) that they have little effect on the voltage buildup across the load. For this reason they are neglected, and, until the output voltage exceeds the bias of the diode load, the circuit of a line-type pulser may be simplified as shown in Fig. 7.18. Assuming that the initial current through the inductances and the initial charge on the condenser are zero, the differential equation for this circuit is

$$ (L_L + L_D) \frac{di_N}{dt} + Z_1i_N + \frac{1}{C_D} \int i_N \, dt = v_N(t). $$

The Laplace-transform equation is then

$$ (L_L + L_D)pI_N(p) + Z_1I_N(p) + \frac{i_N(p)}{C_Dp} = v_N(p). $$

Solving for $i_N(p)$,

$$ i_N(p) = \frac{C_Dp v_N(p)}{C_D(L_L + L_D)p^2 + Z_1C_Dp + 1} \tag{61} $$

and the Laplace-transform equation for $v_l$ is obtained from the relation

$$ v_l(p) = L_Dp i_N(p) + \frac{i_N(p)}{C_Dp}, $$

and is given by

$$ v_l(p) = \frac{(L_D C_D p^2 + 1) v_N(p)}{C_D(L_L + L_D)p^2 + Z_1C_Dp + 1}. \tag{62} $$

For any specific form of applied voltage $v_N(t)$, the Laplace transform $v_l(p)$ defines a time function $v_l(t)$ that expresses the voltage applied to the load. As long as $v_l(t) < V_s$, the circuit of Fig. 7.18 is applicable. A time $t_1$ can be found at which $v_l(t) = V_s$, and the values of current $i_N(t_1)$ through the inductances and voltage $v_C(t_1)$ across the condenser at that time can be determined. The value of $v_C$ is obtained by the Laplace-transform equation

$$ v_C(p) = \frac{i_N(p)}{C_Dp}. $$

At time $t = t_1$,

$$ V_{C_1} = \frac{1}{C_D} \int_0^{t_1} i_N \, dt. $$

![Fig. 7.18.—Simplified equivalent circuit of a line-type pulser for the analysis of the leading edge of the pulse.](image-url)
This is the initial condition that applies to the study of the top of the pulse, during which time the load is taking power from the pulser.

The Top of the Pulse.—The simplifications of the equivalent circuit of a line-type pulser applying to this part of the discussion are essentially the same as those used for the rising portion of the pulse. The capacitance $C_{en}$ can be neglected, and $R_*$ is, in general, so large compared with $R_1$ (static impedance of the load) that it may be omitted also. The pulse transformer shunt inductance $L_*$ should be included in this part of the discussion. The simplification of the equations, however, makes it advisable to consider the effect of $L_*$ independently. If it is assumed that the voltage across $L_*$ is very nearly constant during the pulse, the current through it is given by

$$i_{L_*} = \frac{V_1}{L_*} t.$$ 

In general, this current does not exceed 10 per cent of the load current, so its effect is usually to introduce only a slight additional voltage drop across $Z_1$, with a resulting droop in the voltage and current pulses. Since this droop is neglected in the following discussion, the circuit for analyzing the top of the pulse reduces to that of Fig. 7.19.

The differential equations are, for $t_1 \leq t \leq t_2$,

$$Z_1 i_N + L_L \frac{d}{dt} i_N + L_D \frac{d}{dt} (i_N - i_t) + \frac{1}{C_D} \int (i_N - i_t) \, dt = v_N(t),$$

and

$$L_D \frac{d}{dt} (i_t - i_N) + \frac{1}{C_D} \int (i_t - i_N) \, dt + r_t i_t = -V_*$$

with the initial conditions

$$i_N = i_N(t_1) = I_{N_1}$$

and

$$v_C = v_C(t_1) = V_{C_1}.$$ 

The Laplace-transform equations can be written

$$(C_D p Z_1 + C_D L_L p^2 + C_D L_D p^2 + 1) i_N(p) - (C_D L_D p^2 + 1) i_t(p) = C_D [p v_N(p) - V_{C_1} + p I_{L_1} (L_L + L_D)],$$

$$(C_D L_D p^2 + 1) i_N(p) - (C_D L_D p^2 + 1 + r_t C_D p) i_t(p) = C_D (V_* - V_{C_1} + L_D p I_{L_1}).$$

By usual methods, the expressions for the current transforms are found to be

$$i_t(p) = \frac{N_t(p)}{\Delta}$$

(63)
and
\[ i_N(p) = \frac{N_L(p)}{\Delta}, \tag{64} \]
and the voltage transform \( v_i \) is
\[ v_i(p) = \frac{V_s}{p} + r_i i_0(p) = \frac{V_s \Delta + p r_i N_i(p)}{p \Delta} = \frac{N(p)}{\Delta}, \tag{65} \]
where
\[
\frac{\Delta}{C_D} = p \left\{ C_d L_L L_D p^3 + C_d [r_i (L_L + L_D) + L_D Z_1] p^2 \\
+ (L_L + C_d r_i Z_1) p + (Z_1 + r_i) \right\}
\]
\[
\frac{N_i(p)}{C_D} = L_D C_d v_N(p) p^3 - [C_d V_s (L_L + L_D) + L_D C_d Z_1 I_{L_1} - L_1 C_d V_c_1] p^2 \\
+ [L_1 I_{L_1} + C_d Z_1 (V_{c_1} - V_s) + v_N(p)] p - V_s,
\]
\[
\frac{N_L(p)}{C_D} = L_D C_d [v_N(p) + L_L I_{L_1}] p^3 \\
+ [r_i C_d v_N(p) + I_{L_1} (L_L + L_D)] - V_s C_d L_D p^2 \\
+ [v_N(p) + L_L I_{L_1} - r_i C_d V_c_1] p - V_s,
\]
\[
\frac{N(p)}{C_D} = C_d L_D [V_s L_L + r_i w_N(p)] p^3 \\
+ [r_i C_d (L_L V_c_1 - L_D Z_1 I_{L_1}) + V_s C_d L_D Z_1] p^2 \\
+ [L_1 (V_s + r_i I_{L_1}) + r_i [v_N(p) + C_d Z_1 V_c_1]] p + V_s Z_1.
\]
Again, for any particular time function \( v_N(t) \), the Laplace transforms for load voltage and load current lead to time functions that can be computed. The complexity of the solution is such, however, that little can be said about the effect of individual parameters. Examples are treated later, and more detailed discussions of a few special cases are given. This circuit can be used to obtain a reasonable approximation of the pulse shape until a time \( t_2 \). This time is defined as that for which the static resistance \( R_1 \) of the load equals the shunt resistance \( R_s \) of the pulse transformer.

The Trailing Edge of the Pulse.—The trailing edge is the part of the pulse that is applied to the load following the main pulse of energy delivered by the pulse-forming network. The shape is determined principally by the energy stored in stray capacitances and inductances in the circuit if it is assumed that maximum power transfer to the load is obtained, as is discussed in Sec. 7.3. Accordingly, it is assumed that \( v_N(t) = 0 \) after \( t = t_2 \) as defined above. At this time, the energy that has been stored in the shunt inductance of the pulse transformer cannot be neglected. Since this inductance was not considered in the previous calculations, it is necessary to estimate the current flowing through it.
at the time $t_2$. This current is given with sufficient precision by

$$i_{L, t_2} = \frac{V_i}{L_\epsilon} (t_2 - t_3) = I_{L, t_2}.$$  

At the time corresponding to zero current in the load, the currents in the transformer leakage and charging inductances ($L_L$ and $L_D$) cause energy to be stored in these elements. This energy can be neglected, however, by comparison with that stored in the shunt inductance. Energy stored in the distributed capacitance $C_D$ must, of course, be considered. The discharging circuit may then be reduced to a parallel $R_\epsilon L_\epsilon C_D$-combination.

At this point, however, the assumption that the pulse-forming network may be replaced by a source of internal impedance $Z_N$ no longer holds because, on this assumption and with $v_N(t) = 0$, $Z_N$ is in parallel with the discharging circuit, causing a very fast dissipation of the energy stored in that circuit. Since a pulse-forming network is not a dissipative element, but rather is capable of storing electrical energy, the above assumption is obviously false.

Practical networks are made up of series-parallel combinations of capacitances and inductances. In order to reduce the number of loops to a minimum, it is assumed that the network can be replaced by a simple series $L_C$-circuit, with the conditions that

$$Z_N = \frac{L_N}{\sqrt{C_N}},$$

and

$$\tau = 2C_N Z_N,$$

leading to the equivalent circuit of Fig. 7.20. If the pulse-transformer leakage inductance is not negligible compared with the network inductance $L_N$, it can be added in series with $L_N$. The same equivalent circuit is still applicable if $L_N$ is replaced by $(L_N + L_L)$ in the equations.

The initial conditions for this circuit are determined as follows. The voltage on $C_D$ and the current through $L_\epsilon$ are obtained from the analysis of the top of the pulse. Since it is assumed that the energy stored in the network has been entirely dissipated in the load before the time $t_3$, the voltage across the network capacitance $C_N$ can be assumed equal to zero at the time $t_3$. However, the voltage across the network is not zero, but is given by $V_{c}(t_2) = V_{c, t}$, and causes a rate of change of current through the network inductance given by

$$\frac{d i_N}{d t} = \frac{V_{c, t}}{L_N}.$$
The current through the network is considered to be equal to the current $I_{N_2}$ that was flowing through the source at the time $t_2$, and can be obtained from the analysis of the top of the pulse. This value satisfies Kirchhoff's law of currents in the present circuit, but implies a small amount of energy left in the network inductance; however, this energy is usually very small compared with the energy stored in the pulse-transformer shunt inductance. The equations for the circuit of Fig. 7.20 can then be written

$$
L_N \frac{d}{dt} i_N + L_e \frac{d}{dt} (i_N - i_L) + \frac{1}{C_N} \int i_N \, dt = 0,
$$

$$
L_e \frac{d}{dt} (i_L - i_N) + \frac{1}{C_D} \int (i_L - i_t) \, dt = 0,
$$

$$
\frac{1}{C_D} \int (i_t - i_L) \, dt + i_t R_e = 0,
$$

giving the following Laplace-transform equations:

$$
L_N i_N(p) + L_e[i_N(p) - i_L(p)] + \frac{i_N(p)}{C_N p} = L_N I_{N_2} + L_e I_{L_2},
$$

$$
L_e[i_L(p) - i_N(p)] + \frac{i_L(p) - i_t(p)}{C_D p} = -L_e I_{L_2} - \frac{V_{c_1}}{p},
$$

$$
\frac{i_t(p) - i_L(p)}{C_D p} + i_t(p) R_e = \frac{V_{c_1}}{p}.
$$

From these, an expression for the Laplace transform of the current $i_t$ can be obtained, which, multiplied by $R_e$, gives

$$
v_t(p) = R_e i_t(p) = R_e \frac{N_t(p)}{\Delta'},
$$

where

$$
N_t(p) = L_e[L_N C_D C_N V_{c_3} p^3 + L_N C_N (I_{N_2} - I_{L_2}) p^2 + C_D V_{c_3} p - I_{L_2}],
$$

and

$$
\Delta' = L_N L_e R_e C_N C_D p^4 + L_N L_e C_N p^3 + R_e (L_d C_D + L_e C_N + L_N C_N) p^2 + L_e p + R_e.
$$

For most practical values of the coefficients at least two of the roots of the denominator $\Delta'$ are complex, and result in a damped oscillation of high frequency ($1/f$ is of the order of magnitude of $\tau$). This oscillation is superimposed on a low-frequency damped oscillation that corresponds to the voltage backswing on the network after the pulse. This voltage backswing can be estimated fairly accurately by obtaining the Laplace transform $i_N(p)$, from which the network-condenser voltage is obtained as

$$
v_N(p) = \frac{i_N(p)}{C_N p}.
$$
This backswing has a polarity opposite to that of the original source voltage, and, if a unidirectional switch is used, is approximately equal to the inverse voltage left on an actual network.

7.5. Computed and Actual Pulse Shapes.—In order to keep the treatment as general as possible, the previous discussion makes no reference to the time function that can be used, and pertains to a biased-diode load, which was chosen because of the flexibility that results from varying either its bias or its resistance.

If the load is highly capacitive, it is possible to use the same procedure by replacing the distributed capacitance \( C_D \) by the load-plus-transformer capacitance. If the load is a pure resistance, \( V_s = 0 \), and the first step is eliminated. It is conceivable that a pulser may be used to initiate an arc of negative-resistance characteristic; it should then be possible to use a negative value for \( n \) to fit the arc voltage-current characteristic over the appropriate range, and again the general solution holds.

The pulsers most widely used by the Radiation Laboratory had magnetron loads, and therefore the following examples consider the case of a magnetron such as the 4J52 operated from a typical pulser. Assuming that the characteristics of this magnetron are \( V_s = 13 \text{ kv} \), and \( R_l = 100 \text{ ohms} \), and its operating current is 15 amp, the corresponding static load resistance is about 1000 ohms. In discussing examples of this type, it is convenient to refer all quantities in the pulser discharging circuit, including the pulse-transformer parameters, to the secondary of the pulse transformer. The sum of pulse-forming-network impedance and estimated series losses is thus assumed to be \( Z_1 = 1200 \text{ ohms} \), which necessitates a network voltage equal to

\[
V_N = \frac{V_s + (nI_l)(R_l + Z_1)}{R_l} = \frac{(13,000 + 100 \times 15) \times 2200}{1000} \approx 32,000 \text{ volts}.
\]

The characteristics of the pulse transformer are: \( L_L = 90 \mu\text{h} \), \( L_D = 22 \mu\text{h} \), \( C_D = 60 \mu\text{f} \), \( L_e = 50 \mu\text{h} \), and \( R_e = 20,000 \text{ ohms} \). For the first example, the function \( v_N(t) \) is assumed to be a trapezoidal pulse with a time of rise equal to zero, a flat top of 2.5 \( \mu\text{sec} \), and a time of fall of 0.25 \( \mu\text{sec} \). The second example considers a similar pulse shape with a time of rise equal to 0.25 \( \mu\text{sec} \), a flat top of 2.5 \( \mu\text{sec} \), and a time of fall of 0.5 \( \mu\text{sec} \).

The time function of the applied voltage for the rising edge of the pulse is

\[
v_N(t) = V_N,
\]

which gives the Laplace-transform equation

\[
v_N(p) = \frac{V_N}{p}.
\]
Introducing the voltage transform in Eqs. (61) and (62), the following time functions are obtained:

\[
\frac{i}{i_N(t)} = \frac{e^{-at} \sin \omega t}{(L_L + L_D)\omega},
\]

\[
\frac{v}{V_N(t)} = 1 - e^{-at} \left( \frac{L_L}{L_L + L_D} \cos \omega t + \frac{2L_D}{\omega L_L + L_D} \sin \omega t \right),
\]

where

\[
\alpha = \frac{Z_1}{2(L_L + L_D)}
\]

and

\[
\omega = \sqrt{\frac{1}{C_D(L_L + L_D)} - \alpha^2}.
\]

The voltage time function is plotted in Fig. 7.21. It may be noted that the voltage time function does not start from zero voltage, as is obviously never the case in practice. The two assumptions responsible for this apparent discrepancy are (1) that the rise of applied voltage is instantaneous, which is not possible in practice, and (2) that the capacitance across the load has been added to the pulse-transformer distributed capacitance. Hence, at the first instant, the total applied voltage appears across the series inductance of the circuit, and, since part of that inductance is directly across the load, a fraction of the voltage equal to \(L_D/(L_L + L_D)\) must appear across the load.
This analysis is carried on until, by successive approximations, a
time \( t_1 \) is found such that

\[
\frac{v(t_1)}{V_N} = \frac{V_s}{V_N}
\]

The current through the circuit and the voltage across the condenser \( C_D \)
at that time are then computed. For the particular values of parameters
chosen above, \( t_1 = 0.087 \) \( \mu \)sec, \( I_{L_1}/V_N = 416 \times 10^{-6} \) mhos, and

\[
\frac{V_{C_1}}{V_N} = 0.383.
\]

The general form of the time function for the top of the pulse is too
complex to permit a useful analysis of the effect of individual parameters,
even with an applied voltage of the simple form assumed here. For the
particular values chosen for the parameters, the load voltage is of the form

\[
\frac{v(t)}{V_N} = A_v + B_v e^{bt} + C_v e^{ct} \sin(\omega_t + \theta),
\]
in which the first term has the value

\[
A_v = \frac{V_s}{Z_1 + r_1} = 0.452,
\]

which is the steady-state value of the voltage arrived at from other con-
siderations in Sec. 7.2.

The term \( B_v e^{bt} \) is an exponential with a very rapid decay, correspond-
ing to the increase from starting to operating voltage. Again, for this
example, \( B_v = -0.0048 \), and \( b = -14.5 \) for \( t \) expressed in microseconds.
The last term corresponds to the oscillations on the top of the pulse,
for which \( C_v = -0.416 \), \( c = -2.24 \) for \( t \) expressed in microseconds,
\( \omega_1 = 27.35 \), and \( \theta = 1.431 \). The time function for the current is of the
same form as that for the voltage; the coefficients are given by

\[
A_i = \frac{1 - \frac{V_s}{V_N}}{r_1 + Z_1},
\]

\[
B_i = \frac{B_v}{r_1},
\]

and

\[
C_i = \frac{C_v}{r_1},
\]

and the exponents, frequency, and phase angle are the same.
A plot of the load-voltage time function obtained with the above assumptions is given in Fig. 7.21. The amplitude of oscillations is much greater than that observed in practice because of the shock excitation of the pulse-transformer circuit. This excitation is introduced partly by the discontinuous function chosen for the applied voltage, and partly by the assumption that the switch voltage drops instantaneously to its operating value.

When the applied voltage begins to decrease at \( t = 2.5 \mu\text{sec} \), its time function is given by

\[
v_N(t) = V_N \left(1 - \frac{t'}{a}\right),
\]

with \( t' = 0 \) at \( t = 2.5 \mu\text{sec} \), where \( t' \) is expressed in microseconds and \( a = 0.25 \mu\text{sec} \). The Laplace transform for the voltage

\[
\left(\frac{V_N}{p} - \frac{V_N}{ap^2}\right),
\]

introduced in Eqs. (63) and (65) leads to a time function containing terms of the same form as those for \( v_N(t) = V_N \), plus a term that is directly proportional to the time. For the particular example chosen, the oscillatory term is negligible, and the expressions for the load voltage and current can be written

\[
\frac{v_l(t)}{V_N} = 0.475 - 0.308t - 0.023e^{-14.52t}
\]

and

\[
10^6 \frac{i_l(t)}{V_N} = 687 - 3077t - 230e^{-14.52t} \text{ mhos}.
\]

The expression for \( v_l(t) \) is used until \( t = t_2 \), \( t_2 \) having been defined as the time for which

\[
\frac{v_l}{i_l} = R_e.
\]

The load static impedance at any instant is given by

\[
\frac{v_l}{i_l} = \frac{V_s + i_r r_l}{i_l} = \frac{r_l}{1 - \frac{r_s}{v_l}}.
\]

Equating this value to \( R_e \), the load voltage is determined as a function of load parameters, that is

\[
V_l(t_2) = \frac{R_e}{R_e - r_l}.
\]
The time \( t_2 \) at which this voltage is reached can now be obtained from the time function for \( v_t \). In the present example, it is 2.71 \( \mu \)sec. This value is used in turn to determine the initial currents to be introduced in the circuit from which the trailing edge of the pulse is computed.

The amplitude of oscillations on the top of the current pulse is determined to a large extent by the energy stored in the charging inductance of the pulse transformer, and their frequency is determined almost entirely by the distributed capacitance and charging inductance of the pulse transformer.

Since the applied voltage \( v_w(t) \) is considered equal to zero for \( t > t_2 \), the initial conditions for the trailing edge of the pulse can readily be found as follows:

\[
\frac{I_{L_2}}{V_N} = \frac{v_t}{V_{N L_n}} (t_2 - t_1) = \frac{0.452}{50 \times 10^{-3}} \times 2.62 \times 10^{-6} \approx 24 \times 10^{-6} \text{ mhos},
\]

\[
\frac{V_{C_2}}{V_{N L_n}} = 0.408,
\]

and

\[
\frac{I_{N_2}}{V_N} \approx 28 \times 10^{-6} \text{ mhos}.
\]

The values for \( L_N \) and \( C_N \) are found to be

\[
C_N = \frac{2.5 \times 10^{-6}}{2400} \approx 1000 \times 10^{-12} \text{ farads},
\]

and

\[
L_N = Z_N^2 C_N \approx 1.4 \times 10^{-3} \text{ henrys}.
\]

If these values are introduced in the Laplace-transform equation for this circuit (Eq. (65)), the time function for the voltage across \( R_s \) is found to be

\[
\frac{v_t(t)_{t>t_2}}{V_N} = -0.178e^{-0.022t} \sin (0.134t - 0.121)
\]

\[
-0.386e^{-0.394t} \sin (3.52t - 1.49).
\]

As can be seen from Fig. 7.22, the load voltage during the tail of the pulse consists essentially of two damped sine waves, one of relatively high amplitude, frequency, and damping that corresponds approximately to the \( L_N C_D \)-circuit, and one of lower amplitude, frequency, and damping that corresponds very nearly to the \( L_s C_N \)-circuit.

The voltage buildup on the network capacitance \( C_N \) is given by the expression

\[
\frac{v_N(t)_{t>t_2}}{V_N} = -0.182e^{-0.022t} \sin (0.134t - 0.121)
\]

\[
+0.022e^{-0.394t} \sin (3.52t + 1.434),
\]
and is also plotted on Fig. 7-22. If the switch is unidirectional, the network voltage $V_N$ reaches a maximum negative value, at which time the discharging circuit is disconnected from the network, and only the charging circuit needs to be considered.

![Computed voltage pulse on the load and backswing voltage on the load and on the pulse-forming network (trapezoidal applied pulse, instantaneous rise).](image1)

One assumption that is implicit in the above discussion is that the charging circuit has no effect on the shape or on the trailing edge of the pulse. This assumption is correct only if the charging inductance is

![Computed load-current and load-voltage pulses for a line-type pulser (trapezoidal applied voltage, finite time of rise).](image2)
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very large compared with the shunt inductance of the pulse transformer. The effect may become appreciable if the ratio $\sqrt{L_e/L_s}$ is less than 10.

Figure 7-23 shows the voltage and current pulse shapes obtained for the same circuit conditions as those applying to the preceding discussion, but with an applied pulse shape that has a finite time of rise. The detailed analysis is not repeated, but it is worthy of note that the amplitude of the oscillations on the top of the pulse is reduced by a factor of at least two by the decrease in the shock excitation in the circuit, as is to be expected. In actual practice, the amplitude should be reduced even more because, as explained later, the switch-resistance characteristics in a line-type pulser tend to decrease the rate of rise of the pulse on the load even though a unit step function of voltage is applied to the circuit.

![Figure 7.24](image)

The similarity between Fig. 7-24 and Fig. 7-22, showing the load voltage during and immediately after the pulse, and the voltage on the network capacitance, is quite obvious. The principal difference between the two cases is a phase shift of the post-pulse oscillations corresponding approximately to the time of build-up of the front edge of the pulse.

The series of oscillograms shown in Fig. 7-25 have been obtained with a circuit simulating a line-type pulser in order to indicate the effects of distributed capacitance and pulse-tranformer inductances on the top of the pulse. It may be noted that the damping of the oscillations is faster than that predicted by theory as a result of the losses in the simulating circuit, which were neglected when making computations. It is highly probable, however, that the losses in the actual circuit are even higher than those obtained by the use of air-core inductances and mica condensers. The frequency of the oscillations on the top of the pulse is...
seen to depend on the value of the charging inductance $L_d$ and on the distributed capacitance, but not on the leakage inductance. The ampli-

\begin{align*}
(a) \quad &L_L = 45 \mu h, \quad L_D = 7 \mu h, \\
(b) \quad &L_L = 110 \mu h, \quad C_D = 90 \mu f.
\end{align*}

\begin{align*}
(c) \quad &L_L = 7 \mu h, \quad C_D = 90 \mu f. \\
(d) \quad &L_L = 7 \mu h, \quad C_D = 150 \mu f.
\end{align*}

\begin{align*}
(e) \quad &L_L = 45 \mu h, \quad L_D = 16 \mu h, \\
(f) \quad &L_L = 110 \mu h, \quad C_D = 90 \mu f.
\end{align*}

\begin{align*}
(g) \quad &L_L = 45 \mu h, \quad L_D = 16 \mu h, \\
(h) \quad &L_L = 110 \mu h, \quad C_D = 150 \mu f.
\end{align*}

Fig. 7-25.—Observed output pulses from an equivalent circuit for a line-type pulser.

tude of the first oscillation is, to a certain extent, determined by the leakage inductance and the distributed capacitance, but it is evident that the principal factor contributing to that amplitude is the charging inductance.
A comparison of these photographs with those shown in Fig. 7.30 indicates that the amplitude of the oscillations obtained in an actual pulser circuit and with a magnetron load is less than that to be expected from theoretical considerations. The circuit constants used for the above computations and photographs are very nearly equal to those obtaining for Fig. 7.30. The simplifying assumptions, such as the lumping of capacitances and inductances to obtain a workable circuit, account for this difference.

Effect of the Switch Resistance.—During the foregoing discussion the switch resistance is assumed constant in order to simplify the equations, although it is a function of time for the start of the pulse. A very simple example is treated here to show the effect of the switch resistance on the front edge of the voltage pulse on a resistance load. Figure 7.26 represents the discharging circuit and Fig. 7.27 gives the assumed switch-resistance characteristics.

Two assumptions are made concerning the variation of switch resistance as a function of time (discussed in Chap. 8):

1. That the resistance decreases linearly from a value $R_{po}$ at the beginning of the pulse to a value $R_{pa}$ at a time $t = a$, and is equal to $R_{pa}$ for the remainder of the pulse.
2. That the decrease in resistance from the same value $R_{po}$ to the value $R_{pa}$ at $t = a$ is parabolic.

This latter method avoids any discontinuity if the vertex of the parabola is at point A and if its axis is parallel to the resistance axis. For a linear drop in resistance, the switch resistance from the time $t = 0$ to the time $t = a$ is expressed as

$$r_p = R_{po} + \frac{R_{pa} - R_{po}}{a} t = R_{pa} + (R_{po} - R_{pa}) \left(1 - \frac{t}{a}\right),$$

and the voltage across the load resistance $R_l$ is then given by

$$v_l(t) = \frac{v_N(t)R_l}{Z_N + R_l + r_p} \quad \text{for } 0 < t < a,$$
or
\[ \frac{v_l(t)}{v_N(t)} = \frac{R_l}{Z_N + R_l + R_{pa} + (R_{p0} - R_{pa}) \left(1 - \frac{t}{a}\right)} \]

Assuming that \( v_N(t) = 0 \) for \( t < 0 \), that \( v_N(t) = V_N \) for \( t > 0 \), and that \( Z_N = R_l, R_{p0} = 2R_l, R_{pa} = 0.05R_l \), and \( a = 0.25 \mu \text{sec} \), the time function of the load voltage may be simplified to
\[ \frac{v_l(t)}{V_N} = \frac{1}{4 - 7.8t} \]
for \( 0 < t < a \), where \( t \) is expressed in microseconds. For \( t > a \),
\[ \frac{v_l(t)}{V_N} = \frac{R_l}{Z_N + R_l + R_{pa}} = \frac{1}{2.05} \]
for the values chosen.

Assuming a parabolic decrease in resistance, the expression for resistance becomes
\[ \tau_p = (R_{p0} - R_{pa}) \left(1 - \frac{t}{a}\right)^2 + R_{pa} \quad \text{for} \ (0 < t < a), \]
and the load voltage becomes
\[ \frac{v_l(t)}{V_N} = \frac{R_l}{Z_N + R_l + R_{pa} + (R_{p0} - R_{pa}) \left(1 - \frac{t}{a}\right)^2}. \]
Again, for \( t > a \),
\[ \frac{v_l(t)}{V_N} = \frac{R_l}{Z_N + R_l + R_{pa}}. \]

With the values of constants assumed for a linearly varying resistance, the expression for the voltage across the load resistance becomes
\[ \frac{v_l(t)}{V_N} = \frac{1}{4 - 15.6t + 31.2t^2}. \]

The effect of a variable switch resistance is shown in Fig. 7.28. This effect is seen to be essentially the same as that obtained from a time function \( v_N(t) \), with a time of rise longer than the actual one, and a constant switch resistance \( R_{pa} \). Hence, the method of approach described earlier in this section can be used with reasonable accuracy, if the proper assumptions are made concerning the time of rise of the applied voltage \( v_N(t) \).
Effect of Pulse Cable between Pulser and Load.—If a pulse cable is inserted between the pulser and the pulse transformer, its effect on the pulse shape does not lend itself to easy mathematical treatment for the loads encountered in practice. In general, it can be said that, if the load is a biased diode, the shapes of the top of the current pulse and the trailing edge of the voltage pulse are affected by changes in the length of a cable between pulser and load. Oscillograms of 0.2-μsec voltage and current pulses obtained with a 4J52-magnetron load using 6 and 50 ft of cable are shown in Fig. 7.29. Slow and fast sweeps were used to show both the top of the current pulse and the trailing edge of the voltage pulse; sweep calibrations of 5 and 1 Mc/sec respectively are also shown. Two facts are immediately obvious: (1) in this particular case, the current amplitude tends to decrease as a function of time if a short cable is used, and to increase if a long cable is used, and (2) high-amplitude oscillations are present on the trailing edge of the voltage pulse when the long cable is used.

Not enough information is available at present to evaluate exactly the causes for the changes introduced in the pulse shape by the cable; the problem involves, in addition to the cable characteristics, the variety
of parameters considered previously in this section. These characteristics include impedance, attenuation, and phase shift, which may vary as a function of frequency. Thus, individual cases lead to entirely different results.

Another example is shown in Fig. 7.30, where voltage and current pulse shapes on a 4J52 magnetron are shown for a 2.4-μsec pulse. In this case, additional oscillations appear in the current pulse when a long cable is used. After the first 0.7 μsec, these oscillations take the shape of a distorted damped rectangular wave superimposed on the current pulse. Graphical subtraction of the two current pulses leads to the conclusion that this distortion is the result of a highly damped sine-wave oscillation superimposed on a slightly damped rectangular wave. The half period of this distorted rectangular wave is slightly longer than the two-way transit time in the cable; the difference can almost entirely be accounted for by the time delay in the pulse transformer. The amplitude of oscillations on the trailing edge of the voltage pulse is essentially the same for both long and short cables; the period, however, is slightly increased by the addition of a long cable.

![Fig. 7.30. Oscillograms showing the effect of cable length on the pulse shapes for a 2.4-μsec current pulse.](image)
CHAPTER 8
SWITCHES FOR LINE-TYPE PULSERS

BY J. V. LEBAOZ, H. J. WHITE, J. R. DILLINGER, A. S. JERREMS, AND K. J. GERMESHAUSEN

Some of the requirements for switches that can be used to initiate the discharge of the pulse-forming network have already been mentioned in Chap. 1. Briefly, these requirements may be summarized as follows:

1. The switch should be nonconducting during the charging period.
2. The switch should be capable of closing very rapidly at predetermined times.
3. The switch resistance should be as small as possible during the discharge of the network.
4. The switch is not required to interrupt the pulse current, since the current drops to zero or nearly to zero at the end of the pulse.
5. The switch should regain its nonconducting state rapidly after the end of the pulse.

The requirements of low resistance and rapid closing of the switch suggest that either spark gaps or gaseous-discharge tubes should be used as switches in line-type pulsers. The problem of closing the switch or initiating the discharge at predetermined times has been a serious one because, for some applications, an accuracy of about 0.02 \( \mu \text{sec} \) is desired. Both thyratrons and triggered spark gaps have been developed to meet this exacting requirement successfully. Rapid deionization of the gas after the discharge is essential if high recurrence frequencies are required. Since the nature and pressure of the gas, the electrode geometry, the total ionization produced by the pulse current, and the type of charging circuit used all affect the deionization time, some compromise may have to be reached between the pulse power and the maximum recurrence frequency, independent of the safe allowable average power. In spark gaps electrode erosion occurs, changing the gap geometry and the breakdown characteristics. Attention must also be given to the residual gases produced by the spark under certain conditions.

Since rotary spark gaps had been used successfully in radio code transmitters, they were suggested for use in radar pulsers, and proved very satisfactory. They presented three main disadvantages, however: (1)
they are not well suited for high recurrence frequencies, (2) they have an inherent uncertainty in the time of firing, which may be as high as 50 μsec, and (3) they cannot readily be adapted to applications requiring airtight enclosures. As a result, developmental work was started on both fixed spark gaps and thyratrons. The early investigations covered such possibilities as veatrons (vacuum arc devices) and ignitrons, fixed two- and three-electrode gaps operating in air with a forced circulation of the air in order to aid deionization, and mechanical switches operating in a vacuum. The "trigatron," an enclosed three-electrode gap was found to be satisfactory for lowpower applications in which long life was not required. Some work was done on an enclosed three-electrode gap for applications requiring high power and long life. Of all these devices, an enclosed fixed gap having two electrodes and operated in series with one or two similar gaps showed the greatest promise of early satisfactory development, and the effort was therefore concentrated on these so-called "series gaps."

A series-gap switch is preferable to the rotary spark gap for the following reasons: (1) the time fluctuations in the initiation of the discharge are smaller (1 to 2 μsec for one type of series gap, 0.02 μsec for another type), (2) it can easily be operated at more than one pulse recurrence frequency in a given installation, (3) it can be operated at recurrence frequencies that are higher than those conveniently obtained with a rotary gap, and (4) each fixed spark gap is completely enclosed.

Early work on existing mercury thyratrons indicated the desirability of developing a switch that would eliminate the variation of characteristics as a function of ambient temperature, and that would use a gas that would not damage the cathode when passing the high peak currents required. After much experimentation, the hydrogen thyratron was developed at the Radiation Laboratory, and proved to be the most satis-

8 A. W. Hull (General Electric Company), "Mercury Vapor Thyratron," Modulator Colloquium, RL Report No. 50-2, June 9, 1943, pp. 118–120.
factory switch throughout the power range which it covers. With this switch, the time fluctuation can easily be kept to 0.02 μsec or less, and the auxiliary circuits required for the trigger pulse are very simple compared with those necessary to supply a high-voltage trigger pulse to the series-gap switch.

The characteristics, uses, and special requirements of rotary spark gaps, enclosed fixed spark gaps, and hydrogen thyratrons in pulser circuits are considered in this chapter.

**THE ROTARY SPARK GAP**

BY J. V. LEBAOQZ AND H. J. WHITE

A very brief discussion of the sparking mechanism at or near atmospheric pressure may be helpful in understanding the limitations and advantages of the different kinds of rotary spark gaps. A spark may be defined, for the purpose of the present discussion, as the transient, unstable breakdown of a gas between electrodes whereby the gas is suddenly changed from a good insulator to a relatively good conductor. It results from the formation of a highly ionized path between two electrodes, and, within the limits of voltages considered here, the final voltage-current characteristics of the spark usually depend more on the external circuit than on the gap dimensions.

A spark is initiated between two electrodes by raising the voltage to, or above, the static-breakdown voltage. The static-breakdown voltage is the minimum voltage that, if applied to a given gap for a long enough time, eventually causes it to break down. The concept of time is introduced here because the breakdown is initiated by the ionization of the gas molecules by free electrons accelerated in a strong electric field. Under favorable conditions, the process is cumulative and breakdown results; however, the time lag, or the time elapsed between the application of the static-breakdown voltage and the initiation of the discharge, may be as long as several minutes. If a voltage higher than the static-breakdown voltage is applied, or if a large number of electrons are made available in the gap, the chances of obtaining conditions favorable to ionization increase and the statistical time lag decreases. In general, if the voltage applied to the gap is two to three times the static-breakdown voltage, and if some initial ionization is provided, the time lag of the gap can be reduced to $10^{-9}$ to $10^{-7}$ seconds.

Once the ionization process has been initiated, some time still elapses before the breakdown takes on the character of a spark. This time is referred to as the “breakdown time” of the gap and depends on its geometry and on the pressure and nature of the gas, as well as on the shape of the applied voltage wave. Observations indicate that the breakdown
time is usually very small—of the order of magnitude of $10^{-8}$ sec—although it increases for very nonuniform fields, and for low gas pressures.

Since the breakdown of a gap can be controlled accurately by adequate overvoltage, the problem becomes that of obtaining the necessary overvoltage. This overvoltage can be obtained either by applying a high transient voltage to one of the electrodes if the gap geometry is fixed, or by varying the gap spacing as a function of time, as in the rotary spark gap.

8.1. Electrical Considerations in the Design of Rotary Spark Gaps.—Rotary spark gaps consist of a set of moving electrodes rotating in front of one or more fixed electrodes. The minimum spacing is adjusted so that the corresponding static-breakdown voltage is smaller than the voltage required on the network, and the motion of the electrodes is synchronized in such a way that the maximum network voltage is obtained a short time before the minimum spacing is reached. Although the final design of successful rotary gaps has been achieved primarily by trial and error, there are some fundamental factors to be kept in mind, and some experimental data that can be used as a guide. These factors are the gap geometry, the nature of the gas and electrode materials, and the number of electrodes.

Gap Geometry.—Nearly all the successful rotary spark gaps used in pulsers were designed with cylindrical electrodes. It is necessary to minimize the changes in gap geometry which are unavoidable in spark gap operation, if the operating point is to remain reasonably constant during life. The gaps were therefore built either with parallel electrodes having sufficient overlap to increase the effective area which the spark may strike, or the electrodes are in two planes normal to the axis of rotation. The moving electrodes are radial and the fixed electrode makes an angle of 20° to 40° with the radius, so that the gap geometry is essentially unaltered as the electrode wears away slowly from its tip.

Simple considerations of the voltage gradient between two moving cylindrical electrodes with parallel axes may be used to bring out some of the limitations of a gap of this type. Consider two electrodes (Fig. 8-1) of equal diameter $d$, and having a minimum spacing $a$. For any distance $s$ between the axis of the moving electrode and its position corresponding to minimum spacing, the breakdown distance between the two electrodes is given by

$$ D = \sqrt{s^2 + (d + a)^2} - d. $$

For a rotary gap, the angular velocity of the moving electrode is constant. Then, if $t_0$ denotes the time at which $D = a$, the distance $s$ can be expressed as a function of angular velocity $\omega$ and radius $r$ of the circumference of the center of the electrode. Then $s = \omega r (t_0 - t)$. This equation is
correct only to the same approximation that \( \omega(t_0 - t) \approx \sin \omega(t_0 - t) \); for usual rotary-gap practice, the angle over which the spark may take place is always so small that the error introduced is negligible. Hence, the average voltage gradient between electrodes can be expressed as

\[
E = \frac{V_N}{D} = \frac{V_N}{\sqrt{s^2 + (d + a)^2} - d} = \frac{V_N}{\sqrt{\omega^2 r^2 (t_0 - t)^2 + (d + a)^2} - d'}
\]

where \( V_N \) is the network voltage. For reasons explained later, resonant charging is nearly always used for rotary-gap pulsers. In this case, the network voltage is so nearly constant near the discharge point that it may be assumed constant without introducing appreciable error. An exact discussion of the sparking phenomena requires a knowledge of the maximum electric field between electrodes for every position of the moving electrode. In the following discussion it is assumed that the voltage gradient \( E \) is uniform between the electrodes. It is also assumed that a spark may occur at any time after the electric field exceeds 30 kv/cm, and occurs instantaneously if the electric field reaches a value of 70 kv/cm. These assumptions are obviously far from correct, and are not intended to give a quantitative solution to the problem of gap design. If made consistently for various conditions, however, they do lead to results that are in accord with experience, and are therefore sufficiently accurate to indicate the expected trends of the phenomena. For instance, it is shown later that the experimental average gradient before static breakdown for a given gap varies as a function of spacing, and is higher than 30 kv/cm at the smaller spacings. The introduction of this variation in the minimum average gradient in the discussion at this point would result in many additional complications without altering the conclusions.

For any given values of applied voltage, electrode dimensions and minimum spacing; and velocity of the moving electrode, a time \( t = t_1 \) can be found at which the voltage gradient reaches 30 kv/cm. Similarly, a time \( t = t_2 \) may be defined as the time at which \( E = 70 \) kv/cm. The
spark then occurs between \( t_1 \) and \( t_2 \). Thus, \((t_2 - t_1)\) corresponds to the maximum time jitter that may be expected because of uncertainty in the initiation of the gap discharge. As an example, consider the hypothetical gap of Fig. 8-1, and assume that the electrodes are 0.25 cm in diameter. The average gradient has been plotted as a function of \( s \) for several values of \( V_N \) and \( a \). Then, with the assumptions made above, a spark may take place at any point between \( s = 0.25 \) and \( s = 0.5 \) cm for curve \( A \); between \( s = 0.18 \) and \( s = 0.43 \) cm for curve \( B \); and between \( s = 0.41 \) and \( s = 0.85 \) cm for curve \( C \). To express these results as a function of time, some electrode velocity must be assumed. Taking \( r = 10 \) cm and a rotor speed of 60 revolutions per second, the linear velocity of the moving electrode is

\[
\omega r = 2\pi \times 60 \times 10 = 3750 \text{ cm/sec}
\]

Then, the maximum time jitter can be estimated as \( 0.25/3750 \) sec or 65 \( \mu \)sec for curves \( A \) and \( B \), and about 115 \( \mu \)sec for curve \( C \).

These values are larger than those normally found in practice (1) because of the crudeness of the assumptions concerning field distribution and breakdown voltages, (2) because the time lag at minimum breakdown voltage has been considered equal to zero, and (3) because the possibility of the formation of corona has been neglected. Actually, for the gap geometry considered, the minimum value of the average static gradient at breakdown is probably nearer 40 than 30 kv/cm. If this value is chosen, and if the gap is assumed to break down with a time lag smaller than 1 \( \mu \)sec when the voltage is equal to 150 per cent of the minimum breakdown voltage, 60 kv/cm in this case, the values obtained for inherent time jitter in the gap are 30 \( \mu \)sec for curves \( A \) and \( B \) and about 50 \( \mu \)sec for curve \( C \). Nevertheless, the results can be used either to compare the behavior of gaps having different geometries, that is, where the ratio of the minimum spacing to the electrode diameter varies, or to compare the operation of gaps with similar geometries at different voltages.

The time jitter to be expected is inversely proportional to the relative speed of the electrodes. Thus, in order to decrease the inherent time jitter caused by the statistical nature of the sparking process, it is theoretically sufficient to increase the steepness of the curve showing the variation of field with spacings or time within the range of voltage gradients that is most apt to produce a spark. One method of achieving the desired result is to increase the speed of the moving electrode. A judicious choice of electrode diameter and spacing for a given operating voltage is also necessary. For instance, referring to Fig. 8-1 and the previous discussion, it is seen that the time jitter of the gap with a minimum spacing of 0.10 cm for an applied voltage of 20 kv is almost twice its value for an applied voltage of 10 kv.
If the moving-electrode velocity is held constant, the inherent time jitter of a gap that has an electrode diameter and minimum spacing that are twice those of the gap considered in the previous example and that operates at 20 kv is still much greater than that of the gap operating at 10 kv. Since the mechanical design imposes a limit on the maximum electrode velocity, it is advantageous, in some cases, to use two gaps in series if the total voltage becomes very great. This method has been used in some rotary gaps designed at the Radiation Laboratory.

If the voltage across a rotary gap is increased gradually, the gap begins to break down erratically when the field corresponding to the minimum spacing reaches the critical gradient at which the spark may occur with a long time lag. If the voltage is further increased, the gap begins to break down on every pulse, and usually reaches a point of optimum operation. If the voltage is increased still further, the length of the gap at which the spark jumps increases, as well as the time jitter.

Another very important consideration in gap design is that of deionization. As pointed out previously, the gap is not required to interrupt the main pulse current. The network, however, starts to recharge immediately after the pulse, and care must be taken that its voltage does not exceed the breakdown voltage of the gap at any time before the end of the desired interpulse interval. Since the air in the vicinity of the electrodes is highly ionized by the passage of the spark current, it is safe to assume that there is very little time lag before breakdown, even for the minimum voltage gradient. If losses are neglected and the network is assumed to discharge completely, the voltage across the gap may be expressed as

\[ v_N = \frac{V_N}{2} (1 - \cos \omega t) \]

for d-c resonant charging, and the average field is

\[ E = \frac{v_N}{D}, \]

where \( D \) is defined as before. As an example, consider the gap of Fig. 8.1 curve A with \( V_N = 10 \) kv, and assume that the spark has taken place when \( E = 40 \) kv/cm. If the pulse recurrence frequency is 600 pps,

\[ v_N = 5(1 - \cos 600 \pi t), \]

and the electrode velocity is 3750 cm/sec. Thus, the voltage gradient across the gap can readily be plotted as in Fig. 8.2 for various positions of the moving electrode. For the particular values of parameters chosen, there is no danger of the gap restriking and establishing a short-circuiting arc across the power supply. If the same gap were used at \( V_N = 20 \) kv,
however, the network discharge might take place at \( s = 0.7 \) cm. Then, the voltage built up on the network at the time of minimum spacing between the electrodes would be about 610 volts, corresponding to an average gradient greater than 12 kv/cm. Because of the nonuniformity of the field, which can be caused by rough electrodes resulting from long operation, the gap may be expected to restrike under these conditions. The average voltage gradient as a function of pin spacing has been plotted for this case in Fig. 8·2.

In conclusion, some practical results are given. Experience has shown that high-power gaps work satisfactorily with an average gradient between 60 and 70 kv/cm corresponding to minimum spacing (Fig. 8·1), and that low-power gaps may be built and operated with minimum spacings that would correspond to average gradients of between 200 and 300 kv/cm if the gap did not break down before that point were reached.

These figures are only indicative of the range that has been used, and each case has to be considered separately, depending on the required recurrence frequency, the time jitter, the type of charging circuit, and the type of load.

**Gas and Electrode Material.**—According to the most widely accepted theories, gap breakdown takes place exclusively in the gas and is independent of the material used for electrodes, except inasmuch as it may contribute to the initial ionization of the gas, either by radioactivity or by photoelectricity. Thus, the choice of electrode material is determined by other considerations, such as the necessity of obtaining a long trouble-free operating life. Since high temperatures are developed in high-current sparks, refractory material should be used for the electrodes, and consequently tungsten was chosen for the initial tests on rotary spark gaps. Because of the satisfactory operation of these gaps, tungsten electrodes were used in nearly all the rotary gaps designed at the Radiation Laboratory. The original gaps were designed to operate in air at atmospheric pressure, where a breakdown field of 30 to 50 kv/cm, depending on the spacing, is applied. Tests on sealed rotary gaps, as well as on fixed spark gaps, indicated that the presence of oxygen was necessary to obtain a satisfactory life from the tungsten electrodes. The exact reason is not known, but it is believed that the formation of a layer of tungsten oxide provides a protective covering for the gap spark-
ing surfaces that greatly reduces the electrode wear. Ventilated rotary gaps using tungsten electrodes have been used in the great majority of radar applications, although they cannot be used in airborne radar sets because of the change in breakdown voltage with pressure. Sealed rotary gaps have been used in one airborne radar set, for which the life requirements are much less severe than for ground-based or shipborne sets.

A number of life tests on rotary gaps have been made both at the Radiation Laboratory and at the Bell Telephone Laboratories. The results are all in reasonable agreement, and show that the rate of cathode wear is much larger than that of anode wear. Since the electrode wear appears to be approximately proportional to the total charge passed by the gap, a logical unit for rate of wear is the loss of mass per unit charge. In practice, a convenient unit for rate of wear is milligrams per ampere-hour. Experimental data obtained both at the Bell Telephone Laboratories and the Radiation Laboratory show that, for pulse currents from 40 to 170 amp, the rate of cathode wear in air varies between about 2 and 6 mg/amp-hour, 3 or 4 mg/amp-hour being the median value. In nitrogen or gas mixtures that do not contain oxygen, the rate of wear is 10 to 20 times greater. The order of magnitude of the rate of anode wear in air is only \( \frac{1}{3} \) that of the cathode.

![Fig. 8.3.—Diameter of the moving electrode for satisfactory gap operation and life.](image)

Figures 8.3 and 8.4 show the relationship between pulse power and average current and the diameters of the moving and fixed electrodes, obtained from gap designs that have given satisfactory operating life. In these gaps, the fixed electrode is the anode and, as there are always several moving electrodes, the wear is divided between them. The values indicated by the curves can be regarded as the maximum safe operating power and current for any given electrode diameter, as determined from present experience, that allows a satisfactory gap life.
**Number of Electrodes.**—The number of fixed and rotary electrodes, \( N_f \) and \( N_r \), is related to the angular velocity, \( \omega \), of the rotor (in revolutions per second) and the required pulse recurrence frequency, \( f_r \), by the relation

\[
f_r = N_f N_r \omega.
\]

This relation applies only if the respective positions of fixed and rotating electrodes are such that the minimum spacing between electrodes is never reached simultaneously by more than one fixed and one rotating electrode. If, for instance, there are six rotor and six stator electrodes all spaced 60 mechanical degrees apart, the total number of sparks per revolution is six, the same number that would be obtained for one, two, or three stator electrodes equally spaced. If, on the other hand, there are five rotor and three stator electrodes equally spaced, the number of sparks per revolution is 15, and \( f_r = 15 \omega \).

![Graph](image-url)

**Fig. 8.4.**—Diameter of the fixed electrode for satisfactory gap operation and life.

In general, because of the mechanical difficulties involved, only one fixed electrode is used, except for special applications such as the Marx circuit (see Sec. 11-8) or the half-wave a-c charging circuit (see Sec. 11-6). In these cases, it is necessary to obtain two or more sparks simultaneously, and the number of fixed electrodes must therefore be at least equal to the total number of discharge paths desired. It should also be pointed out that the formula gives the average recurrence frequency for one complete cycle, and does not specify the actual value of the recurrence period. In general, it is desired to make all the interpulse intervals equal, so the angle between rotating electrodes is constant and equal to \( 2\pi/N_r \) for the usual case of one fixed electrode. The radius of the circle of rotating electrodes is determined by considerations of electrode velocity necessary to minimize the time jitter and to prevent the restriking of
the spark between electrodes during the charging period. It has been found that satisfactory operation can generally be maintained if the distance in inches between consecutive electrodes is greater than one tenth the maximum network voltage expressed in kv. A factor of between one sixth and one eighth is commonly used to provide a desirable factor of safety.

Finally, the length and overlap of the electrodes should be considered. Although no general rules can be given, a few facts can be used as a guide. The overlap should be large enough to allow a reasonable sparking area in order to prevent the gap geometry from being changed very rapidly by the wearing away of the electrodes; on the other hand, it has been found that the time jitter increases if the overlap becomes excessive. The total length of the electrodes protruding from the rotor or the stator bushing must be sufficient to produce as little field distortion as practicable at the ends of the cylindrical electrodes. The values which have been used in the rotary gaps designed at the Radiation Laboratory are given in Table 8.1, and can be used as a guide in the design of gaps of similar specifications.

From considerations of electrode wear, the rotating electrodes are usually made the cathode of the gap. With the pulser circuits most commonly used, it is therefore sufficient to ground the rotor to complete the pulser discharging circuit. Possibly the simplest way of accomplishing this grounding is to use a solid metal rotor and let the bearings carry the current; however, because of the local sparking and electrolysis action which takes place, the life of the bearings is considerably reduced if current is allowed to pass through them. Consequently, all rotors should be built with an insulating disk between the shaft and the sparking electrodes. The pulse current can then be collected either by brushes, which are satisfactory for low voltages and low power, or by a sparking segment that is located very near the rotor.

8.2. Considerations of Mechanical Design.—The speed of rotation, the rotor diameter, the minimum electrode spacing, the number of electrodes, and their size and shape can be determined by considerations of electrical design. There still remains to be determined the rotor size, the motor power, the gap housing, and methods of mounting the electrodes. Actually, both mechanical and electrical design have to be carried out simultaneously, at least up to a certain point. For example, the rotor speed may have to be determined by the motor speeds available, and the number of electrodes adjusted to obtain the required recurrence frequency.

Size of Rotor.—The rotor disk must run true on the motor shaft, must be free from wobble, and must have a thickness sufficient to insure rigidity and to permit machining. Nickel-plated brass is commonly used as
the rotor material, and the thickness varies from \( \frac{1}{4} \) to \( \frac{3}{8} \) in. The holes for mounting the tungsten pins used as electrodes are either bored or ground and tapered to insure an accurate fit. In order to obtain smooth satisfactory operation of a rotary gap, it is important to maintain the positions of the rotary electrodes within the specified maximum tolerances. A precision index head must be used for this purpose.

The importance of machining tolerances can readily be understood from the following discussion. Let

\[
L = \frac{2\pi r}{N_f}
\]

be the average peripheral spacing between rotary electrodes, and assume that \( N_f = 1 \). If one of the rotary electrodes is displaced by an amount \( \Delta L \) along the circumference from the position it should occupy, so that the distance to adjacent pins is \( (L \pm \Delta L) \) respectively, the corresponding interpulse intervals are given by

\[
T_r - \Delta T_r = \frac{T_r}{L} (L - \Delta L)
\]

and

\[
T_r + \Delta T_r = \frac{T_r}{L} (L + \Delta L),
\]

if the effects of time lag in breakdown discussed in Sec. 8.1 are neglected. It is thus seen that, for a displacement \( \Delta L \) in one electrode, the expected time jitter produced by mechanical inaccuracy is given by

\[
\Delta T_r = \pm T_r \frac{\Delta L}{L}.
\]

If a tolerance of \( l \) is imposed on the peripheral location of the electrodes, the minimum and maximum spacings between consecutive electrodes may vary from \((L - 2l)\) to \((L + 2l)\) and the maximum time jitter that may be expected from this cause alone is

\[
\Delta T_r = \pm T_r \frac{2l}{L}.
\]

Errors in the radial position of the electrodes have a similar effect, as can readily be understood from Fig. 8.1. If, for \( V_x = 10 \) kv, the minimum distance \( a \) is increased from 0.05 to 0.1 cm (about 0.02 to 0.04 in., or a radial displacement of 0.02 in.), and the breakdown of the gap is assumed to take place without time lag for an average field of 40 kv/cm, the distance \( s \) at which breakdown takes place is decreased from 0.40 to 0.33 cm. Hence, the effect on time jitter is the same as if the spacing between consecutive rotary electrodes varied by 0.07 cm. This particu-
lar case must be considered as an exception, in that the radial tolerance in position leads, in general, to less time jitter than an equal peripheral tolerance, and not to more as indicated by this example.

The tolerances at the sparking point, which is usually near the tip of the electrode and not at the rotor disk, are the values to be controlled. Experience at the Radiation Laboratory indicates that, for most satisfactory operation, these tolerances should not exceed 0.005 in. for peripheral and 0.003 in. for radial alignment at that point. Assuming that the electrodes are 1 in. long and perfectly spaced on the rotor, they have to be aligned with a deviation of less than 10 min of arc in order to satisfy the tolerance requirements.

The results of tests on a 7-pin rotary gap with an outside diameter of 5.5 in. and rotating at 3450 rpm indicate the effect of machining inaccuracy on time jitter. The average peripheral spacing was about 2 in., and the measured radial tolerance was ±0.002 in. For a maximum measured variation in peripheral spacing of 0.036 in., the maximum theoretical time jitter from this cause alone would be 45 μsec, and the observed time jitter was approximately 50 μsec. When the variation in peripheral spacing was reduced to 0.010 in., the observed time jitter was reduced to approximately 25 μsec; a value of 13 μsec would be expected from the error in spacing alone. The figures for observed time jitter were obtained under conditions of network voltage corresponding to a minimum jitter.

Motor and Housing.—In all practical gaps designed at the Radiation Laboratory, the rotor is mounted directly on the shaft of the driving motor; hence, the speed of the motor is easily determined. As has been mentioned previously, a compromise usually has to be reached between the number of electrodes and the speed of rotation. One of the factors limiting this speed is the life of the bearings: very fast motors normally tend to develop play in the bearings, which adds to the tolerances of the gap and may render it inoperative in a very short time.

Once the motor speed is determined, its power can be obtained by considerations of rotor inertia, which determines the required starting torque, and its windage and friction losses, which determine the running torque. Because of the required rigidity, the shaft and bearings have to be chosen as large as is practicable for the motor size required. In Table 8-1 the pertinent motor data for a large number of rotary gaps are listed, which can be used as a guide in design. All rotary gaps have been enclosed in a metal housing. The main purpose of the housing is to allow for self-ventilation of the gap and to prevent the corrosive vapors formed by the spark from escaping into the cabinet containing the pulser components. The nitric acid, which can be formed by combination of these vapors and water vapor in the air, must not be allowed to condense on any vital part of the pulser. By enclosing the gap in a housing it is
also possible to reduce noise, to protect against accidental electrode breakage, and to reduce the windage losses with a corresponding saving in motor size.

Housings have been made of pressed steel, cast iron, or cast aluminum. The cast housings are usually preferred for the higher powers, and are used almost exclusively for gaps in a-c charging pulsers. In this case, the housing is required to perform the additional function of phasing the gap breakdown with the applied-voltage wave shape. This phasing is usually accomplished by rotating with respect to the frame of the motor the part of the housing that carries the high-voltage fixed electrode. Any number of screw and gear arrangements can be used to achieve this purpose, and the housing has to be machined in order to permit some rotation, the amount of which depends on the number of rotary electrodes. In some cases, the phasing adjustment is motor-driven in order to permit remote control.

The self-ventilation of the rotor and pins is usually sufficient to provide an air circulation of 1 or 2 ft$^3$/min, which is adequate for the cooling of the gap and removal of the corrosive vapors. The air inlet and the exhaust port leading to the outside air through pipes are usually equipped with sound absorbing mufflers or silencers, and also with Davy screens if explosive gases or vapors are likely to accumulate in the neighborhood of the gap.

*Types of Rotary Gaps.*—Of all the possible gap configurations, several have been used extensively and have proved the most satisfactory. In all of these gaps, the electrodes were tungsten rods, so the types of gaps are classified by their geometry.

Figure 8·5a shows a perspective view of the parallel-pin rotary gap with sparking sector. A gap of this type was used extensively for a pulse-power range of 500 to 3000 kw. The clearance between the rim of the rotor disk and the sparking sector is usually from 0.010 to 0.050 in., corresponding to a static-breakdown voltage between 1 and 5 kv, approximately. Hence, little time delay occurs once the gap between the pins has broken down, and most of the network voltage appears between the pins until this gap is broken down, since capacitance between them is very much smaller than that between the rim and ground. An important advantage of the parallel-pin gap is that its operation is relatively independent of the exact amount of electrode overlap, which in turn means that close end-play tolerances are not required of the motor driving shaft.

Figure 8·5b shows a variation of the preceding design called the parallel-pin double gap. In this case, the rotor must be insulated for the full network voltage, and not just for the breakdown voltage of the sparking sector. The rotary pins extend on either side of the insulating rotor, and spark to two fixed pins. A gap of this type is especially useful
when using a Marx-circuit pulser (see Sec. 11-8) because, by using as many pairs of fixed pins as there are stages in the Marx circuit, the need for more than one rotor is avoided. It is well suited for use in high-voltage circuits.

The radial-pin gap is commonly used for handling high powers. The fixed pin normally wears away rapidly, but it can be set at an angle as indicated in Fig. 8-5c in order to maintain very nearly constant gap geometry despite the erosion. For powers in excess of 3 Mw, the minimum gap spacing can be made greater than 0.05 in. As a result, the motor end play need not be kept to unusually small values; however, it is clear that, at small minimum spacings, the shaft end play must be very accurately controlled. A gap of this type has been successfully used in a
10-Mw a-c charging pulser in which the gap current exceeds 1000 amp. It was conservatively estimated that the fixed electrode would not need replacement in less than 1000 hours.

Figure 8.5d shows the opposing-pin gap, which was used in early experimental sets. This gap was unsuitable for long service because of the rapid change in geometry with erosion. Except for very low powers, the grounding brush has also been abandoned because of the rapid deterioration of the brush and slip-ring surface.

Many other types of gaps have been tried, including the "paddle wheel," adopted directly from the old radio transmitters. Two others deserve brief mention. Attempts at improvement of the types of gaps described above were made by introducing one or more corona points, in order to supply a larger initial ionization. In practice, it was found that the corona point improved the gap performance only over a very narrow range of voltages near the lowest operating point of the gap, and was ineffective or even had an adverse effect at higher voltages. As a result, the corona points were not used, except in a few gaps designed to operate below 6 kv.

A gap in which both electrodes are stationary, and where breakdown is obtained by varying the dielectric constant and dielectric strength of the gap space, has also been built and operated satisfactorily. This variation was accomplished in one case by the method sketched in Fig. 8.5e, which shows a micalex disk rotating between two fixed massive electrodes. A series of holes drilled in the micalex causes the gap charac-

![Fig. 8.6.—Photograph of a parallel-pin rotary gap.](image-url)
teristics to change as the holes pass between the electrodes, in such a way that a spark takes place at that time. The life of a gap of this type is limited by the eventual deterioration of the insulating disk, which is eaten away by the sparks. Since this gap has no particular advantage over those of Fig. 8.5a, b, or c, it has not been used in radar pulsers. Photographs of rotary gaps of the parallel-pin and radial-pin types are shown in Figs. 8.6 and 8.7 respectively.

Fig. 8.7.—Photograph of a radial-pin rotary gap.

8.3. Rotary-gap Performance.—Little experimental data has been obtained for rotary gaps, and it is accordingly difficult to present a scientifically satisfying explanation of gap performance. Probably this dearth of extensive investigation had two causes: (1) the gaps that were built worked satisfactorily, even though their operation was not completely understood, and (2) the time jitter inherent in the gaps makes their study difficult and unrewarding. Nevertheless, the results presented in this section are believed to be, on the whole, representative of rotary-gap performance.

Gap Efficiency.—Considering the general characteristics of a spark, the gap efficiency may be expected to be high, and general experience has indicated that such is the case. Measurements carried out by the Bell Telephone Laboratories for one gap corroborate this conclusion. The test was made by calorimetric methods on a gap operating at 7 kv, 70 amp, and discharging a 50-ohm network into a 50-ohm load; the pulse duration was 0.75 μsec and the recurrence frequency 1600 pps. Under these conditions, the average power input to the load was about 300
watts, and the power loss about 12 watts, resulting in a gap efficiency of approximately 96 per cent. The gap efficiency may be expected to be higher at larger currents and longer pulse durations. The driving power of the gap, of course, is not included in the efficiency figure quoted above, and must be considered in order to obtain the over-all pulser efficiency.

Time and Amplitude Fluctuation of the Pulses.—As has been pointed out before, the minimum spacing between electrodes is normally adjusted so that the gap is overvolted by a factor of 2 to 10 at the point of closest approach. As a result, the spark always takes place before the closest approach is realized, and the uncertainty in the time of breakdown produces time jitter. In order to reduce time jitter to a minimum, as explained in Sec. 8.1, it is desirable to have the steepest part of the average field-spacing characteristic (Fig. 8.1) occur at those fields at which breakdown is most likely to occur, or at about 40 kv/cm. (see Fig. 8.8). If sufficient ionization is available, usually as a result of preceding sparks, the time jitter of the gap can be held to less than 10 µsec. This figure depends on the relative velocity of the electrodes, and decreases as the velocity increases; it does not take into account the time jitter produced by mechanical inaccuracies, as discussed in Sec. 8.2.

Amplitude jitter, or fluctuation, of pulses produced by a rotary-gap pulser proved, in general, to be of secondary importance as long as a-c or d-c resonant charging was used. The reason is obvious from a consideration of the shape of the charging wave near the discharge point. For d-c resonant charging, the network voltage, neglecting losses, is given by

\[ V_N = E_{bb}(1 - \cos \omega t) \]

so that, for \( t = T_r \),

\[ V_N = 2E_{bb} \]

and, for \( t = T_r - \Delta T_r \),

\[ V_N = 2E_{bb} \cos (\omega \Delta T_r) \]

If \( \Delta T_r = 0.05T_r \),

\[ V_N = 2E_{bb} \cos \frac{\pi}{20} = 1.975E_{bb}. \]
If $\Delta T_r = 0.02T_r$,

$$v_N = 2E_{bb} \cos \frac{\pi}{100} = 2E_{bb} \left(1 - \frac{\pi^2}{20000}\right) \approx 2E_{bb}(1 - 0.0005).$$

In other words, a time jitter equal to 5 per cent of the recurrence period results in an amplitude variation in network voltage of about 1.2 per cent. The resultant variation in pulse power is less than 2.5 per cent. For a 2 per cent time jitter, the pulse-power variation is only 0.1 per cent. Since the time jitter is nearly always less than 2 per cent of the recurrence period, the pulse-amplitude jitter can usually be neglected.

The performance of the rotary gap for a-c resonant charging is somewhat different from that for d-c resonant charging. A complete theoretical analysis of the difference has not been made. However, a partial analysis indicates that, with d-c resonant charging, the operation of the rotary gap tends to be slightly unstable. If the gap breaks down prematurely on one spark, there is a residual current left in the charging reactor which causes the subsequent voltage wave to rise to a slightly higher peak value at a somewhat earlier time. The next succeeding spark thus tends to occur still earlier. This effect may be cumulative over several cycles, and the spark thus tends to fluctuate in a statistical way about some mean time interval determined by the electrode spacing.

With a-c resonant charging, on the other hand, the rotary-gap operation appears to be stable. In this case, if the gap breaks down prematurely, the subsequent voltage wave rises to a slightly higher peak, but at a somewhat later time. Thus the gap voltage at a time $T$, after a premature spark is not appreciably affected. There is therefore no tendency for the gap to break down still earlier, as in the case of d-c resonant charging, but rather there is a tendency to prevent the gap from breaking down prematurely. Thus slight variations in the breakdown time are not magnified by the charging circuit, and the operation tends to be stable with respect to such variations. It should be pointed out, however, that a rotary-spark-gap pulser using a-c charging requires a careful selection of the effective charging inductance and careful adjustment of the gap phasing before the best stability can be obtained.

If d-c linear charging is used, the amplitude fluctuation in the network voltage is almost directly proportional to the time jitter, and the percentage variation in pulse power is twice the ratio of the time jitter to the recurrence period. There is, in addition, some danger of the gap restriking at the beginning of the charging period because of the rapid increase in the voltage across the electrodes, which are still approaching each other. As a result, the rotary spark gap is unsuitable for use with pulzers having d-c linear charging.

**Breakdown Voltages and Fields of Rotary Gaps.**—The average field at
### Table 8.1.—Design Data

<table>
<thead>
<tr>
<th>Type of charging</th>
<th>D-c resonant charging</th>
<th>D-c charging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7-16 5-&gt;9 12-22</td>
<td>12-22 5-&gt;9</td>
</tr>
<tr>
<td></td>
<td>8-13 12-25 12-24</td>
<td></td>
</tr>
<tr>
<td><strong>Electrical ratings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voltage range, kv</td>
<td>7-16 5-&gt;9 12-22</td>
<td>12-22 5-&gt;9</td>
</tr>
<tr>
<td></td>
<td>8-13 12-25 12-24</td>
<td></td>
</tr>
<tr>
<td><strong>Peak current, amp</strong></td>
<td>160 &gt;90 220</td>
<td>220 &gt;90 130</td>
</tr>
<tr>
<td></td>
<td>250 480</td>
<td></td>
</tr>
<tr>
<td><strong>Normal operating voltage, kv</strong></td>
<td>12 8 8=18 18=18 8 13 25 20</td>
<td></td>
</tr>
<tr>
<td><strong>Normal operating current, amp</strong></td>
<td>120 80 180 180 80 130 250 400</td>
<td></td>
</tr>
<tr>
<td><strong>Normal average current, ma</strong></td>
<td>45 100 130 130 70 70 92 140</td>
<td></td>
</tr>
<tr>
<td><strong>Pulse recurrence frequency, pps</strong></td>
<td>410 825 800 800 750;375 580 410 350</td>
<td></td>
</tr>
<tr>
<td><strong>Pulse duration, μsec</strong></td>
<td>0.9 1.5 0.9 0.9 1 2 0.9 0.9 1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Pulse power, kw</strong></td>
<td>600 360 1500</td>
<td>1500 300 700</td>
</tr>
<tr>
<td></td>
<td>3000 4000</td>
<td></td>
</tr>
<tr>
<td><strong>Pins</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of fixed pins</td>
<td>1 1 2 2 2;1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>No. of rotary pins</td>
<td>7 14 10 14 4 10 7 6</td>
<td></td>
</tr>
<tr>
<td><strong>Dia. of fixed pins, in.</strong></td>
<td>0.100 0.188 0.125 0.150 0.125 0.120 0.150 0.150</td>
<td></td>
</tr>
<tr>
<td><strong>Dia. of rotary pins, in.</strong></td>
<td>0.100 0.125 0.100 0.100 0.125 0.120 0.120 0.120</td>
<td></td>
</tr>
<tr>
<td><strong>Dia. of rotary-point circle, in.</strong></td>
<td>4.5 9 10 14 6 7 7.5 9.6</td>
<td></td>
</tr>
<tr>
<td><strong>Pin length, in.</strong></td>
<td>3 3 1 1; 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td><strong>Minimum spacing, in.</strong></td>
<td>0.015 0.028 0.020 0.020 0.010 0.015 0.015 0.015</td>
<td></td>
</tr>
<tr>
<td><strong>Overlap, in.</strong></td>
<td>1 1 1 1 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td><strong>Motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>ind. ind. d-c d-c ind. ind. ind. ind.</td>
<td></td>
</tr>
<tr>
<td>Driving power, H.P.</td>
<td>1/16 1/16 1/4 1/4 1/16 1/16 4* 5*</td>
<td></td>
</tr>
<tr>
<td>Motor speed, rpm</td>
<td>3500 3535 4800 3400 5600 3450 3450 3500</td>
<td></td>
</tr>
</tbody>
</table>

* Drives the main pulse generator as well as the rotary gap.  ind. = induction motor
## Rotary-Gap Performance

### for Rotary Spark Gaps

<table>
<thead>
<tr>
<th>A-c resonant charging</th>
<th>Half-cycle, a-c resonant charging</th>
<th>A-c diode charging</th>
<th>Blumlein</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-24</td>
<td>15-27</td>
<td>12-20</td>
<td>7-12</td>
</tr>
<tr>
<td>240</td>
<td>1170</td>
<td>200</td>
<td>120</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>200</td>
<td>1000</td>
<td>180</td>
<td>110</td>
</tr>
<tr>
<td>130</td>
<td>350</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>650</td>
<td>350</td>
<td>630</td>
<td>800</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>2000</td>
<td>10,000</td>
<td>1600</td>
<td>600</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>11</td>
<td>6.0</td>
<td>11.0</td>
<td>14.0</td>
</tr>
<tr>
<td>0.120</td>
<td>0.02</td>
<td>0.120</td>
<td>0.080</td>
</tr>
<tr>
<td>0.120</td>
<td>0.02</td>
<td>0.120</td>
<td>0.080</td>
</tr>
<tr>
<td>9.6</td>
<td>12.5</td>
<td>9.6</td>
<td>5.5</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4*</td>
<td>12*</td>
<td>4*</td>
<td>5*</td>
</tr>
<tr>
<td>3500</td>
<td>3500</td>
<td>3400</td>
<td>3450</td>
</tr>
</tbody>
</table>

syn. = synchronous motor  M-G = motor-generator
breakdown of a rotary gap can be measured with good accuracy by measuring the spark length with a cathetometer and the voltage with a divider. The static characteristic corresponds to measurements obtained when the gap is stationary, and the dynamic characteristic is the breakdown voltage measured while the gap is rotating. Figure 8.8 gives the observed breakdown voltage and computed average fields for the rotary gap used in a 1-Mw pulser, the electrode diameter of which is 0.120 in. The average field at breakdown is observed to be considerably higher for the rotating than for the stationary gap, particularly at the longer spacings. This fact is presumably due to the presence of corona in the static case. When the electrodes are moving relative to one another, the corona does not have time to form in the rapidly diminishing gap spacing before breakdown occurs.

Considering a spacing of 0.3 cm, the average voltage gradient before dynamic breakdown is about 40 kv/cm, and the static average gradient is 30 kv/cm. The gradient at the electrodes can be calculated by the relation

$$ g_{\text{max}} = \frac{V}{2r \sqrt{(S/2r)^2 - 1}} \times \ln \left[ \frac{S}{2r} + \sqrt{\left(\frac{S}{2r}\right)^2 - 1} \right] $$

from which the maximum gradient for dynamic breakdown is found to be 52 kv/cm, and that for static breakdown to be about 40 kv/cm. Since the electron multiplication varies exponentially with the Townsend coefficient $\alpha$ and the distance, and since $\alpha$ increases very rapidly in the high fields corresponding to the dynamic breakdown, the electron current builds up very rapidly once the breakdown has started. The time for this buildup is estimated at 0.01 $\mu$s from other data.

In general, the ratio of the maximum to the minimum operating voltages for satisfactory operation of rotary gaps is about two. The minimum voltage is limited by the failure of the gap to break down consistently at the minimum electrode spacing, and the maximum voltage is usually determined by the restriking of the spark as explained in Sec. 8.1. Table 8.1 gives the pertinent data referring to most rotary gaps designed and built either for service in radar systems or for laboratory testing of pulser components or magnetrons.

**ENCLOSED FIXED SPARK GAPS**

**By J. R. Dillinger**

When two or three fixed two-electrode gaps are connected in series, the breakdown of the entire switch can be accomplished rapidly by the
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successive breakdown of the individual gaps. This breakdown is obtained by applying a very high trigger voltage to one or both junction points. Since enclosed fixed spark gaps of this type have been used more frequently in this country than those of any other type, most of the following discussion is concerned with them. The trigatron and a three-electrode gap of one other type, in which breakdown is obtained by suddenly distorting the electric field between the main electrodes by applying a high voltage to a trigger electrode, are discussed briefly in sec. 8.10.

Two series-gap designs have been evolved. One has a cylindrical-rod anode surrounded by a hollow cylindrical cathode,¹ and the other has a rod anode mounted above a mercury cathode,² (the mercury is immobilized by a metallic sponge, and the mercury surface is continuously renewed through capillary action.) The basic features of the cylindrical-electrode gap and of the metallic-sponge mercury-cathode gap are given in sec. 8.8 and 8.9 respectively. The cylindrical-electrode gap is the result of early efforts³ to find a switch that would operate at lower voltages and have a smaller time jitter than the rotary gap, and that, in addition, would be completely enclosed. Later work showed that a gap of this type could be used over a wide range of operating conditions. The metallic-sponge mercury-cathode gap is not limited by cathode erosion and therefore operates satisfactorily at higher powers and longer pulse durations. The time jitter in gaps of this type has been reduced to 0.02 μsec.

As a result of work done at the Bell Telephone Laboratories, the Westinghouse Electric Corporation, and the Radiation Laboratory, series gaps have been developed that have an operating-voltage range such that the maximum operating voltage is slightly greater than twice the minimum operating voltage. These gaps operate successfully at voltages up to 30 kv, pulse currents up to 900 amp, and pulse durations from 0.25 to 5 μsec. At the longer pulse durations, the maximum allowable pulse current is smaller. The maximum voltage at which a given switch operates is smaller for the higher recurrence frequencies, and the time jitter increases as the recurrence frequency is increased. Increased dissipation and electrode wear make the operation of these gaps


at recurrence frequencies above 1000 pps impractical for very high power output.

8.4. General Operating Characteristics of Series Gaps.—Two or three gaps connected in series, as shown in Fig. 8.9, constitute the switch in a line-type pulser. It is therefore necessary to consider the characteristics of a set of two or three gaps in series as well as those of a single gap.

Static- and Dynamic-breakdown Voltages of a Single Gap.—The static-breakdown voltage of a gap is defined as the voltage at which the gap sparks when the d-c voltage across it is slowly increased. This voltage can be used as an indication of the general hold-off characteristics of a single gap, but its value is not very reproducible, particularly after the gaps have been operated for a few hours. However, it is more nearly reproducible for mercury-cathode gaps than for aluminum-cathode gaps because the surface-discharge characteristics are more nearly constant for a liquid cathode.

The dynamic-breakdown voltage is defined as the voltage at which the gap breaks down for given conditions of residual ionization. Immediately after a pulse of current passes through a single gap, many ions are left in the gap. These ions recombine rapidly, but some residual ioniza-
tion still remains $1/f_r$ seconds after the pulse, where $f_r$ is the pulse recurrence frequency. The dynamic-breakdown voltage therefore varies with the conditions of residual ionization, and thus with the recurrence frequency, the pulse duration, and the pulse current.

Definitions of $V_{\text{max}}$, $V_{\text{min}}$, and $V_{\text{start}}$.—These three quantities are the characteristic breakdown voltages of the switch as contrasted with those of a single gap. In the following discussion, it is assumed that a voltage of the form

$$v_N(t) = \frac{V_N}{2} (1 - \cos \pi f_r t)$$

is applied to point $S$ in the circuits shown in Fig. 8.9, where $v_N(t)$ is the voltage at any time $t$, and $V_N$ is the maximum value of this resonant-charging transient. For charging waves of other forms, the definitions of the characteristic breakdown voltages are the same, but the actual values may be different. For example, $V_{\text{max}}$ is slightly higher for linear charging than for resonant charging. It is also assumed in this discussion that a trigger pulse of the proper shape, and of amplitude sufficient to render the gaps conducting at intervals of $1/f_r$, when $v_N(1/f_r) = V_N$, is applied to the points $P$.

If the maximum value, $V_{N_1}$, of the d-c resonant-charging transient applied to a given gap switch is slowly increased, a value is reached at which the switch breaks down before the trigger pulse is applied. This premature breakdown is called a “pre-fire.” When a pre-fire occurs, the trigger loses control, and continuous conduction may set in, making it impossible to regain control. The maximum value of $V_N$ at which the rate of pre-firing is still negligible, for a given switch and operating conditions, is defined as $V_{\text{max}}$. If the voltage-dividing resistors, the trigger-coupling condensers, and the recurrence frequency are such that the voltage is divided equally across the gaps at all times, $V_{\text{max}}$ has the highest value that is theoretically possible, and is then called $V_s$. Since equal division of voltage is not obtained in practice, the observed value of $V_{\text{max}}$ is always less than $V_s$. This observed value is referred to as $V_M$, and can be determined by observing the charging waves on an oscilloscope as the voltage is increased to a value just below that which is sufficient to cause pre-firing. The value of $V_s$ can be determined from curves showing the variation in the ratio $V_M/V_s$ with circuit conditions and recurrence frequency.

Ideally, for a given switch and operating conditions, $V_s$ is equal to the number of gaps in the switch multiplied by the dynamic-breakdown voltage of a single gap. Since this voltage fluctuates during the life of the gap in a random manner, it is extremely difficult to relate $V_s$ to any breakdown-voltage measurement for a single gap. This fluctuation is
very noticeable for aluminum-cathode gaps operated at powers so high that their anodes become rough. In practice, the dynamic-breakdown voltage of a single gap is defined as \( V_s \) divided by the number of gaps.

As the residual ionization is increased beyond some minimum value, \( V_s \) decreases. The variation of \( V_s \) with recurrence frequency and pulse duration is shown in the curves of Fig. 8-10. In order to obtain the data for these curves, three WX3226 gaps filled to a total pressure of 110 cm of mercury with a mixture of 80 per cent hydrogen and 20 per cent argon were operated as the switch in a pulser having a 50-ohm network and a 50-ohm resistance load. The variations in pulse current corresponding to changes in switch voltage, of magnitude represented by these curves, have a negligible effect on the value of \( V_s \) determined from other data taken at different pulse currents with \( \tau \) and \( f_r \) constant.

If the maximum value, \( V_N \), of the resonant-charging voltage is slowly reduced, a value is found at which the switch fails to fire (misfires) when the trigger pulse is applied. The lowest value of \( V_N \) at which the rate of misfiring is negligible is defined as \( V_{\text{min}} \), and can be determined by observing the charging waves on an oscilloscope as the voltage is reduced until the switch is seen to miss. As the residual ionization is increased, \( V_{\text{min}} \) decreases by an amount that is small compared with the decrease in \( V_s \).

If the power-supply voltage is increased slowly from zero, the switch voltage is equal to the power-supply voltage and is divided equally across the gaps. As the power-supply voltage is increased, a value can be found at which the switch either starts and continues to operate, or periodically starts and then stops after firing a few pulses. This power-supply voltage is defined as \( V_{\text{start}} \).

Typical Switch Operation.—As an introduction to the problem of triggering, consider briefly the operation of three identical gaps with equal voltage-dividing resistors in the circuit (b) of Fig. 8-9. Assume that the switch voltage is zero at \( t = 0 \), and that the voltage \( V_N \) at the end of each charging cycle is sufficient to break down one gap within a fraction of a microsecond after being applied to it. Then, if the amplitude of the trigger pulse applied to point \( P \) is sufficient to cause the breakdown of gaps \( G_2 \) and \( G_3 \) the full switch voltage is then applied to \( G_1 \), causing \( G_1 \) to break down, and allowing the network to discharge through the switch and the load.
The process just described occurs repeatedly, and the pulser circuit delivers a pulse to the load corresponding to each trigger pulse. Assuming that the trigger circuit does not drive point $P$ negative after the breakdown of $G_2$ and $G_3$, $V_{\text{min}}$ should be the dynamic-breakdown voltage of a single gap. Under idealized conditions the ratio of $V_s$ to $V_{\text{min}}$ for three gaps in this circuit is 3/1, but, because the breakdown characteristics of gaseous-discharge devices near their upper and lower limits are statistical in nature, ratios of 2/1 to 2.5/1 are obtained. This ratio decreases during the life of cylindrical-electrode gaps operated under conditions sufficient to cause considerable anode roughening. Time jitter in the operation of this switch is caused principally by the uncertainty in the firing of gap $G_1$, which can not be overvolted by the trigger as can $G_2$ and $G_3$. This time jitter is small for operating voltages near $V_s$, but increases as $V_N$ approaches $V_{\text{min}}$.

The above account of steady-state operation does not explain the starting of the gap when the pulse-generator voltages are first turned on. When the power supply is first switched on (neglecting any advantage that may result from a sudden rise in supply voltage), the network becomes charged to the no-load power-supply voltage $E_{bb}$, and the voltage at $P$ becomes $\frac{2}{3}E_{bb}$. Although, under these conditions, gaps $G_2$ and $G_3$ may not be broken down by every trigger pulse, it is assumed that $E_{bb}$ is such that they are broken down occasionally. On one of the occasions when $G_2$ and $G_3$ are broken down, $E_{bb}$ is also assumed to be sufficient to break down $G_1$, and the circuit goes into steady-state operation. The minimum value of $E_{bb}$ for which starting takes place has been defined as $V_{\text{start}}$, the value of which is frequently greater than the no-load power-supply voltage that corresponds to operation at $V_{\text{min}}$. The lowest satisfactory operating voltage of such a switch may then be limited by the starting-voltage requirements. This difficulty may be eliminated, however, by the use of a power supply with sufficiently poor regulation.

The way in which $V_{\text{min}}$ and $V_{\text{start}}$ depend on the trigger voltage is shown in Fig. 8-11. These data were obtained by operating the three WX3226 gaps mentioned above at a recurrence frequency of 800 pps and a pulse duration of 0.9 $\mu$sec in circuit (a) of Fig. 8-9. From Fig. 8-11 it can be seen that $V_s$ is unaffected by the trigger voltage as expected, and

![Fig. 8-11.—Operating range as a function of trigger voltage.](image)
that both $V_{\text{min}}$ and $V_{\text{start}}$ increase as the trigger voltage is decreased below some minimum value. In order to determine whether satisfactory operation can be obtained over the entire range, it is necessary to consider the voltages $V'$, $V''$, and $V'''$, where $V'$ is $V_{\text{min}}$ divided by the resonant-charging stepup ratio (assumed to be 1.9 in this case), $V''$ is $V'$ times the ratio of no-load to operating-load power-supply voltage (assumed to be 1.25), and $V'''$ is $V_{\text{start}}$ multiplied by 1.9.

As long as $V''$ is greater than $V_{\text{start}}$, the gaps should start with the power supply adjusted for operation at $V_{\text{min}}$. Operation at voltages less than $V'''$ may be objectionable because the operation at a switch voltage $V'''$ during the starting of the gaps may produce an undesired overvolting of other components in the circuit. If $V''$ is less than $V_{\text{start}}$, the lowest switch voltage at which operation is satisfactory from the standpoint of starting is greater than $V_{\text{min}}$, and equal to $V_{\text{start}} \times 1.9/1.25$. If $V_{\text{start}} \times 1.9$ is greater than $V_{\text{min}}$, the switch pre-fires immediately after starting.

Range Versus Number of Gaps.—Several factors need to be considered in determining the optimum number, $n_0$, of gaps to use in series as the switch for a given application. The most important consideration is that of the range of operating voltage, which is defined as

$$\frac{V_s - V_{\text{min}}}{V_s + V_{\text{min}}}$$

and is expressed in per cent. The value of $n_0$ that gives the widest possible operating range is determined from the following considerations.

Under identical operating conditions, let the dynamic-breakdown voltages of $G_1$ and $G_2$ be $V_{\text{id}}$ and $(n - 1)V_{\text{id}}$ respectively. Thus, $G_1$ is considered to have a unit breakdown voltage, and $n_0$ is the optimum number of gaps identical to $G_1$ that could be used in series as the switch. The gap $G_2$ may be thought of as replacing $(n - 1)$ gaps identical to $G_1$. These gaps are assumed to be operated in circuit (d) of Fig. 8-9, with power-supply and trigger voltages of the same polarity. If these voltages are of opposite polarity, the following discussion is still valid if $G_1$ and $G_2$ are interchanged in the circuit (d). It is assumed that any voltage applied at point $S'$ is divided so that the ratio of the voltage across $G_2$ to that across $G_1$ is exactly equal to $(n - 1)$, and that a suitable trigger pulse of sufficient amplitude is applied to point $P$.

In order to simplify the discussion, the following assumptions are made:

1. That the voltage $V_s$ is $n$ times the dynamic breakdown voltage of $G_1$. The problem of finding $n_0$ thus becomes one of finding the value for $n$ for which $V_{\text{min}}/V_s$ is a minimum.

2. That the breakdown voltage of a single gap is independent of the manner in which the voltage is applied to the gap.
3. That the breakdown characteristics of a single gap are the same, regardless of its polarity.

There are two possible conditions for switch cutoff. Condition A occurs when \( G_1 \) fails to fire after the breakdown of \( G_2 \) because \( V_N \) is less than the dynamic-breakdown voltage of \( G_1 \). Condition B occurs when the value of \( n \) is such that the lowering of \( V_N \) changes the voltages on \( G_1 \) and \( G_2 \) so that the application of the trigger voltage, \( v_t \), to point \( P \) breaks down \( G_1 \) before \( G_2 \), whereupon the voltage across \( G_2 \) falls to \( V_N \), which is less than the breakdown voltage of \( G_2 \).

When the cutoff occurs according to condition A, \( V_{\text{min}} \) is given by

\[
(V_{\text{min}})_A = \frac{V_s}{n}
\]

from assumption 1.

The relationship between \( V_{\text{min}} \) and \( n \) under condition B is next derived. As the trigger voltage, \( v_t \), rises toward the value at which breakdown occurs, the voltages across \( G_1 \) and \( G_2 \) are

\[
v_1 = v_t - \frac{1}{n} V_N
\]

and

\[
v_2 = (n - 1) \left( \frac{1}{n-1} v_t + \frac{1}{n} V_N \right).
\]

For any particular pair of values of \( n \) and \( V_N \), there is a trigger-voltage amplitude \( V_t \) such that

\[
(n - 1) v_1 = v_2, \quad \text{for} \ v_t = V_t.
\]

Substituting Eqs. (2) and (3) into Eq. (4),

\[
V_t - \frac{1}{n} V_N = \frac{1}{n-1} V_t + \frac{1}{n} V_N,
\]

\[
V_t = \frac{2(n-1)}{n(n-2)} V_N.
\]

At \( v_t = V_t \), the value of \( v_1 \) from Eq. (2) is

\[
V_1 = \frac{2(n-1)}{n(n-2)} V_N - \frac{1}{n} V_N = \frac{1}{n-2} V_N.
\]

Under condition B, \( V_{\text{min}} \) for a given \( n \) is the value of \( V_N \) for which \( V_1 \) is equal to the dynamic-breakdown voltage of \( G_1 \), referred to above as \( V_s/n \). Therefore,

\[
(V_{\text{min}})_B = (n - 2) \frac{V_s}{n}.
\]
For any value of \( n \), \( V_{\text{min}} \) is equal to either \( (V_{\text{min}})_A \) or \( (V_{\text{min}})_B \), whichever is greater. Thus, from Eqs. (1) and (5), \( V_{\text{min}}/V_s \) is the greater of the two expressions

\[
\frac{V_{\text{min}}}{V_s} = \frac{1}{n}
\]

and

\[
\frac{V_{\text{min}}}{V_s} = 1 - \frac{2}{n}
\]

Figure 8.12 is a graph showing \( V_{\text{min}}/V_s \) as a function of \( n \). The lowest value of this ratio occurs when \( n = 3 \). The value of \( V_{\text{min}} \) is determined by cutoff condition \( A \) for \( n \leq 3 \) and by condition \( B \) for \( n \geq 3 \). The optimum number of gaps is thus \( n_o = 3 \).

Conditions \( A \) and \( B \) are based on the assumption that sufficient trigger voltage is applied to point \( P \). If the trigger voltage is not sufficient to break down \( G_2 \), another condition for cutoff arises. The trigger amplitude required can be determined from the data of Fig. 8.11 for a given gap design. In general, it is about twice the value of \( V_{\text{min}} \) and is therefore slightly greater than the normal operating switch voltage, assuming that the switch is usually operated at a voltage near the center of the range between \( V_{\text{min}} \) and \( V_M \).

Two- and Three-gap Operation.—When using the cylindrical-aluminum-cathode gaps, it is generally desirable to place three gaps in series in order to obtain the maximum range, particularly at power outputs greater than 1000 kw. However, two-gap operation has proved satisfactory for some low-power applications. In using two, instead of three, gaps with equal breakdown voltages, additional requirements must be imposed on the shape of the trigger pulse in order to insure satisfactory starting. In circuit (d) of Fig. 8.9 it can be seen that the voltage at \( S \) for starting is just equal to the power-supply voltage \( E_w \). After the trigger causes \( G_2 \) to fire, the voltage \( E_{bb} \) is applied across \( G_1 \), which must break down if the gaps are to break down on the first pulse. Thus, \( E_{bb} \) must be at least as great as the breakdown voltage of one gap. After the first pulse, a voltage of about 1.9 \( E_{bb} \) is applied to point \( S \), which is sufficient to break down both gaps before the trigger is applied, since the practical ratio of \( V_s \) to \( V_{\text{min}} \) for two gaps is about 1.6.

Satisfactory starting can be assured by supplying a bidirectional trigger pulse to point \( P \) as shown in Fig. 8.13. Suppose the voltage at \( S \) is positive and equal to the power-supply voltage \( E_{bb} \), which is assumed
to be less than the breakdown voltage \( G_1 \). Gap \( G_2 \) is then broken down on the positive part of the trigger in the region \( A \), causing \( E_m \) to be applied to \( G_1 \). If \( t \) of Fig. 8.13 has approximately the correct value, \( G_2 \) deionizes during this time and can therefore hold off some voltage in the reverse direction. Point \( P \) can then be driven to a negative value by region \( B \) of the trigger pulse. The addition of the negative voltage at \( P \) to \( E_m \) causes \( G_1 \) to break down, initiating the pulse. This behavior can add to the time jitter; for an operating voltage near \( V_s \), the switch is rendered conducting by region \( A \) of the trigger; near the middle of the range it is rendered conducting at \( A \) on some pulses and at \( B \) on others; and just above \( V_{\text{min}} \) it is rendered conducting only in region \( B \).\(^1\)

The choice among the three possible circuits for three-gap operation shown in Fig. 8.9 depends on several factors. For given values for equal voltage-dividing resistors, trigger-coupling condensers, and recurrence frequency, inequalities in the voltage division across the three gaps have the least effect on the difference between \( V_M \) and \( V_s \) for circuit (a). For three aluminum-cathode gaps, \( V_{\text{min}} \) and \( V_{\text{start}} \) are the same for (a) and (b), but are appreciably lower for (c), and for long-time operation at powers above 500 kw the change in \( V_M \) is less in circuit (c) than in the other two. For these reasons, circuit (c) is generally preferred for the operation of aluminum-cathode gaps. However, other considerations such as the mounting space, the polarity of the most readily available trigger voltage, and the voltage ratings of the coupling condensers may influence the final choice of circuit.

When enclosed fixed spark gaps having mercury cathodes immobilized by means of an iron sponge are used in place of those having aluminum cathodes, both the optimum number of gaps and the best method of coupling the trigger (in three-gap operation) are very different. This difference is caused by the formation of a corona sheath about the anode, which changes the effective electrode geometry and, within limits, raises the breakdown voltage when the amplitude of the charging wave is increased. The need for a bidirectional trigger to start the two tubes is therefore eliminated. Test results show that the range of two of these gaps in series is satisfactory for all conditions at which they have been tested to date (see Sec. 8.9), and is greater than \( \pm 33 \) per cent at powers up to 10,000 kw for more than 500 hours. Tests also show that, if three gaps are used, circuit (a) of Fig. 8.9 is preferable to (b) or (c) from the standpoint of range alone because the breakdown characteristics of the individual tubes remain very nearly constant throughout life. Thus, the reduction in \( V_M \) for given values of the voltage-dividing resistors,

trigger-coupling condensers, and recurrence frequency that is occasioned by changing from circuit (a) to (b) or (c) is also constant throughout life. Measurements also show that $V_{\text{min}}$ and $V_{\text{start}}$ are the same, regardless of which of the above three-gap circuits is used, contrary to the observations made with three aluminum-cathode gaps.

8-5. Trigger Generators.¹—Amplitude, shape, and energy are the three major characteristics of the trigger-generator output pulse that must be specified. The pulse of Fig. 8.13 is a tracing of the output of a typical condenser-discharge trigger generator. In this discussion, the amplitude of the trigger pulse is considered to be the maximum value of the first swing of the trigger in region $A$. If the operation of two aluminum-cathode gaps is to be considered, the amplitude of $B$ and time $t$ also have to be specified.

In operating three aluminum-cathode gaps and two or three mercury-cathode gaps, which are the arrangements of greatest interest, the shape of the trigger pulse need not be closely specified. Typical values in Fig. 8.13 are $t_1 = 1.5$, $t_2 = 9$, $t_3 = 17$, and $t_4 = 30 \mu\text{sec}$. For the operation of two mercury-cathode gaps with time jitter of less than 0.02 $\mu\text{sec}$, it is necessary that the rate of rise of that portion of the pulse between $t = 0$ and $t = t_1$ be at least 35 $\text{kV}/\mu\text{sec}$; 50 $\text{kV}/\mu\text{sec}$ is usually taken as a design figure. Rates of rise as low as 15 $\text{kV}/\mu\text{sec}$ are satisfactory for operation of three aluminum-cathode gaps: higher values do not have an appreciable effect on time jitter, because the major source of jitter in these gaps is in firing the third tube, over which the trigger has no control.

To date, it has not been necessary to specify the impedance of the trigger generator because the operation of these gaps is not critically dependent on the amount of energy dissipated in the gaps during the trigger discharge. The efficiency of the trigger circuit is usually not very important as the total power consumed by it is, in most cases, small. However, the effect of increasing the load on the trigger from that consisting of the input capacitance to the gaps in series with the coupling condensers to that of the coupling condensers alone when the gaps fire must be taken into account. This effect is of greater importance when the trigger is coupled to both intermediate points than when it is coupled to either the upper or lower point alone.

Trigger circuits for series gaps are designed to generate a voltage of

¹ By A. S. Jerrems.
amplitude as high as 35 kv to be applied to a load equal to the capacitance from point $P$ to ground in any one of the circuits of Fig. 8-9. Since this load is about 12 to 15 $\mu$F, and the trigger circuits are sensitive to loading, some consideration must be given to the viewing system used to measure this voltage. One procedure is to use a special viewing system with very low input capacitance, and specify the voltage measured as a no-load value. As a result, the load on the trigger is increased considerably when the output trigger lead is connected to the gaps, with a resulting decrease in trigger output. Another procedure is to measure the load from $P$ to ground and to use a viewing system with the same input impedance, with the result that the measured voltage is the same as that applied to point $P$. This substitution method has been used in making all trigger-voltage measurements quoted in the present discussion.

The following three types of trigger circuits are discussed here:

1. The inductive kicker, in which a transient high-voltage oscillation is obtained by rapidly cutting off the current in an inductance shunted by a condenser.
2. The condenser-discharge circuit, a line-type pulser whose pulse-forming network is replaced by a condenser.
3. The saturable-core-transformer circuit. This trigger circuit is similar to the condenser-discharge circuit, except that the transformer is saturable, and its secondary is connected in series with one or more gaps. The secondary has a high impedance during the trigger discharge, but offers a low impedance to the main pulse because the transformer core is saturated by the pulse current.

The Inductive Kicker.—The basic circuit of an inductive kicker is shown in Fig. 8-14a. The tube is normally cut off, and positive pulses of duration $\Delta t$ are applied to it at the desired recurrence frequency. During the interval between $t_1$ and $t_2$, current builds up in the tube in a nearly linear manner. At the end of the interval $\Delta t$, the tube is suddenly cut off, isolating the resonant circuit connected to its plate, and leaving a
current flowing in $L$. A transient damped oscillation of the form shown in Fig. 8.14b develops across the load and stray capacitances represented by $C$. If the damping and tube drop are neglected, and if it is assumed that there is an instantaneous cutoff of tube current, the output voltage, $v_t$, is given by

$$v_t = I \sqrt{\frac{L}{C}} \sin \frac{t}{\sqrt{LC}},$$

where $I$ is the current in $L$ at $t_2$. In terms of the power-supply voltage, $V$,

$$v_t = \frac{V(\Delta t)}{\sqrt{LC}} \sin \frac{t}{\sqrt{LC}}. \quad (6)$$

For example, the output of a circuit with $L = 0.5$ mh, $C = 20 \mu$F, $V = 500$ volts, and $\Delta t = 1 \mu$sec, according to Eq. (6), is an oscillation of amplitude

$$V_m = \frac{V(\Delta t)}{\sqrt{LC}} = 5 \text{ kv}$$

and period

$$T_t = 2\pi \sqrt{\frac{L}{C}} = 0.6 \mu\text{sec}.$$ 

The approximate values of $V_m$ calculated in this manner are invariably high, because of damping and noninstantaneous tube cutoff. The capacitance $C$ is made small in order to get maximum output voltage for a given peak tube current. The inductance $L$ is chosen for a particular circuit in order to get the desired rate of rise and amplitude of output trigger. One such trigger circuit, with $L = 5$ mh using a $5D21$ as control tube, has been found to be reliable and give values of $V_m$ up to 16 kv on a $15 \mu$F load at 1000 pps.

The output of a circuit of the form just described is limited to the peak transient voltage that the control tube can hold off. This limitation can be overcome by making $L$ the primary of a stepup transformer. A circuit using an $807$ tube and a stepup autotransformer, with turns ratio $n = 5$, was used successfully by the Bell Telephone Laboratories.

A disadvantage of the inductive kicker described above is the need of an additional circuit to supply the long rectangular input pulse.
A regenerative pulser using feedback from the screen-grid circuit that only requires a synchronizing trigger of indifferent shape and small amplitude has been developed. Because of the limitations on screen-grid current, the maximum available output for a given tube is less than that obtained with externally triggered circuits. Figure 8.15 is a simplified diagram of a line-controlled inductive-kicker circuit using a screen-grid feedback with a pulse-transformer output.

![Diagram](image)

**Fig. 8-16.—Typical condenser-discharge trigger circuit.**

**The Condenser-discharge Trigger Circuit.**—The basic circuit of the condenser-discharge trigger, shown in Fig. 8.16, consists of a switch $S$ in series with a storage capacitance $C_s$ and a pulse transformer of step-up ratio $n$. The storage capacitance $C_s$ is charged through a large resistance or inductance, and then discharged into the pulse-transformer primary when $S$ is closed. The switch $S$ is a thyratron fired at the desired recurrence frequency by a signal from an external synchronizer.

The operation of the circuit of Fig. 8.16 can be analyzed with accuracy sufficient for design purposes in terms of the equivalent circuit of Fig. 8.17. If the transformer is assumed to be phase-inverting, and if the voltage $v_s$ on the storage condenser has an initial value $V_s$, and $S$ closes at time $t = 0$, the output voltage is

$$v_t = \frac{nV_s C_s}{C_s + n^2 C_o} \left(1 - \cos \frac{t}{\sqrt{L_L C}}\right),$$

in which

$$C_o = C_d + \left(\frac{C_s G_o}{C_s + C_o}\right)$$

and

$$C = \frac{n^2 C_s C_o}{C_s + n^2 C_o},$$

for the interval from time $t = 0$ to time $t_1 = \pi \sqrt{L_L C}$. The voltage and current waveforms are sketched in Fig. 8.18. The maximum value of the output pulse voltage is

$$V_t = \frac{2nV_s C_s}{C_s + n^2 C_o}.$$
and the voltage rises to this value in the time interval
\[ \Delta t = t_1 - 0 = \pi \sqrt{\frac{L}{C}}. \]  

For \( C_s > n^2 C_o \) there is a positive charge left on \( C_s \) at the time \( t_1 \), which is then drained off through \( S \). For \( C_s = n^2 C_o \), \( v_s \) is zero at time \( t_1 \). For \( C_s < n^2 C_o \) a negative charge is left on \( C_s \), which cannot drain off if \( S \) is unidirectional. For a load consisting of a gap of capacitance \( C_o \) in series with a coupling condenser \( C_c \), and of distributed capacitance \( C_d \), these waveforms are distorted as a result of the firing of the gap. The effect of gap firing is, to a fair approximation, that of an abrupt change in capacitance \( C_s \) from the value above to \( C_s = (C_d + C_o) \) after the gap fires.

No detailed procedure can be set down for designing condenser-discharge triggers because the best design for a particular case depends on the specifications for the trigger and on the type of charging used. For example, it may be desirable to use the lowest practical power-supply voltage for the trigger, or it may be necessary to use a power supply already set at a particular level, or limitations in the maximum condenser voltage may be imposed by trigger-switch ratings. Resonant, linear, or resistance charging may be used. In general, there are several parameters to be chosen, and it is possible, within the limits imposed by operating specifications, to maximize the efficiency. An outline of a design for a typical set of requirements is given in the following paragraphs.

A trigger is required that will take its current from the principal pulser power supply at a voltage level \( E_{bb} \) and will deliver output pulses of maximum amplitude \( V_t \) and frequency \( f_r = 1/T_r \) to a total effective capacitance load \( C_o \). It is assumed that the trigger must use a switch tube that does not hold off voltages higher than the power-supply voltage \( E_{bb} \), and it is specified that the trigger pulse must rise to its peak value in a time interval \( \Delta t \).
Because of the maximum-voltage requirement on the trigger switch, it is necessary to use resistance charging. The equivalent circuit is therefore that shown in Fig. 8.19, where $S_1$ is the trigger switch tube and $S_2$ is a hypothetical charging switch. During the interpulse interval, $S_1$ is open and $S_2$ is closed, and $C_*$ is charged through $R_c$ and $L_L$. The effect of $L_L$ on this charging process may be neglected. When the synchronizing signal closes $S_1$, $S_2$ may be considered open, and $C_*$ discharges through the circuit consisting of $S_1$, $C_*$, $L_L$, and $n^2C_0$ in series. It is assumed that $R_c$ is so large that it may be neglected during the discharging period.

Since negative voltage left on $C_*$ at the end of a trigger pulse can only result in additional charging loss without any corresponding increase in output, it is assumed that $C_* \geq C_0n^2$ (see Fig. 8.18), and consequently that the voltage on $C_*$ at the beginning of each charging cycle is zero. Under this assumption, the charging and discharging equations can be written independently and combined to get the maximum-voltage-output equation

$$V_t = \frac{2C_0nE_{wb}(1 - e^{-f_RL_c})}{C_* + n^2C_0}$$

(8)

where $V_t$, $E_{wb}$, and $f_R$ are specified, and $C_0$, $n$, and $R_c$ are chosen such that this equation is satisfied and maximum efficiency is obtained.

Since the specifications require a particular power-supply voltage $E_{wb}$ and power output $0.5fC_0V_t^2$, the average power-supply current, $I$, is a reciprocal measure of the over-all efficiency of the trigger circuit.

This current can be written in terms of the charging-circuit parameters, that is,

$$I = f_RE_{wb}C_*(1 - e^{-f_RL_c}).$$

(9)

Combining Eqs. (8) and (9)

$$I = \frac{(C_* + n^2C_0)f}{2n}V_t,$$

(10)

in which the variables are $C_*$ and $n$. Differentiation of Eq. (10) with respect to $n$ reveals that $I$ has a minimum value

$$I_{\text{min}} = f_RV_t\sqrt{C_*C_0},$$

(11)
at

\[ n = \sqrt{\frac{C_o}{C'_o}} \]

that is, for equal capacitances in the equivalent circuit.

Substituting this value for \( n \) in Eq. (8), a relation between \( C_\ast \) and \( R_e \) is obtained in which \( I \) is minimized with respect to \( n \), namely,

\[ R_e = -\frac{1}{C_i f_r} \frac{1}{\ln \left( 1 - \frac{V_t}{E_{bb} \sqrt{C_\ast}} \right)} \]  

(12)

Since \( I_{\text{max}} \) is proportional to \( \sqrt{C_\ast} \) (see Eq. 11), it is desired to make \( C_\ast \) as small as possible. The lowest value of \( C_\ast \) that satisfies Eq. (12) is

\[ C_{\ast 0} = \frac{V_t^2}{E_{bb}^2} C_o, \]

which corresponds to \( R_e = 0 \).

The storage capacitance \( C_\ast \) must be chosen so that \( R_e \) does not dissipate appreciable power during the trigger-discharging period. For most radar recurrent frequencies (up to about 5000 pps) it is sufficient to take

\[ C_\ast = 3C_{\ast 0} = 3 \frac{V_t^2}{E_{bb}^2} C_o. \]  

(13)

The charging resistance that should be used with this storage capacitance is

\[ R_e = \frac{E_{bb}^2}{2.58 f_r V_t^2 C_\ast} \]

and the pulse-transformer ratio is

\[ n = 1.7 \times \frac{V_t}{E_{bb}}. \]

Referring to Eq. (7), the value of \( L_L \) that should be used is

\[ L_L = \frac{(\Delta t)^2 E_{bb}^2}{3\pi^2} \frac{2}{2} \frac{V_t^2 C_\ast}{2}. \]

An expression for power-supply current is obtained by substituting Eq. (13) into Eq. (11), namely,

\[ I = 1.732 \frac{V_t^2 C_\ast f_r}{E_{bb}}. \]
If the output per pulse is taken to be the energy $W_o$ delivered to $C_o$ when it is charged to a level $V_o$, the efficiency of the trigger circuit is given by
\[ \eta = \frac{W_o f_r}{E_{bb} f} = \frac{0.5 C_o V_o^2 f_r (100)}{1.732 \left( \frac{V_o}{E_{bb}} \right) E_{bb}} = 29\text{ per cent.} \]

Consider a particular pulser for which the total effective trigger load $C_o$ is approximately 30 $\mu$F. Suppose that a 500-cycle/sec output trigger voltage rising to an amplitude of 16 kv in 0.5 $\mu$s is required, and that only a 6-kv power supply is available. From the above equations, the values of the parameters are then

- $C_o = 0.0007$ pf
- $R_e = 35$ megohms
- $n \approx 5$
- $L_L = 20$ $\mu$h.

The current taken from the power supply is then approximately 1.1 ma.

The condenser-discharge trigger circuit is simple and flexible, and has been commonly used for triggering series spark gaps. The pulse of Fig. 8-13 is typical of this circuit. Trigger circuits have been developed using the 4C35 hydrogen thyratron as switch to give pulses with amplitudes of 35 kv on 15 $\mu$F loads, and rates of rise of voltage from 15 to 200 kv/$\mu$s. The losses in this circuit are principally in the pulse transformer, which complicates its design at voltages of about 35 kv and at recurrence frequencies of about 1200 pps.

**Trigger Circuit Using a Saturable-core Transformer.**—As shown in Fig. 8-20, the gap is overvolted by means of a trigger transformer whose secondary is in series with the spark gap. For most applications, the trigger transformer must be able to supply voltages of about 20 to 30 kv, and it should have a high impedance during the rise of trigger voltage in order to avoid excessive primary current, but a low impedance during the passage of the main pulse. These requirements are met by designing the transformer so that its core becomes saturated abruptly a short time after the gap has been broken down by the trigger voltage. The effect of the saturated inductance on the principal discharging circuit is to round the leading edge of the output pulse. In order to maintain a
nearly rectangular pulse shape, the saturated inductance must not be greater than 5 \mu H for a 25-ohm load impedance. A sufficiently high ratio of unsaturated to saturated inductance can be obtained by the use of special core materials.

This trigger circuit has not been used extensively, but laboratory tests in which it has been used to trigger a special three-electrode gap, as well as series gaps, are promising.\footnote{For additional operating characteristics, together with transformer-design information, see K. J. Germshausen and H. R. Zeller, "Three Electrode Triggered Gap," RL Report No. 880, Oct. 11, 1945.}

8.6. Division of Voltage across Series Gaps.—In the foregoing discussion it has been assumed that the applied network or switch voltage is divided across the gaps that comprise the switch in the ratio of their dynamic-breakdown voltages. In general, however, such voltage division is not obtained when using practical values of voltage-dividing resistors, trigger-coupling condensers, and recurrence frequencies. Results of analyses concerning the division of voltage across series gaps in each of the four commonly used circuits shown in Fig. 8.9 for resonant charging of the network are given here.\footnote{For a more complete treatment, as well as the study of other cases, see J. R. Dillinger and F. E. Bothwell, "Division of Voltage Across Series Spark Gaps in a Line-Type Modulator," RL Report No. 682-2, Oct. 31, 1945; H. J. Sullivan, "Double-triggering and Voltage Balancing for Series Gaps," NDRC 14-493, Westinghouse-Electric Corporation, May 22, 1945.}

It is assumed that a voltage wave of the form \( v_N = \frac{V_N}{2} (1 - \cos \pi f_d) \), where \( 0 < t < 1/f_r \), is applied at point \( S \) in each of the four circuits of Fig. 8.9. The voltages \( V_s \) and \( V_N \) have previously been defined as the theoretical and experimental values of \( V_{\text{max}} \) respectively. When using gaps with equal breakdown voltages, it is desirable to divide the applied switch voltage equally across the individual gaps in order that \( V_N \) may approach \( V_s \).

During the network-charging cycle, the gaps \( G_1, G_2, \) and \( G_3 \) of Fig. 8.9 can be represented by the condensers \( c \) shunted by the resistors \( R_1, R_2, \) and \( R_3 \). The capacitance, \( c \), includes the stray capacitance across each gap as well as that of the gap itself. In most circuits, \( c \) is about 10 \mu F, 6 of which represent the capacitance of the gaps. Since the input terminals of the trigger-coupling condensers can be considered grounded during the network-charging cycle, there is effectively an unbalanced \( RC \) voltage divider in parallel with the switch.

The instantaneous values of the voltages \( v_1, v_2, \) and \( v_3 \) across \( G_1, G_2, \) and \( G_3 \) are shown in Fig. 8.21 for the circuit (a) of Fig. 8.9 with equal voltage-dividing resistors. It can be seen that the voltages across \( G_1 \) and \( G_2 \) are identical, and reach a maximum at a time \( t_1 \) smaller than the
time $1/f$, at which the switch voltage applied at $S$ reaches a maximum. The voltage $v_3$ across $G_3$ lags slightly behind $v_1$ and $v_2$.

There is a maximum voltage at which satisfactory operation can be obtained with a combination of gaps having equal breakdown voltages and used with equal voltage-dividing resistors. This value is the switch voltage at $t = 1/f$, for which the values of $v_1$ and $v_2$ at $t = t_1$ are just less than the dynamic-breakdown voltages of $G_1$ and $G_2$. If the switch voltage is increased beyond this maximum value $V_M$, $G_1$ and $G_2$ will break down at $t = t_1$, causing an overvolting of $G_3$ and thus resulting in a pre-fire. Since $V_M$ is equal to the sum of $v_1$, $v_2$, and $v_3$ at $t = 1/f$, each of which is less than $v_1$ or $v_2$ at $t = t_1$, and since $v_1 = v_2 = \frac{1}{3}V_S$ and $v_3 < \frac{1}{3}V_S$ at $t = t_1$, $V_M$ must always be less than $V_S$. The ratio $V_M/V_S$ is a figure of merit for division of voltage across the gaps and for given circuit conditions, since $V_M$ is the value that can be realized in practice, and $V_S$ is an ideal value obtained by assuming equal voltage division.

Figure 8.22 shows $V_M/V_S$ as a function of the product $R_fC_4$ for the series-gap circuit (a) of Fig. 8.9. For these curves, $R_1 = R_2 = R$, which was found to be an optimum condition, and the effect of varying the ratio $R/R_3$ is shown. For each value of $R_fC_4$, there is some optimum value of $R_3$, defined as $R_0$, that makes $V_M$ a maximum. The voltage $v_3$ across
$G_3$ then varies as shown in the curve labeled $v'_3$ in Fig. 8.21. Values of $R_0$ for $R_f C_3$ below about 0.57 can be found by interpolation on the curves; for $R_f C_3$ greater than 0.57, the optimum value for $R_3$ is infinity. For the curves of Figs. 8.22, 8.23, 8.24, and 8.25, the resistances $R$, $R_3$, and $R_0$ are in ohms, the capacitances $c$ and $C_3$ are in farads, and the recurrence frequency $f_r$ is in pps.

The actual solution for $V_M/V_S$ includes both $R_fC$ and $R_f C_3$ as variables, but the values of $V_M/V_S$ are not critically dependent on $R_f C$. The curves of Fig. 8.22 are in error by less than 1 per cent for values of $R_f C$ between 0 and 0.024, and by less than 2 per cent for values of $R_f C$ between 0 and 0.050.

![Fig. 8.24.—Ratio $V_M/V_S$ as a function of $R_f C_3$ and $R_f C_4$ for the series-gap circuit of Fig. 8-9c.](image1)

![Fig. 8.25.—Ratio $V_M/V_S$ as a function of $R_f C_4$ for the series-gap circuit of Fig. 8-9d.](image2)

The curves of Figs. 8.22 to 8.25 are useful in choosing suitable voltage-dividing resistors and trigger-coupling condensers for series-gap circuits. From the standpoint of maximum voltage range, it is desirable to make $R_f C_3$ small. On the other hand, $C_3$ must be large enough to avoid serious attenuation of the trigger pulse: 20 per cent of the trigger voltage is lost if $C_3$ is equal to four times the capacitance from point $P$ to ground. Also, the chosen value of $R$ must be large enough to prevent excessive dissipation of energy in the voltage-dividing resistors.

Since the voltages across each resistor are not identical, the energy that each must dissipate is not the same, even though the resistors are of equal value. The amount of energy dissipated by each resistor depends on $R_f C_3$ and $R_f C_4$ in the same manner as the voltage distribution. In most applications, however, it is sufficient to assume equal voltage division when calculating the energy dissipated, in which case the dissipation in all resistors is $\frac{1}{3}V_n^2$ divided by the sum of the resistances.

As an example of the use of these design curves in choosing voltage-
dividing resistors and trigger-coupling condensers, consider the circuit (a) of Fig. 8.9, and let it be required to operate at two recurrence frequencies \( f_1 = 1000 \text{ pps} \) and \( f_2 = 600 \text{ pps} \). Assume that the dividing resistors are equal \( (R_1 = R_2 = R_3 = R) \), which is the arrangement most commonly used. If \( C_3 \) is 90 \( \mu \text{f} \) and \( R \) is 4 megohms, \( Rf_rC_3 = 0.36 \) and \( Rf_rC_3 = 0.22 \). From Fig. 8.22 the ratio \( V_M/V_s \) is 0.905 for 1000 pps and 0.951 for 600 pps. The loss in trigger voltage across \( C_3 \) is about 14 per cent. For \( R = 4 \) megohms and \( V_N = 20 \text{ kv} \) and \( f_1 = 1000 \text{ pps} \), 5.7 watts are dissipated in each resistor \( R_1 \) and \( R_2 \) and 1.9 watts in \( R_3 \), if the uneven voltage distribution due to the charging current in condenser \( C_3 \) is considered. If the voltage is assumed to be divided equally at all times, the total wattage rating of \( R_1 \), \( R_2 \) and \( R_3 \) must equal

\[
\frac{3}{8} \frac{V_N^2}{(R_1 + R_2 + R_3)}
\]

or 4.2 watts each.

It can be seen from Fig. 8.22 that, at 1000 pps, \( V_M/V_s \) can be increased from 0.905 to 0.981 by making \( R_3 = R_0 \) instead of \( R_3 = R \). However, at 600 pps, a decrease in \( V_M/V_s \) from 0.951 to about 0.835 results, which may or may not be serious depending on the variation of \( V_s \) with recurrence frequency. If this variation is assumed to be such that

\[
0.835(V_s)_{600 \text{ pps}} = 0.981(V_s)_{1000 \text{ pps}},
\]

and if it is desired to have the same value for \( V_M \) at both frequencies, an over-all gain in \( V_M/V_s \) is produced by setting \( R_3 = R_0 \).

The curves in Fig. 8.24 for circuit (c) of Fig. 8.9 are plotted differently in order to show the effects of varying both coupling capacitances, \( C_3 \) and \( C_4 \). The variables are \( Rf_rC_4 \) and \( Rf_rC_3 \) and lines of equal ratio \( V_M/V_s \) are plotted for \( R_1 = R_2 = R_3 \).

Although these curves serve as a basis for choosing the voltage-dividing resistors and trigger-coupling condensers for any given series-gap circuit, they cannot be used to determine which circuit to use for given gaps. Experience has shown that the choice of the optimum circuit depends on the type of gap being used and, in some cases, on the power level at which the gap is to be operated. From the standpoint of making \( V_M/V_s \) close to 1 for three-gap operation, the circuit (a) of Fig. 8.9 is the best, (b) the next best, and (c) the worst. However, experience has shown that, although \( V_{\text{min}} \) is not affected by variations in the division of voltage across the gaps, within limits, \( V_{\text{min}} \) for some gaps is appreciably altered, depending on where the trigger is coupled. These analyses have assumed that the dynamic-breakdown voltages of the gaps are equal and remain so throughout life. The reasons why these assumptions are not always valid are discussed in later sections.
8.7. General Considerations for Gap Design.—The three fundamental considerations in the design of enclosed gaps are (1) the choice of a suitable gas or mixture of gases, (2) the choice of suitable electrode material, and (3) the determination of a satisfactory electrode geometry. There are many other considerations, including structural details, that are not discussed here.

Choice of a Suitable Gas.—Deionization characteristics and chemical activity are of major importance in the choice of a gas. After conducting the required pulse, the gas must deionize at a sufficiently high rate in order that the gap will be able to hold off the network voltage that is applied following the pulse. In other words, the reignition voltage of the gap at any time after the pulse must be greater than the applied network or switch voltage at that time. The gas molecules should also have no metastable states in which electrons may be trapped during the discharge, and from which they would subsequently be released, causing a premature breakdown of the gap. During the required life of the tube, no constituent of the gas within the gap should be absorbed by or combine with any elements inside the tube in quantities large enough to affect the operating characteristics seriously.

In discussing the operation of rotary gaps in previous sections of this chapter, it is pointed out that the erosion of the electrodes is severe when the gaps are operated in the absence of oxygen. Because of similar experience with enclosed gaps, a gas mixture of approximately 95 per cent argon and 5 per cent oxygen was used to fill the trigatron. The oxygen maintains an oxide coating on the electrodes in the sparking area that is sufficient to limit the electrode erosion encountered during the required life of the tube. However, as the oxygen is thus used up by chemical combination, the operating characteristics of the trigatron change. The need of a satisfactory switch for pulsers of higher power than those in which the trigatron operated satisfactorily resulted in investigations of enclosed gaps filled with various gas mixtures. The principal characteristic sought for in these investigations was stability of switch performance over an extended period of operation. This work included the study of gas mixtures such as argon and helium, argon and oxygen, helium and oxygen, and helium, argon, and oxygen. As a result of other work there was evolved a hydrogen-argon gas mixture that was found to have good deionization characteristics and to be stable with life. At first hydrogen alone was tried, but it was found that, after a few hours operation at low pulse currents, the tube drop during the discharge was


abnormally high and fluctuated from pulse to pulse, causing undesirable amplitude jitter in the output pulse. It was believed that this behavior did not exist during the first few hours of operation because of the presence of impurities in the hydrogen that aided the transfer from a glow to a low-voltage arc discharge. When argon was added to the hydrogen, the tube drop was found to remain low and constant throughout the life of the tube. Therefore, mixtures of approximately 80 per cent hydrogen and 20 per cent argon are commonly used. The argon acts as a stable impurity in that it performs the same function throughout life, as did the impurities in the tube during the first few hours before they were "cleaned up." The current at which this high-tube drop appeared could be reduced by increasing the percentage of argon, within limits. This high voltage drop did not appear with tubes filled with 20 per cent argon when conducting $1 \mu\text{sec}$ 100-amp pulses, but it did appear after operating these tubes for 25 to 50 hr with $1 \mu\text{sec}$ 50-amp pulses. Apparently, the above percentage of argon was not sufficient to effect the transfer from a glow to arc discharge at a pulse current of 50 amp without the help of the impurities present during the first few hours. Later work showed that no argon was needed at pulse currents of about 200 amp and above.

**Choice of Suitable Electrode Materials.**—The choice of suitable electrode materials proved to be somewhat more difficult than the choice of a gas. It was found that all the tested materials eroded rapidly in the hydrogen-argon gas mixture. The rate of erosion of the electrodes in rotary gaps and in the trigatron is kept low by the presence of a tough oxide coating on the surface which is constantly replenished. Studies of the erosion of several materials and combinations of materials when operated in a hydrogen-argon gas mixture show that the rate of erosion of the cathode depends somewhat on its geometry. Cathode erosion appears to be directly proportional to pulse current at a given pulse duration, but is not directly proportional to pulse duration at a given pulse current. For example, at a constant pulse current, the erosion at pulse durations of 2 $\mu\text{sec}$ and 5 $\mu\text{sec}$ is about 2.7 and 8.3 times, respectively, that obtained at 1 $\mu\text{sec}$.

Since all cathode-erosion studies have not been made with electrodes of the same geometry, or at the same pulse duration, it is not possible to present the results in concise tabular form. A few statements may be made, however, to indicate the scope and general results of the work. An early investigation conducted at the Bell Telephone Laboratories showed that the erosion rates of tungsten, molybdenum, and aluminum by weight were approximately the same, and much less than that of either gold or carbon. These values agreed with those for sputtering in the abnormal hydrogen glow discharge. A comparison made at the Radiation Laboratory of the erosion rates of vacuum-cast beryllium and alu-
minimum under the same conditions showed that of beryllium to be 0.38 times that of aluminum by weight and 0.58 times that of aluminum by volume. The use of beryllium is objectionable because the eroded metallic vapor condenses into a fluffy material that drifts around inside the tube and causes occasional premature breakdowns of the gap. Aluminum was chosen as the cathode material in one major type of series spark gap because the material sputtered off the cathode was found to be deposited on the anode in such a way that the gap spacing stayed approximately constant under limited operating conditions. Experiments have also been made with several sintered materials containing various oxides that have low work functions. It was found that cathodes made by sintering 5 per cent barium oxide, strontium carbonate, or beryllium oxide with a mixture consisting of 95 per cent tungsten and 5 per cent nickel or copper for a binder had an erosion rate of about 0.025 times that of tungsten or molybdenum alone.¹ These materials were not used as the cathode in series gaps because of the development of the sintered iron-sponge mercury cathode, which was superior to them.

Determination of a Satisfactory Geometry.—The wartime demand for operable tubes made it necessary to design and manufacture them before an adequate study of the erosion problem could be made, and before a material could be found that solved this problem in a hydrogen-argon gas mixture. Therefore, it was necessary to determine a disposition and design of the electrodes such that cathode erosion would have a minimum effect on tube characteristics. This approach has given rise to two basic designs for enclosed fixed spark gaps. One design has concentric cylindrical electrodes, the outer one being an aluminum cathode. By providing a large cathode area, the change in the electrode spacing produced by cathode erosion can be minimized. The other design uses a mercury cathode. In order to immobilize the mercury, it is held in the interstices of a sintered honeycomb structure of iron powder, called an “iron sponge.” The design is such that within the operable power range only mercury is eroded from this cathode.

8-8. The Cylindrical-electrode Aluminum-cathode Gap.—The ratio of the diameter of the outer electrode, or cathode, to that of the inner electrode, or anode, is made approximately equal to e, the base of natural logarithms. With this ratio, the highest possible breakdown voltage that does not cause the formation of corona before breakdown for a given outside diameter is obtained, and a minimum change occurs in this breakdown voltage for a slight change in the size or spacing of the electrodes.

Cathode and Anode Erosion.—If the discharge takes place at random over the large cathode area provided by this geometry, considerable erosion can be tolerated before the gap spacing is changed enough to have any appreciable effect on the breakdown characteristics of the gap. In fact, cathode erosion is not a problem in a gap of this type, except insofar as it affects the buildup of material on the anode.

These gaps are operated in a vertical position with the cathode opening downward in order to allow the material eroded from the cathode that condenses before reaching the anode to fall to the bottom of the tube. In spite of this arrangement, it has been found that a considerable fraction of the material eroded from the cathode per pulse is transferred to and deposited on the anode, which thus becomes coated with aluminum. For this reason the choice of anode material is not critical, and both iron and nickel have been used. The anode is not subjected to positive-ion bombardment during the main pulse; thus, anode erosion can take place only if there is reverse current in the circuit. In the usual designs for line-type pulsers, therefore, anode erosion does not impair the operation of a tube of this type. There are two results of the buildup of aluminum on the anode that can render the operation of the gap unsatisfactory. If the amount of material deposited on the anode per pulse is great enough to affect the voltage gradient at the anode appreciably, subsequent discharges take place to particular points on the anode, instead of being distributed over the entire surface in the sparking region. This poor distribution of the sparks causes the aluminum coating on the anode to be rough, instead of smooth. For a gap of a given design, there is a quantity of material $M_1$ deposited on the anode per pulse such that the anode buildup is a smooth coating for all values less than $M_1$. There is also some value $M_2$, greater than $M_1$, such that for all values greater than $M_2$ such a large fraction of subsequent discharges takes place from a few points on the anode that the material is deposited in the form of "spikes," rendering the gap inoperative in a short time. For values of anode deposit between $M_1$ and $M_2$, predominant spikes are not formed, but the deposit of aluminum on the anode is so rough that the dynamic-breakdown voltage of the gap, and hence the operating-voltage range of the switch, is decreased appreciably.

Even with a smooth anode buildup the operation of these gaps may become unsatisfactory before the end of their required lifetime. If the smooth coating is very thick, a piece may break off, particularly from the end of the anode, when it is subjected to shock and vibration. The crater thus formed on the anode causes erratic operation of the gap. In short, for satisfactory operation of a gap of given design, there is an upper limit to the amount of material that can be deposited on the anode per pulse and to the total amount of material that can be deposited on
the anode during the required life of the gap. Despite the fact that anode buildup is a very serious defect in the cylindrical-electrode aluminum-cathode gap, there are many combinations of operating conditions for which a tube of this type is satisfactory.

Some conclusions concerning the effects on cathode erosion and anode buildup of variations in recurrence frequency, pulse current, pulse duration, gas pressure, and gap spacing are stated here. These conclusions are based on data taken for gaps having 0.200-in. and 0.330-in. spacings, similar to the WX3226 and WX3240 gaps respectively, and filled with 80 per cent hydrogen and 20 per cent argon to total pressures in the range of 68 to 175 cm of mercury. The ratio of the cathode radius to the anode radius was maintained at approximately $e$ for all gaps studied.\(^1\)

The amounts of cathode erosion and anode buildup per pulse were found to be independent of the recurrence frequency in the range 200 to 1200 pps.

For a given gap spacing, pulse duration, and gas pressure, the cathode erosion and anode buildup per pulse were found to be directly proportional to pulse current in the range 100 to 400 amp.

For a given gap spacing, pulse current, and gas pressure, the cathode erosion and anode buildup per pulse increase much more rapidly than the pulse duration in the range 0.9 to 5 $\mu$sec. As a result the maximum allowable pulse current for a given gap design decreases rapidly with increasing pulse duration.

The ratio of anode buildup to cathode erosion per pulse was found to remain constant for a given gas pressure and gap spacing, even though the pulse current varied from 100 to 400 amp, the pulse duration varied from 0.9 to 5 $\mu$sec, and the recurrence frequency varied from 200 to 1200 pps, corresponding to a variation from $25 \times 10^{-8}$ to $560 \times 10^{-8}$ mg in the mass of aluminum eroded from the cathode per pulse.

For a given gas pressure, pulse current, and pulse duration, an increase in gap spacing was found to decrease the amount of material eroded from the cathode per pulse, and the ratio of anode buildup to cathode erosion per pulse. A tube with large spacing may therefore be operated satisfactorily at higher values of pulse current and longer pulse durations than a tube with smaller spacing.

For a given gap spacing, pulse current, and pulse duration, an increase in gas pressure was found to increase the cathode erosion per pulse slightly, and to increase the ratio of anode buildup to cathode erosion per pulse appreciably. The increase in cathode erosion is perhaps due to a decrease in the size of the cathode spot with increasing gas pressure, which increases its temperature, and thus increases the amount of material evaporated from the cathode per pulse. Because the temperature along the arc

column is high and the gas density is therefore low, and because a higher gap-filling pressure causes a region of higher gas density to surround the arc column, it is believed that the higher pressure aids in funneling aluminum vapor from the cathode across to the anode. The higher pressure thus concentrates the distribution of aluminum vapor from the cathode spot in the direction of the anode.

**Particular Designs for Enclosed Fixed Spark Gaps.**—The photographs of Fig. 8-26 are of five different cylindrical-electrode aluminum-cathode gaps. Photographs (a), (b), (c), (d), and (e), in Fig. 8-27 are x-ray prints of the 1B29, 1B22, 1B31, WX3226, and WX3240 tubes respectively.

![Photographs of various aluminum-cathode gaps.](image)

The 1B29, 1B22, and 1B31 were made by the Western Electric Co. whereas the WX3226 and WX3240 were made by the Westinghouse Electric Corporation.

As the required pulse current and pulse duration increased, it became necessary to develop gaps with larger spacings in order to limit the amount of material deposited on the anode per pulse. Since the gap dissipation increases with spacing, it is desirable to keep this spacing to a minimum, compatible with the allowable rate of anode buildup. Therefore, it is undesirable to operate a gap at pulse currents and pulse durations that are appreciably lower than the design figures.

After the spacing of one of these gaps has been chosen with regard to anode buildup and dissipation, the breakdown voltage can be adjusted to the desired value by changing the gas pressure. The operation of gaps filled with 80 per cent hydrogen and 20 per cent argon has been satisfactory over a range of pressures from 50 to 250 cm of mercury.\(^1\)

The tubes that were designed to operate at voltages below 5 kv per gap were difficult to start because of insufficient background ionization. Therefore, a small amount (about 0.002 mg) of a radium salt (either radium bromide or radium chloride) was added in order to provide additional ionization, and thus to aid in starting the gaps. For voltages higher than 5 kv the gaps start readily without this salt, because of ionization produced by corona at the edges of the electrodes. Special corona points were provided in the 1B29 and 1B22, as can be seen in Fig. 8.26, in order to give further aid in starting.

Nominal ratings for each of the seven gaps developed are given in Table 8.2. The 1B34 is a WX3226 filled to a pressure of 75 cm of mercury, and the 1B41, 1B45, and 1B49 are WX3240 gaps filled to pressures of 90, 150, and 110 cm of mercury, respectively.

<table>
<thead>
<tr>
<th>Type</th>
<th>(I_p, \text{ amp} )</th>
<th>( \tau, \mu\text{sec} )</th>
<th>( f_r, \text{ pps} )</th>
<th>( I_{pav}, \text{ ma} )</th>
<th>( V_{SG}, \text{ kv} )</th>
<th>( f_r \times \tau ), coulombs per pulse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1B29</td>
<td>30 20</td>
<td>0.75 0.4</td>
<td>2100</td>
<td>\ldots</td>
<td>1.4</td>
<td>\ldots</td>
</tr>
<tr>
<td>1B22</td>
<td>75 50</td>
<td>0.75 0.4</td>
<td>1100</td>
<td>75</td>
<td>2.1</td>
<td>\ldots</td>
</tr>
<tr>
<td>1B34</td>
<td>200 75</td>
<td>2 0.25</td>
<td>2000</td>
<td>160</td>
<td>3.5</td>
<td>0.001 (2 \times 10^{-4})</td>
</tr>
<tr>
<td>1B31</td>
<td>300 30</td>
<td>5 0.25</td>
<td>1600</td>
<td>150</td>
<td>4.0</td>
<td>0.001 3.8</td>
</tr>
<tr>
<td>1B41</td>
<td>450 100</td>
<td>5 0.5</td>
<td>2000</td>
<td>210</td>
<td>5.0</td>
<td>0.001 7.5</td>
</tr>
<tr>
<td>1B49</td>
<td>450 100</td>
<td>5 0.5</td>
<td>2000</td>
<td>210</td>
<td>5.5</td>
<td>0.001 7.5</td>
</tr>
<tr>
<td>1B45</td>
<td>450 100</td>
<td>5 0.5</td>
<td>2000</td>
<td>210</td>
<td>6.5</td>
<td>0.001 7.5</td>
</tr>
</tbody>
</table>

Fig. 8.27.—X-ray prints of various aluminum-cathode gaps. (Parts (a), (b), and (c) courtesy of the Bell Telephone Laboratories.)
When more than one value is given, the second value denotes the minimum allowable value of that quantity, whereas a single value or the first of two values denotes the maximum allowable value. In this table, \( I_p \) is the pulse switch current, \( \tau \) is the pulse duration, \( f_o \) is the pulse recurrence frequency, \( I_{avg} \) is the average pulse switch current, and \( V_{sg} \) is the nominal operating voltage per gap, which can be relied on during at least 500 hours of operation. If two or three gaps are used in series with resonant charging, the nominal operating switch voltage is about \( 2V_{sg} \) and \( 3V_{sg} \) respectively. The usable range of operating voltage above and below \( V_{sg} \) depends on the operating conditions. It is sometimes advisable to have a nominal operating voltage above or below \( V_{sg} \) in order to operate more nearly in the center of the operating-voltage range.

Since \( I_p, \tau, \) and \( f_o \) are interrelated insofar as their effect on the operation of these gaps is concerned, it is necessary to state limits on the products of these quantities taken two at a time. The product \( \tau I_p \) is the duty ratio, \( \tau I_p \) is the number of coulombs per pulse. It is evident that, in order to prevent the growth of spikes on the anodes, the pulse current must be decreased when the pulse duration is increased. A limit on the product \( f_o I_p \) is included in the limit on \( I_{avg} \), which, together with the duty ratio, limits the gap dissipation and the total amount of material deposited on the anode during life.

Change in Characteristics during Operation.—The dynamic-breakdown voltage of each gap decreases during life because of changes in the characteristics of the electrode surfaces that result from the erosion of the cathode and the buildup of material on the anode. The magnitude of this decrease depends on the rates of cathode erosion and anode buildup, which in turn depend on tube parameters and operating conditions, as discussed previously. Tests show that, for a large rate of anode buildup, the value of \( V_M \) for a set of gaps decreases during the first 100 hr of operation, and then remains very nearly constant for the remainder of a 500-hr period or longer. For a small rate of anode buildup, \( V_M \) has been observed to remain constant during operating periods more than 500 hr long. For intermediate rates of anode buildup, \( V_M \) may decrease gradually for more than 500 hr. The values of \( V_{min} \) and \( V_{start} \) are only slightly affected by these changes in electrode-surface conditions.

Figure 8.28 shows the variation of operating voltage range with time for a set of three 1B41 gaps operated in series with different trigger couplings as the switch in a 25-ohm line-type pulser at a pulse recurrence frequency of 300 pps and a pulse duration of 2 \( \mu \)sec. The operating switch voltage was 15.8 kv, making the pulse current approximately equal to 300 amp. The HK7-magnetron load used for the test was replaced by a resistance load for purposes of measuring the voltage range. A trigger voltage of 20 kv, measured on a 15 \( \mu \)uf load, was sufficient to
obtain the maximum range from these gaps. It is seen from Fig. 8.28 that both $V_{\text{min}}$ and $V_{\text{start}}$ are appreciably lower when the trigger is coupled to both intermediate points than when it is coupled to either the upper or lower point. This test and others show that the value of $V_M$ for new tubes with two-point triggering is lower than that for one-point triggering. After the electrodes become roughened, however, the difference becomes negligible, and, because of corona bursts in the gaps after the electrodes have become roughened, it is impossible to predict which method of triggering will give the highest $V_M$. The assumption that the gaps behave as condensers, made in discussing the division of voltage across the gaps for each method of triggering, does not hold after the electrodes have become roughened. Since $V_{\text{min}}$ and $V_{\text{start}}$ are lower, and over a long period of time $V_M$ is about the same whether the trigger is coupled to both points or to either the upper or lower point, it follows that two-point triggering generally gives the widest range of operation for three gaps in series.\(^1\)

**Gap Dissipation.**—By connecting the vertical plates of a modified oscilloscope directly across the grounded gap in the pulser switch, the voltage drop across a single gap during the discharge was determined. The oscilloscope traces were observed with self-synchronous operation of the oscilloscope, that is, the signal voltage applied to the

vertical plates was also used to start the sweep. Because there is a slight time lag between the application of the voltage starting the sweep and the appearance of the trace on the oscilloscope screen, the initial portion of the voltage pulse cannot be observed. The curves in Figs. 8-29 and 8-30 were drawn from these traces, and show the voltage drop across each of three gaps having different electrode spacings for nominal pulse durations of 0.9 and 4.5 μsec, respectively. The gaps with spacings of 150, 200, and 375 mils were, respectively, the 1B22, WX3226, and a gap similar to the WX3240, but with a slightly greater spacing. The corresponding current pulse is also shown; the rounding of the leading edge of the current pulse is a result of the high tube drop during the first part of the pulse.

The tube drop was found to be independent of the gas mixture, the gas pressure, the pulse current, and the recurrence frequency within the limits of error of these measurements, and within the range over which these quantities were varied. The gas mixture was varied from 0 per cent hydrogen to 100 per cent argon, the pressure from 68 to 150 cm of mercury, the pulse current from 80 to 240 amp, and the recurrence frequency from 200 to 2000 pps. The tube drop is primarily dependent on the electrode spacing and pulse duration.

The voltage across a gap during the first part of the discharge has
been studied with the use of a capacitance voltage divider. By multiplying the values of tube drop and pulse current for each increment of time during the pulse, a curve can be obtained showing the rate at which energy is dissipated in a single gap during the pulse. Figure 8.31 shows such a curve for a WX3226 gap operated in series with two other gaps at a pulse duration of 0.9 µsec and pulse current of 80 amp. Integrating this curve, a value of $15.4 \times 10^{-3}$ joules is obtained as the energy dissipated per pulse in one of these gaps. A measurement of the average dissipation by means of a calorimeter gave a value of $15.5 \times 10^{-3}$ joules per pulse. A comparison of other values obtained by integrating power-versus-time curves with those obtained calorimetrically also shows good agreement.

The dissipation per pulse has been found to be directly proportional to pulse current and to gap spacing. By arbitrarily assuming that an equation for dissipation per pulse involves terms including $\tau$ and $\tau^2$, the following empirical relation has been developed:

$$D = (0.703 \times 10^{-6} + 0.420\tau - 0.0233 \times 10^6\tau^2)SI_p,$$

where $D$ is the dissipation per gap in joules per pulse, $\tau$ is the pulse duration in seconds, $S$ is the gap spacing in mils, and $I_p$ is the pulse current in amperes. This equation agrees reasonably well with experimental data over the range of 0.9- to 5.0-µsec pulse duration, 0.200 to 0.440-in. spacing, and 80- to 500-amp pulse current.¹

Time Jitter.—Attempts to make the cylindrical-electrode aluminum-cathode gap operate synchronously have not been successful. In using these gaps 1 to 3 µsec of over-all time jitter must be tolerated, depending on operating conditions and particularly on the value of the operating voltage relative to $V_s$ and $V_{min}$. About 95 per cent of the pulses show a time jitter that is considerably less than 1 µsec, but an appreciable number of random pulses account for the over-all jitter of 1 to 3 µsec.

The two gaps in a set of three that are broken down by the trigger

pulse can be made to fire accurately to within 0.1 μsec. The primary source of jitter in a switch of this type is in the firing of the third tube, which cannot be overvolted by the trigger. After the two triggered tubes are broken down, the full switch voltage is applied to the third tube; thus, the greater the switch voltage, the greater the overvolting of the third tube. The jitter in this switch, therefore, decreases with increasing switch voltage. At a given switch voltage the jitter also varies during the life of the tube because of changes in electrode-surface conditions.1

8.9. The Iron-sponge Mercury-cathode Gap.—A gap of this type2 is an improvement over the cylindrical-electrode aluminum-cathode gap in at least three respects:

1. The range remains constant during life.
2. The time jitter can be maintained at a value of the order of magnitude of one per cent of the pulse duration.
3. As wide an operating range can be obtained with two of these gaps as with three of the cylindrical-electrode aluminum-cathode gaps.

For satisfactory operation, however, the reverse current must be kept very low.

The anode of this gap is a molybdenum rod with a diameter of approximately 0.060 in. The cathode is mercury that is immobilized by an iron sponge. This iron sponge contains about 60 per cent void space and is made by compressing iron powder into a kovar cup and sintering under appropriate conditions. After subsequent heat treatment in a hydrogen atmosphere the sponge of a typical gap holds about 9 cm³ of mercury when fully saturated. The mercury that is evaporated from the surface of the cathode during operation condenses and runs down the walls back into the sponge. Because of the surface tension of the mercury, a film of mercury is maintained over the surface of the iron sponge which prevents the erosion of the iron. In order to minimize the time jitter, the gaps are usually filled with 100 per cent hydrogen. Radium salts are generally omitted in order to increase the operating range and to further minimize jitter.

Particular Gap Designs.—Figure 8.32 shows the two tubes of this type developed to date. The cooling fins, which are in thermal contact with the cathodes of the tubes, can be seen. The 1B42 is shown in Fig. 8.32a and the Fe-I is shown in Fig. 8.32b. The large opaque spot just

Fig. 8.32.—Photographs and X-ray prints of iron-sponge mercury-cathode gaps. (a) The 1B42, (b) the Fe-I. (The photographs for part (a) courtesy of the Bell Telephone Laboratories.)
above the kovar cup in the x-ray of the Fe-I tube is due to a globule of free mercury that collected there when the tube was placed in a horizontal position to take the x-ray. The small spots on the walls of the kovar cup were caused by drops of mercury adhering to the kovar. The upper portion of the anode is surrounded by glass shields in order to prevent mercury from dripping down close enough to the sparking region to affect the operation of the gap. The 1B42 is mounted by means of a bolt extending down from the cathode, and the cooling fin is an integral part of the tube. As shown in the sketch in Fig. 8.32b, the cooling fin of the Fe-I tube is not an integral part of the tube, but serves instead as a mounting socket. The operation of the Fe-I tube with various electrode spacings and gas pressures has been satisfactory for a variety of conditions, the reliable life of the tube being greater than 500 hr.

Some specifications for these tubes are given in Table 8.3. Each quantity has the same significance as in Table 8.2. In columns containing more than one figure, the first represents the maximum and the second the minimum rating. The value of \( V_{sg} \), the nominal operating voltage per gap, has been obtained from data for the operation of two gaps in series.

**Table 8.3.—Ratings for Two Iron-sponge Mercury-cathode Gaps**

<table>
<thead>
<tr>
<th>No.</th>
<th>( I_p ), amp</th>
<th>( \tau ), ( \mu\text{sec} )</th>
<th>( f_p ), pps</th>
<th>( I_{pav} ), ma</th>
<th>( V_{sg} ), ( \text{kV} )</th>
<th>( \tau I_p ), coulombs per pulse</th>
<th>( f_l I_p ), ( \text{amp} \times \text{sec}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1B42</td>
<td>300—80</td>
<td>6.1—0.25</td>
<td>2000</td>
<td>0.250</td>
<td>5.0</td>
<td>0.0012</td>
<td>1.28 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>Fe-I</td>
<td>750—100</td>
<td>5.5—0.5</td>
<td>1000</td>
<td>0.450</td>
<td>7.5</td>
<td>0.0011</td>
<td>1.5 ( \times 10^{-3} )</td>
</tr>
</tbody>
</table>

Operating Characteristics.—Two of these gaps are used in series as the switch in a line-type pulser because it was found that two gaps give an operating range greater than \( \pm 33 \) per cent, which is ample for most applications. In general, one would expect \( V_{min} \) to be equal to the breakdown voltage of one gap and \( V_s \) to be twice this value when using two gaps in series, making the range \( \pm 33 \) per cent. However, the application of the charging-voltage wave to these gaps causes a corona sheath to be formed about the anode, which changes the breakdown characteristics. The magnitude of this change increases with the amplitude of the charging-voltage wave. At voltages near \( V_{min} \), the corona sheath has a small effect, and the breakdown voltage of the gap is approximately characteristic of a point-to-plane discharge, as seen from the x-rays of Fig. 8.32. Near \( V_s \), however, the corona sheath is large and shaped like a distorted sphere about the end of the anode, making the breakdown voltage per gap more nearly characteristic of that of a sphere-to-plane discharge. Thus, the dynamic-breakdown voltage per gap at voltages
in the region of $V_s$ is greater than in the region of voltages near $V_{min}$. Therefore, the ratio of $V_s$ to $V_{min}$ is greater than 2 to 1 for the operation of two gaps in series. If a small amount of radium salt is inserted in these gaps, the beneficial effects of this corona sheath are destroyed, and the ratio of maximum to minimum operating voltage obtained with two gaps becomes less than 2.

For two Fe-I gaps operated at 15.5 kv, 290 amp, 300 pps, and 2 µsec, the voltage range of 10.5 to 22.5 kv is constant for more than 500 hr of operation, with $V_{start}$ equal to 5.5 kv. The required trigger voltage is 20 kv, and the time jitter is less than 0.02 µsec at voltages above 14 kv, provided that the rate of rise of trigger voltage is 55 kv/µsec or greater. For gaps filled to higher gas pressures, ranges of 13 to 29 kv for two gaps have been maintained during more than 500 hr of operation at 24.5 kv, 925 amp, 250 pps, and 2 µsec.

**Time Jitter.**—In operating two gaps in circuit (d) of Fig. 8-9, gap $G_2$ is broken down by the trigger pulse, applying the full switch voltage to $G_1$, which is then broken down. If the delay in firing $G_1$ is appreciable, $G_2$ can partially recover and must be reignited after $G_1$ breaks down. As a result, there are at least three sources of uncertainty in the initiation of the discharge, which combine to produce the observed time jitter in the output pulse.

The uncertainty in the firing of $G_2$ by the trigger pulse can be made small compared with 0.02 µsec by making the rate of rise of the trigger voltage pulse equal to or greater than 55 kv/µsec.

The uncertainty in the firing of $G_1$ can be reduced by increasing the switch voltage, all of which appears across $G_1$ after $G_2$ breaks down. The time jitter introduced in reigniting $G_2$ has been detected, but it is negligibly small.

All three sources of time jitter, but particularly that introduced in the firing of $G_1$, can be reduced by improvements in the tube design. The elimination of argon from the gas filling, a reduction in the diameter of the anode, and a decrease in the gap spacing have all been found effective in reducing time jitter. It is possible to eliminate argon from these tubes because they are intended for operation at pulse currents of 100 amp and higher. A reduction in the anode diameter decreases the jitter, but increases the detrimental effects of reverse current in the tubes. The most effective way of reducing time jitter is to decrease the spacing, and to increase the gas pressure accordingly in order to obtain the desired gap breakdown voltage. However, the maximum gain that can be obtained by this method is limited because, for a gap with small spacing, the breakdown voltage increases linearly with gas pressure in the region of low values, but for high gas pressures, this voltage is not affected appreciably by a change in pressure.
**Effects of Reverse Current.**—Reverse current damages iron-sponge mercury-cathode tubes by eroding the electrode that is the anode for the forward pulse and the cathode for the reverse current pulse. The resulting increase in spacing during operation causes $V_{\text{min}}$ to increase and $V_s$ either to increase or to decrease. If considerable material is eroded from the anode and deposited on the tube walls, mercury condenses on it and partially covers the walls. This mercury may give rise to disturbances along the walls, which can lower $V_s$ despite the increase in spacing. The increase in spacing also causes the time jitter to increase. Tests have shown that a given value of reverse current has a more detrimental effect on gap operation from the point of view of time jitter than from that of operating range. In order to specify the reverse current that can be tolerated in these tubes, limits are imposed on the maximum value of erosion per pulse and on the total erosion permissible for a life of 500 hr. The film of mercury that coats the end of the anode during operation has been found to limit the erosion rate of the anode to a value much smaller than would be obtained without this film. It is therefore necessary to limit the amount of erosion per pulse of reverse current, otherwise the mercury film could be broken through during a single pulse of reverse current, thereby exposing the molybdenum of the anode and greatly increasing the erosion rate. By placing limits on the pulse current and the pulse duration the erosion per pulse can be limited. If the total erosion during a period of 500 hr were directly proportional to the number of coulombs per pulse, it could be limited by a specification of the maximum allowable value of the average current. Although this linear relation does not hold over a wide range of pulse duration, the linearity is sufficient for general specifications. The limiting value of the average reverse current that does not affect time jitters appears to lie between 1 and 2 ma.

In addition to the need for limiting the reverse current in these tubes to a very low value because of its effect on range and time jitter, it is necessary to limit it in the tubes filled with 100 per cent hydrogen in order to eliminate amplitude jitter. In tubes containing 100 per cent hydrogen, the tube drop during the conduction of reverse currents of low peak value can be high and can fluctuate from pulse to pulse. A voltage that is sufficient to affect the next charging voltage can therefore be left on the network after the pulse. Since the amount of voltage left on the network fluctuates from pulse to pulse, amplitude jitter can result in the output pulse.

**Dissipation.**—As a result of calorimetric measurements made at the Bell Telephone Laboratories\(^1\) on iron-sponge mercury-cathode gaps

---

operated over a wide range of pulsing conditions, the following empirical formula has been established expressing the dissipation $D$ in joules per pulse per gap in terms of the gap parameters and the pulsing conditions:

$$D = 5.7 \times 10^{-7} I_p S + (40 + 3.9 \times 10^{-2} p^{0.4} S) I_p r,$$

where $I_p$ is the pulse current in amperes, $S$ is the gap spacing in mils, $p$ is the gas pressure in inches of mercury, and $r$ is the pulse duration in seconds. This equation has been established from data covering the following ranges of parameters: spacing, 40 to 350 mils; gas pressure, 28 to 50 in. of mercury; pulse duration, 1 to 6 µsec; pulse current, 45 to 1070 amp. The dissipation in watts per gap for any application may be obtained by multiplying the value of $D$ by the recurrence frequency. This equation does not include the energy contributed by the trigger, which can usually be neglected, but which can be measured independently and added if necessary.

Dissipation is an important consideration not only from the standpoint of circuit efficiency, but also in determining whether or not forced cooling is necessary when operating mercury-cathode gaps. Since mercury vapor has poor deionization characteristics, there is some upper limit to the partial pressure of mercury, and thus to the operating temperature of the gap, above which the poor deionization characteristics of the mercury override the good characteristics of the hydrogen.

8-10. The Three-electrode Fixed Spark Gap.—In order to build a satisfactory three-electrode gap, it is necessary to have an electrode material such that its erosion rate at the desired operating conditions is negligibly small in the gas to be used. Since a gap of this type has a somewhat more complex electrode configuration than does a two-electrode gap, much less electrode erosion can be tolerated.

The Trigatron.—The trigatron\(^1\) is a three-electrode tube filled with approximately 95 per cent argon and 5 per cent oxygen to pressures of about 1 to 6 atmospheres, depending on the desired operating voltage and on particular tube design. The British CV85 and the CV125 were the two most widely used designs. Typical operating conditions for the CV85 are 8 kv, 1200 pps, and 1 µsec in a 70-ohm line-type pulser. Photographs (a) of Fig. 8.33 shows a CV125 and (b) is a print of an x-ray of this tube. The anode and cathode are of molybdenum and the trigger pin is tungsten. The anode sleeve was found effective in making the time jitter less than 0.1 µsec.

Oxygen is used in a trigatron principally to maintain an oxide coating

on the surfaces of the electrodes and thereby to limit the rate of electrode erosion, since there are effectively two cathodes in the tube when it is operating. In this tube, the principal discharge does not start between the anode and cathode after the tube is triggered, but takes place from the cathode to the trigger pin to the anode. Thus, the trigger pin must serve as both an anode and cathode, and is therefore doubly subject to erosion. Because of the small size of the trigger pin and the other electrodes, this erosion must be minimized. The oxygen is also needed in these gaps to quench metastable atoms of argon after the discharge.

At a recurrence frequency of 800 pps and a pulse duration of 0.9 μsec, and in a line-type pulser with a 50–ohm network and 50–ohm load, a new CV85 trigatron has a range of about 3.5 to 11 kv with a starting voltage of 1.5 kv. A trigger voltage of 6.5 kv is sufficient. The curves of Fig. 8.34a show the variation in range with trigger voltage for a new CV125 operated in this circuit. A comparison of these curves with those of Fig. 8.11 for three WX3226 gaps filled to a pressure of 110 cm of mercury and operated under the same conditions shows that the range of a new CV125 is equivalent to that of three of these gaps in series.

Figure 8.34b shows variations in range with life for a CV125 operated at 12 kv, 800 pps, and 0.9 μsec in a 50-ohm circuit. After 375 hr of
operation, this tube was found to fail to deionize at frequent intervals, agreeing with British experience. Failure of this tube is not due to electrode erosion, for it operates satisfactorily after being pumped and refilled. The failure may be due to the formation of nitrogen peroxide, which is known from experience with rotary gaps to have poor deionization characteristics, or it may be due to a reduction in the amount of oxygen to a value that is insufficient to quench metastable atoms of argon after the discharge. This reduction is caused by the combination of oxygen with the molybdenum and tungsten electrodes during operation.¹

![Graph](image1)

**Fig. 8-34.**—Variation in voltage range of a CV125 three-electrode gap (a) with trigger voltage (new tube), (b) with time.

Further comparison of the CV125 with a set of three WX3226 gaps operated under the same conditions at a pressure of 110 cm of mercury shows that a 13-kv trigger voltage is required to obtain the lowest values of $V_{\text{min}}$ and $V_{\text{start}}$ for the series gaps, whereas 8 kv is sufficient for the three-electrode gap. It is also to be noted that the CV125 requires a high trigger voltage primarily for good starting, whereas series gaps require a high trigger voltage to give a satisfactory operating range as well. The time jitter in the CV125 at 12 kv, 800 pps, and 0.9 µsec in a 50-ohm circuit remains less than 0.09 µsec throughout life, a value that is much less than that for cylindrical-electrode aluminum-cathode gaps. The life of series gaps under the above conditions is considerably longer than that of the CV125, and can exceed 1500 hr. Also, the deionization characteristics of the series gaps are better than those of the trigatrons.

¹ These observations are in accord with reports of work done by the British at Birmingham University. See D. T. Roberts, "Determination of Oxygen and Nitrogen Peroxide in Samples of Gas from Trigatrons Taken at Various Stages of Life," Birmingham University, C. V. D. Report BS/19, 1943.
as is evidenced by the greater decrease in $V_\infty$ with increasing recurrence frequency for the trigatron than for the series gaps.\(^1\)

*Hydrogen-filled Three-electrode Gap.*—It would be desirable to combine the advantages of the hydrogen or hydrogen-argon gas filling, which is stable with life, with those of a three-electrode geometry of the trigatron type. Unfortunately, the erosion rate of possible electrode materials in the absence of an oxide coating on the surface is usually high.

An attempt has been made to overcome this difficulty by using electrodes made by sintering tungsten and barium oxide together, with nickel as a binder. Statements concerning the erosion rate of these sintered mixtures have been given in Sec. 8.7. Some three-electrode tubes have been constructed with these materials, but sufficient tests have not yet been made to indicate the stability of their characteristics during life.\(^2\)

**THE HYDROGEN THYRATRON**

**By K. J. Germeleshauen**

As explained in the introductory paragraph of this chapter, work was started early in the history of the development of pulse generators in order to obtain a satisfactory switch of the thyatron type. The advantages of the thyatron are many: the switch is small and light, it can be triggered accurately by applying low-voltage pulses to the grid, it has a high efficiency, and it can operate over a wide range of plate voltages.

Experimental work was started simultaneously to improve existing mercury thyratrons and to develop tubes of new types. One disadvantage of mercury is its temperature sensitivity; this, however, can be remedied by thermostatic control of the enclosures. There are other difficulties specifically related to pulser operation, such as the long deionizing time and the low voltage drop at which ion velocities destroy the oxide cathode. To eliminate these defects, developmental work was started on a thyatron that would be particularly well suited to pulser operation. Hydrogen was chosen for the filling because it enables high pulse currents to pass through the tube without causing voltage drops great enough to destroy the cathode. Also, the structure of the tubes was designed specifically to withstand high voltages. The developmental work has been successful in creating and putting into production three tubes that provide for a continuous range of pulse power from about 10 to 2500 kw; work has also been started on a tube capable of switching

---


The use of hydrogen in place of mercury vapor or a rare gas as the filling for thyratrons,\(^1\) appeared to have some real advantage if an adequate life could be obtained. Drewell succeeded in making hydrogen tubes for sweep circuits, but their operating voltage and life were inadequate for pulser applications. His results, however, were considered encouraging enough to warrant further development, and consequently work was started in 1941.

The primary advantage of hydrogen, when used in a thyratron, is the high fall of cathode potential that can occur without injury to the oxide cathode. The destruction voltage, or voltage corresponding to the ion velocity at which destruction of an oxide cathode sets in, is about 30 volts for mercury ions and has about the same order of magnitude for the rare gases, including helium. For hydrogen the destruction voltage is about 600 volts, or 20 times as great. This fact is of considerable importance in the design of a thyratron for operation at high voltages and high pulse currents.

A second advantage of hydrogen-filled tube is the short deionization time that is obtained. In any given circuit this deionization time is about one tenth that of mercury-, argon-, or xenon-filled thyratrons. The only other gas that provides such a short deionization time is helium, which cannot be used because of the cathode destruction previously mentioned.

A serious problem connected with the use of hydrogen in thyratrons is gas cleanup, or the disappearance of the gas during operation. Gas cleanup is caused mainly by the great chemical activity of hydrogen, which combines readily with many substances including, under certain conditions, the oxide cathode. The grade A nickel usually employed in vacuum-tube construction contains reducing agents, such as carbon and silicon, that combine with the hydrogen and promote cleanup. In addition, these nickels may contain other reducing agents, such as magnesium, which do not combine directly with hydrogen, but which can reduce the oxide cathode, releasing free barium. The free barium thus produced combines very readily with hydrogen and can cause a rapid disappearance of the gas in the tube. In order to obtain nickel free from these reducing agents, or other harmful impurities, it was necessary to develop a very pure grade of electrolytic nickel.

In addition to the use of materials of carefully controlled purity, it is important to prevent contamination resulting from improper cleaning or

handling of the parts. The successful manufacture of hydrogen thyra-
trons requires a much more rigid control of the various manufacturing
processes than is usual in the manufacture of radio tubes. Great care
must be taken to prevent the inclusion of any substance that can react
chemically with the hydrogen. By proper design and processing, and
by the use of selected materials, pressure cleanup has largely been elimi-
nated and is no longer a serious limitation on tube life.

Since the reducing action of hydrogen on the oxide cathode becomes
serious at temperatures of about 900°C, it is necessary to maintain the
cathode temperature well below this value. A maximum temperature
of 850°C is permissible, but a somewhat lower value is preferable. On
the other hand, cathode emission decreases rapidly at temperatures
below about 800°C; hence, the operating range of cathode temperature
is narrow. The filament voltage must therefore be kept within close
limits, and variations in cathode temperature from tube to tube minim-
ized. Variations in temperature
over the surface of the cathode can
be made much smaller for indi-
rectly heated cathodes than for
filament cathodes; hence, it is de-
sirable that hydrogen tubes have
indirectly heated cathodes.

Because of gas cleanup, the gas
pressure is raised as high as possible
by making the spacing between the
anode and grid much smaller than
in the more conventional thyatron
designs. The purpose of the small
spacing can best be explained by
referring to Fig. 8.35, which is a
plot of the breakdown voltage in hydrogen versus the product of spacing and
pressure, the familiar Paschen curve of breakdown in gases. In thyra-
trons the grid-to-anode spacing is such that the operating point is on the
left-hand portion of the curve, where the breakdown voltage is rising
rapidly as the product of spacing and pressure is reduced. Since the
product of spacing and pressure must be maintained at a value less than
that corresponding to the desired breakdown voltage, high gas pressures
can be obtained only by reducing the spacing. In typical hydrogen
thyatrons, the gas pressure is about 500 microns and the grid-anode
spacing is about 0.0625 to 0.090 in. Smaller spacings make the mechani-
cal assembly difficult, and may result in field emission from the grid.
The perpendicular distance from grid to anode must not exceed the
desired spacing at any point; the grid structure is therefore placed so
that it completely surround the anode, as shown in Figs. 8.36, 8.37, and 8.38. Long-path discharges between the anode-lead wire and the outside of the grid structure are prevented by surrounding the lead by a glass sleeve that fits tightly into a collar attached to the grid structure. From Fig. 8.36 it is apparent that the distance between the upper part of the anode lead inside the glass sleeve and the grid structure is considerably greater than the shortest spacing from grid to anode. Breakdown over this relatively long path is prevented partly by the small spacing between the glass sleeve and the anode lead, and partly by the fact that the field between the anode lead and

![Diagram of a hydrogen thyratron]

the grid structure in this region is in such a direction that the acceleration of ions or electrons over the long path is prevented.

Hydrogen thyatrons differ from the more common thyratron types in that they are designed with a positive control-grid characteristic. In order to trigger the tube it is necessary to drive the grid to a positive voltage sufficient to draw grid current between the grid and the cathode. Two considerations dictated the positive control characteristic. First,
positive control simplifies the trigger circuit, since, for most applications, no negative bias supply is required. Second, the extensive baffling between the anode and cathode that is associated with positive control minimizes grid-emission difficulties.

In order to obtain a positive control characteristic, the cathode is completely shielded from the anode field in the manner shown in Fig. 8-36. The grid itself is a perforated, or mesh, section situated just below the anode, and beneath it is a grid baffle, which is attached to the grid. In such a structure the anode field does not extend beyond the point marked $A$, and there is no opportunity for the anode field to act upon electrons emitted from the cathode, most of which are confined to the region inside the cathode shield and baffle structure. In order to trigger the tube, or to start conduction, it is necessary to draw current between the grid and the cathode. This current produces electrons and ions in the region outside the cathode-shield structure, some of which reach the point $A$. As soon as the electron density at $A$ is high enough, the anode field is able to produce ionization in the region above the grid baffles, and breakdown takes place. During the initial stages of the breakdown, the anode current is drawn from the grid as a glow discharge because the anode field is unable to penetrate into the grid-cathode space. This glow discharge raises the grid to a high positive potential, which quickly ionizes the grid-cathode region to an extent sufficient to bring the grid back almost to the cathode potential. The entire breakdown process described above occurs in 0.02 to 0.07 $\mu$sec, which is thus the ionization time.

 Tube Characteristics and Operation.—Photographs of the three hydrogen thyratrons that have been developed are shown in Fig. 8-39, and their basic operating characteristics may be found in Table 8-4.
Fig. 8-39.—The 3C45, 4C35, and 5C22 hydrogen thyratrons.
Table 8.4.—Operating Characteristics of the 3C45, 4C35, and 5C22 Hydrogen Thyatrons

<table>
<thead>
<tr>
<th></th>
<th>3C45</th>
<th>4C35</th>
<th>5C22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum forward anode voltage in kv</td>
<td>3</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Maximum inverse anode voltage in kv</td>
<td>3.0</td>
<td>8.0</td>
<td>16.0</td>
</tr>
<tr>
<td>Maximum value of inverse anode voltage in kv for 25 μsec after pulse</td>
<td>1.5</td>
<td>2.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Maximum anode pulse current in amp.</td>
<td>35</td>
<td>90</td>
<td>325</td>
</tr>
<tr>
<td>Pulse power into resistance load in kw.</td>
<td>50</td>
<td>350</td>
<td>2500</td>
</tr>
<tr>
<td>Maximum average anode current in ma.</td>
<td>45</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Cathode: indirectly heated, unipotential.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heater power in watts.</td>
<td>15</td>
<td>40</td>
<td>65</td>
</tr>
<tr>
<td>Heater voltage in volts (±7.5%)</td>
<td>6.3</td>
<td>6.3</td>
<td>6.3</td>
</tr>
<tr>
<td>Maximum pulse duration in μsec.</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Grid bias in volts.</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Minimum trigger voltage in volts.</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Tube weight in grams.</td>
<td>64</td>
<td>194</td>
<td>273</td>
</tr>
<tr>
<td>Tube life at maximum ratings in hours.</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>

A simplified diagram of a thyratron pulser is given in Fig. 8-40.

Hydrogen thyratrons are designed to work primarily into a load impedance of 50 ohms and, in the case of the 3C45 and 4C35, maximum pulse power is obtained at this level. The 5C22 supplies its maximum pulse power at 25 ohms; however, the average power is the same as at 50 ohms. Any desired load impedance may be used, provided that none of the maximum tube ratings are exceeded. In general, both pulse and average power are less if a load impedance of other than the optimum value is used.

The life of the thyratron depends greatly on the operating voltage, current, and recurrence frequency. A typical life of about 500 hr can be obtained at the maximum voltage and current ratings, with recurrence
frequencies of 2000 pps for the 3C45 and 4C35 and 1000 pps for the 5C22. The length of life is considerably increased by reducing any of these parameters, and, in general, the operating level of thyatron pulsers should be kept somewhat below the maximum tube ratings. A much longer tube life can be obtained by operating the tubes well below these ratings; for instance, 4C35's operated at 4 kv and 45- to 50-amp pulse current usually give 2500 to 3000 hours of satisfactory service. Improvements in manufacturing methods are constantly increasing the life expectancy, which may soon be at least 1000 hr at full rating.

Since the thyatron is a unidirectional switch, negative charges are left on the network if the load impedance is too low. When the load impedance varies erratically, as in the case of a sparking-magnetron load, variable negative charges may be left, which seriously affect the forward voltage of the succeeding pulse. In order to remove these negative charges and to minimize or prevent their effect on forward voltage, it is usually desirable to connect a shunt diode across the thyatron. The problem of unidirectional-switch operation is discussed in detail in Chap. 10.

The tube heating time may be reduced by overvolting the heater by as much as 20 per cent, in which case the preheating time for the 5C22 is reduced from five to two minutes. It may also be possible to apply the anode voltage and heater power simultaneously; however, adequate tests and recommendations from the manufacturer are necessary if the present ratings and specifications are not followed exactly.

Hydrogen thyratrons may be mounted and operated in any position, but care must be taken lest the life be reduced by gas cleanup or puncture of the bulb. Gas cleanup is accelerated if the bulb temperature is lowered by subjecting the tube to forced cooling, or if intense r-f fields are present to cause the ionization of the gas. Corona extending to the glass surface causes erratic operation and, eventually, puncture of the bulb.

Series and Parallel Operation of Hydrogen Thyratrons.—It is often possible to satisfy switch requirements for which no single thyatron is suited by the operation of two tubes in series or in parallel. Parallel operation provides twice the load current, while series operation provides twice the load voltage. There are a number of possible circuits, two of which are shown in Figs. 8.41 and 8.42.

In parallel operation, the principal problem that arises is to secure proper division of the current between the two tubes. When the anodes of the two tubes are connected directly, the tube that breaks down first reduces the anode voltage of the second tube so rapidly that it may not
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1 Experimental work on series and parallel operation has been carried out at the Evans Signal Laboratory, among other places.
break down at all. The best way to avoid this difficulty is to use a balanced reactor in the thyratron-anode circuit, a device that has been used with gas-tube rectifier circuits. The reactor is wound so that the fields of the two halves are in opposition, and with very close coupling between the two. When the triggered tube is broken down, the full anode voltage appears across its half of the reactor, producing an equal and opposite voltage in the other half of the reactor which abruptly raises the anode voltage of the second tube to twice its previous value.

The grid-to-anode capacitance of the second tube is such that the grid is pulled positive by the transient voltage, thus triggering the second tube. Until the currents in the two halves of the reactor are equal, there is considerable reactance in each anode circuit; however, when they become equal the net reactance is negligible. Any tendency of one tube to draw more current than the other unbalances the reactor and raises the anode voltage of the lagging tube until the anode currents are again equal.

A practical circuit for the operation of two thyratrons in series is shown in Fig. 8.42. Equal division of the voltage across the two thyratrons is obtained by means of the voltage divider comprising the resistors $R$. The minimum value of the resistors $R$ is limited by the excessive
drain on the power supply and by the effect on the peak network voltage. The maximum value is limited by the effect of the thyatron capacitance on the proper division of voltage. When the lower tube is triggered, the cathode potential of the upper tube is abruptly lowered to ground, but the potential of the grid of the upper tube tends to stay fixed because of the grid-anode capacitance. As a result, a positive voltage is applied to the grid of the upper tube, which triggers it. By this means both tubes are rendered conducting.

Special problems related to the effect of pulser design on thyatron performance and, to some extent, to the effect of thyatron characteristics on pulser performance are discussed in the following sections.

8-12. The Anode Circuit. Variation of Tube Drop with Time.—The major tube characteristic affecting the performance of the anode circuit is the variation of tube drop with time. It may be divided into two regions: an initial, or ionization period, when the drop is relatively high, and a conducting period during the pulse when the tube drop is relatively low. In Fig. 8-43 is shown the relation between the tube drop, current, and impedance, as a function of time. The data for the curves were obtained from oscillographic records of the operation of a 4C35 in a 50-ohm pulser circuit. The portion of the curves to the left of 0.05 \( \mu \)sec represent conditions in the tube during the time that the gas is being ionized. This section of the curves is called the ionization period. The portion of the curves to the right of 0.05 \( \mu \)sec, occurring after the gas is fully ionized, is the conducting period during which the tube drop remains relatively constant.

Ionization time and the shape of the voltage-time curve during ionization are almost entirely independent of the external circuit, that is, they are a function of tube characteristics only, mainly because of the high anode voltages employed in pulser applications, which insure that any electrons present are accelerated sufficiently to ionize the gas. The
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Fig. 8-43.—Tube drop, current, and impedance as a function of time for a 4C35 hydrogen thyatron \((V_N = 8 \text{ kv}, I_p = 90 \text{ amp}, \tau = 1.1 \mu \text{sec})\).

ionization time depends primarily on the probability of the collision of electrons with hydrogen molecules, and on the length of the path to be ionized. The factors affecting ionization time are, therefore, primarily the tube dimensions and gas pressure; the quality of the cathode has little influence on this characteristic. The ionization time is approximately proportional to the tube dimensions, hence large tubes have a longer ionization time than small tubes. The ionization time is about 0.03 μsec for the 3C45, 0.045 μsec for the 4C35, and 0.07 μsec for the 5C22 at nominal operating pressures. Gas pressure has a very marked effect on the ionization time; a high gas pressure materially reduces the time required to establish conduction, whereas a low gas pressure increases it. When the gas pressure becomes very low, the ionization time may become long enough to affect the pulse shape considerably. Since ionization time is primarily a tube characteristic, parameters such as anode current, rate of rise of anode current, and initial plate voltage have very little effect on the time required to establish conduction.

After conduction has been established the tube drop during the pulse is a function of tube current and of the quality of the oxide cathode. As can be seen from Fig. 8-44, the tube drop during the pulse does not vary appreciably with anode current. On the other hand, the quality of the cathode has as much effect on the tube drop as the variations in current. For most pulser applications, the tube drop has a negligible effect on pulser performance.

**Tube Dissipation.**—Since tube dissipation is one of the factors limiting tube performance, the parameters affecting it deserve considerable attention. In Fig. 8-45, is shown a plot of tube dissipation versus time for a single pulse of 1.1-μsec duration. The data for this curve were obtained from the volt-ampere characteristics of Fig. 8-43, considering the dissipation as the product of tube drop and tube current. The total integrated area under the curve is 9.8 × 10⁻³ joules, of which approximately 25 per cent is under the initial spike that occurs during the ionization period. The circuit parameters affecting tube dissipation per pulse are pulse current, pulse duration, anode voltage, and rate of rise of anode
current. For short pulses, where a large proportion of the tube dissipation occurs in the initial spike, the most important parameters are the anode voltage and the rate of rise of anode current. For long pulses the factors controlling tube dissipation are the anode current and the pulse duration.

In general, tube dissipation increases with decreasing pulse duration and constant duty ratio, since the average energy dissipated in the initial spike is proportional to pulse recurrence frequency and independent of pulse duration. This effect is accelerated by the increased rate of rise of current associated with the shorter pulses. The tube dissipation for short pulses can be reduced considerably by limiting the rate of rise of anode current. For a given pulser circuit, tube dissipation is also approximately proportional to the square of the applied anode voltage. Excessive tube dissipation shortens the life of the tube and can usually be detected through excess anode heating, which causes the anode to glow with a red color. If the anode of a tube turns red, either it is being operated above the ratings, or the gas pressure is too low.

**Forward Anode Voltage.**—The forward anode voltage applied to the thyatron is limited by the maximum tube ratings and the method of applying it can considerably influence the maximum pulse recurrence frequency. If the pulses are spaced equally in time, linear charging, resonant charging, and diode charging are all equally satisfactory from the standpoint of obtaining a constant output pulse voltage. There is, however, a significant difference between the anode-voltage waveforms for linear charging and that for resonant charging, as shown in Fig. 8.46. During the period immediately following the pulse the anode voltage is much lower for resonant charging than it is for linear charging. When a positive voltage is applied to the thyatron before it has completely deionized, the tube starts to conduct when the anode voltage reaches the critical reignition voltage, which is about 100 to 200 volts, without the application of a trigger voltage. As a result, continuous conduction in the thyatron usually occurs, which causes the pulser to draw an excessive power-supply current. With resonant charging, the time required to reach this critical reignition voltage is a maximum. Any deviation from this condition causes a decrease in the maximum pulse recurrence frequency.

**Inverse Anode Voltage.**—Inverse anode voltage may be divided into two types: that which appears immediately after the pulse, usually
because of mismatch, and that which appears during the interpulse interval, associated with a-c resonant-charging circuits. Since effect on tube performance is somewhat different in the two cases, they are considered separately. If the load impedance is less than the network impedance, the anode potential becomes negative immediately after the pulse. The amount of this inverse voltage depends on the degree of mismatch, and it should not exceed the rating for the tube. When a high inverse voltage is applied to the anode before the ions in the grid-anode space have time to recombine, the ions are pulled into the anode with high velocity, and cause serious sputtering of the anode material. If the inverse voltage is high enough, a low-impedance arc may form between the anode and the grid, resulting in even more serious sputtering of these surfaces and, since the low-impedance arc removes the normal inverse voltage, the forward voltage of the next pulse is low. The time required for the grid-anode space to deionize is not known accurately, but it is about 5 μsec. Because of the relatively small grid-anode spacing, this time is much shorter than that required for the grid-cathode space to deionize; hence deionization problems are concerned mainly with conditions in the grid-cathode region.

If the load is short-circuited, the thyatron conducts a current twice the normal pulse current, and the inverse voltage on the tube greatly exceeds its rating. Until a means of eliminating magnetron-sparking is found, there does not seem to be any remedy for this condition; however, there is no evidence that the thyatron life is seriously shortened by the amount of sparking that is usually tolerable in a radar transmitter.

For a given circuit, the presence of inverse anode voltage increases the maximum recurrence frequency that can be obtained, before the thyatron starts to conduct continuously.¹ As is shown in Fig. 8-47, the effect of inverse voltage is to increase the time that elapses before the anode potential reaches the reignition voltage. This effect is similar to that caused by the difference between linear and resonant charging as illustrated in Fig. 8-46. Higher recurrence frequencies can be obtained with resonant charging and some inverse voltage on the network. A condition to be avoided is one in which the load impedance is higher than the network impedance. With a mismatch of this type, the anode voltage may not fall below the extinction voltage of the thyatron, and continuous conduction may result.

The practice of using a shunt diode in thyratron-pulser circuits changes the effect of inverse voltage on thyratron operation. A typical anode-voltage waveform, with linear charging which shows the removal of inverse voltage by a shunt diode, is given in Fig. 8.48. The impedance in the diode circuit is usually so great that the peak inverse voltage is not greatly changed, and the time required to remove the inverse voltage is long compared with the deionization time of the grid-anode space. Hence, sputtering of the anode and grid-anode breakdown are not greatly reduced by the presence of a diode. However, the diode does remove the inverse voltage quickly enough to nullify its effect on the time for deionization of the grid-cathode space, and hence lowers the maximum recurrent frequency.

A-c resonant-charging circuits apply an inverse anode voltage that is comparable to the forward voltage. The maximum inverse voltage usually occurs near the middle of the interpulse interval, after the thyratron has become completely deionized, and hence has no adverse effect on the tube. Test data indicate that life expectancy is probably as great with a-c charging as with d-c charging, except possibly at high recurrence frequencies.

Rate of Rise of Anode Current.—The rate of rise of anode current influences anode dissipation and, under some conditions, may cause cathode sparking. Anode dissipation and its relation to rate of rise of current are discussed in an earlier part of this section. Cathode sparking, although comparatively rare, may occur with very high rates of rise of anode current, particularly when the cathode temperature is low. During the development of hydrogen thyratrons, various limits were placed on the maximum rate of rise of anode current, starting as low as 600 amp/μsec. This figure was based on British experience with mercury thyratrons; however, tests on hydrogen thyratrons have indicated that they are not damaged by a high rate of rise of current, the major limitation on this rate being anode dissipation.

In general, the rate of rise of anode current depends both on the network design and on the pulser design. For type E networks it becomes lower as the number of sections is reduced, and is lower for long pulses than for short pulses. One very troublesome source of high rates of rise of current is the stray capacitance across the thyratron. As shown in Fig. 8.49, this capacitance can originate in the filament transformers for hold-off and shunt diodes, and in the capacitance between the network
and its container. Excessive cabled wiring in the thyatron circuit may also introduce appreciable stray capacitance.

When the thyatron breaks down, these capacitances discharge through the tube, the rate of rise of current being limited only by the wiring inductance and thyatron impedance. The current flows in the thyatron and not through the load; hence, in checking the thyatron pulse current and the rate of rise of current, it is important to make the measurements at the tube. For small capacitances, the thyatron current differs only slightly from the load current, as shown in Fig. 8.50a. Pulser designs have been encountered, however, where the difference was as great as that shown in Fig. 8.50b. The high-frequency oscillation in the thyatron current is apparently due to oscillations between the distributed capacitance and the inductance of the circuit wiring. The effects of distributed capacitance may be reduced to a minimum by careful design of the components and circuit layout. For type E networks, the effect of the stray capacitance between the network and the case can be reduced by connecting the coil terminal to the thyatron, thus placing a small inductance in series with the distributed capacitance of the network. In some cases it may be necessary to add a small inductance of about 5 μh in series with the thyatron anode lead. Such an inductance may distort the pulse shape slightly, particularly for short pulses, but it will effectively limit the rate of rise of thyatron current.

8.13. The Grid Circuit.—One of the important advantages of hydrogen thyatrons as compared with other gaseous-discharge switches is
their excellent triggering properties. They can be triggered precisely, with very small delay and time jitter, by a low-voltage low-power trigger pulse that can be obtained from receiving-tube circuits. The variation in delay from tube to tube during life and with changes in operating parameters is also small. Because of the importance of precise synchronization, the triggering properties of thyratrons have been carefully studied. It has been found that the major circuit parameters affecting delay and jitter are the amplitude and rate of rise of the trigger pulse, and the thyratron anode voltage. Neither hydrogen pressure nor cathode temperature have much effect on the time delay or jitter as long as they are kept within the normal operating range. The variation in triggering characteristics with circuit parameters has been measured for a large number of tubes. Most of the data has been obtained with the 4C35, but enough tests have been conducted with the other types to demonstrate that the same general conclusions hold.

As has previously been explained, hydrogen thyratrons differ from the more common thyratron types in that they are designed with a positive grid-control characteristic. In order to trigger the tube, it is necessary to drive the grid sufficiently positive to draw grid current between the grid and cathode. The voltage required to start conduction between the grid and cathode and the time that elapses before conduction starts depend on the rate of rise of the applied grid voltage, as shown in Fig. 8.51. When conduction has been established and the grid-cathode space is ionized, the anode-grid space breaks down with a very short delay. As a result of this breakdown, the grid is momentarily raised to a high potential, falling back to a potential equal to the cathode potential plus the normal grid-cathode drop in a time comparable to the thyratron ionization time.

A pair of synchroscope photographs of the thyratron grid voltage are shown in Fig. 8.52. Trace A of Fig. 8.52a is the open circuit trigger voltage and trace B is the grid voltage when grid-cathode breakdown occurs. The effect on the grid voltage of the glow discharge and subsequent entire breakdown of the anode-cathode space referred to previously, is shown in Fig. 8.52b. The anode fires within 0.05 μsec of the time when the grid fires. In addition, the presence of the anode voltage slightly
lowers the grid-cathode breakdown voltage. As the anode voltage is decreased, its effect on grid-cathode breakdown becomes less, and the delay between grid-cathode breakdown and anode breakdown increases; these effects combine to increase the time between the application of grid voltage and anode breakdown. This time is considered to be the interval between the time when the grid voltage exceeds 6 volts and the time when the anode fires.

Since the delay time is important in the design of precisely synchronized equipment, it has been measured over a wide range of conditions. Figure 8.53 shows the effect of rate of rise of trigger voltage on the delay time with a constant trigger amplitude of 150 volts. Curve C is the average delay time for a group of 78 tubes, while curves A and B represent the longest and shortest delay times observed. From these curves it can be seen that, above about 200 to 300 volts μsec, the reduction in time delay is small compared with the increase in the rate of rise of trigger voltage. In some applications in which a short delay time was desired, trigger pulses rising at the rate of 1200 volts/μsec have been used. For most applications, however, a rate of rise of about 200 volts/μsec is adequate. The variation in delay time with anode voltage is relatively small, being about 0.07 μsec from full to ½ maximum anode voltage. Decreasing the anode voltage increases the delay time. There is also some variation in delay time with life; in general, this delay decreases as the tube grows older, the maximum variation in delay with life being about 0.1 μsec. The effect of trigger impedance on the delay time has been studied over a range from a hundred to several thousand ohms. It was found that the delay time decreased about 0.1 μsec when the impedance was changed from 2000 to 200 ohms, and that no decrease occurred
for impedances less than 200 ohms. The usual trigger circuits have an internal impedance of 300 to 500 ohms.

Time jitter, or the variation in time delay from pulse to pulse, is invariably less than 0.05 μsec with the trigger voltage shown in Fig. 8.52 and a trigger impedance of 500 ohms. Until recently, there has been no need for reducing the time jitter below this level, and no equipment for making significant measurements of shorter time intervals. There has, therefore, been no extensive investigation of time jitter, except for a few measurements on the 5C22. The results tabulated in Table 8.5 show the effect that variations in the trigger parameters have on time jitter in the breakdown of a group of twenty-five 5C22's. Trigger A has the minimum amplitude and rate of rise permitted by tube specifications. It has been observed that jitter is associated with the a-c field produced by the cathode heater; however, it can be reduced below a measurable value by the use of d-c heater power.

Table 8.5.—Effect of Variations in Trigger Parameters on Time Jitter

<table>
<thead>
<tr>
<th>Trigger</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude, volts</td>
<td>150</td>
<td>195</td>
</tr>
<tr>
<td>Rate of rise, volts/μsec</td>
<td>150</td>
<td>850</td>
</tr>
<tr>
<td>Output impedance, ohms</td>
<td>620</td>
<td>230</td>
</tr>
<tr>
<td>Average time jitter for 25 5C22's, μsec</td>
<td>0.03</td>
<td>0.003</td>
</tr>
</tbody>
</table>

The trigger generator for hydrogen thyatronics may be any of the various low-level pulse generators used in other parts of the radar system. A commonly used source consists of a regenerative pulse generator with a cathode-follower output, as shown in Fig. 8.54. The major requirements are a suitable output pulse shape and a low internal impedance, preferably not more than 500 ohms. As explained in connection with Fig. 8.52b, the beginning of anode-current flow is associated with a high grid-voltage spike, which may approach the anode potential. This spike is usually of very short duration and has little energy associated with it, but it may cause the driving circuit to become unstable, or cause
the electrical breakdown of the low-voltage driver components. In order to avoid these difficulties, a low-pass filter circuit is usually connected between the thyratron grid and the driver. Such a filter is essential when using a high-voltage tube like the 5C22, and is desirable with the 4C35 and 3C45. A typical filter circuit is shown in Fig. 8.54; its design is not critical, and in many cases a simple L-section filter is used. Since the voltages in the filter circuit may be very high, both the chokes and the condensers should have a rating of at least 2500 volts.

The impedance to ground in the thyratron grid circuit is important, particularly for high pulse recurrence frequencies. By keeping this impedance low, it is possible to minimize the effects of thyratron anode-grid capacitance, and to influence the deionization characteristics.

Because of the close grid-anode spacing, hydrogen thyratrons have a large grid-to-anode capacitance of about 10 to 15 μF. This capacitance causes coupling between the grid and anode circuits, which may pull the grid positive during the anode-charging cycle and cause the tube to break down. The effect of this coupling is most serious at high pulse recurrence frequencies when the rate of rise of anode voltage is high, or under conditions where high-frequency transients may appear at the thyratron anode during the charging cycle. Essentially, the grid-to-ground impedance consists of the thyratron grid resistor in parallel with the series combination of the coupling condenser and the cathode-follower resistor. The values for these components given in Fig. 8.54 are suitable for most applications. In order to obtain a low grid-to-ground impedance, the grid resistor may be replaced by an inductance of 2 to 5 mh. The low d-c resistance of this coil and its low reactance at the charging frequencies insure negligible coupling between the grid and the anode.

At high pulse recurrence frequencies, the deionization time of the grid-cathode region may become a limiting parameter. Since deioniza-
tion, or the recombination of the ions, takes place largely at the grid surface, it can be accelerated by applying a negative grid bias to pull the ions to the grid. One means of applying a bias is shown in Fig. 8:55. The time required to remove the ions depends on the degree of ionization, which is a function of the pulse current, on the bias voltage, and on the impedance in series with this voltage. In other words, a charge represented by the ions must be removed by a current, $i_v$, flowing in the bias circuit. Figure 8:56 shows the grid voltage and current for a 5C22 thyratron operating with a peak anode current of 160 amp, and a bias voltage of $-45$ volts. Two curves are given, one for an inductance $L_g$ of 1 mh, and one for an inductance of 5 mh; they show clearly the effect of series impedance on the rate of removal of ions. Since this rate depends on both the series impedance and the bias voltage, a similar result can be obtained by increasing the bias voltage and maintaining $L_g$ at 5 mh. The rate of removal of ions is such that the inductance of $L_g$ is more important than its resistance, resistances up to 500 ohms having little effect on the deionization time.

In many circuits it is desirable to couple the trigger to the thyratron grid through a transformer. Such circuits must be used with care, since the transformer secondary may present a very high grid impedance, particularly with a cathode-follower driver. After the trigger pulse the tube in the cathode-follower stage is nonconducting, and the transformer primary is shunted only by its cathode resistor, which may be of considerable magnitude. When a transformer is used either the primary or the secondary must be loaded with a suitable impedance.
CHAPTER 9

THE CHARGING CIRCUIT OF THE LINE-TYPE PULSER

BY H. J. WHITE, P. C. EDWARDS, AND H. H. KOSKI

In line-type pulsers, all the energy stored in the pulse-forming network is normally dissipated during the pulse and it is necessary to recharge the network during the interpulse interval. Since the voltage-fed network is used in preference to the current-fed network in the overwhelming majority of practical applications, the detailed discussion of the theory and practice of network charging given in this chapter is restricted to the voltage-fed network. The charging circuit for a voltage-fed network, as shown schematically in Fig. 9-1, consists of a power supply, charging element, pulser load, and the network.

Although the charging circuit has little effect on the output characteristics of a pulser, the design of the circuit and the choice of the circuit components are of vital importance to the over-all pulser operation and efficiency. One of the important considerations in the design of the circuit is that the same amount of energy must be stored in the network for each pulse. Another consideration is that the charging element must isolate the power supply from the switch during the pulse and for a short time immediately after the pulse. (The isolation during the pulse is necessary to minimize the current flowing from the power supply through the switch during the pulse interval, and the isolation immediately following the pulse is necessary to allow the gaseous-discharge switch to deionize and return to its nonconducting state.) Finally, since the pulsers considered here are power devices, it is important that the charging circuit be designed for high efficiency.

In general, the charging element can be either a resistance or an inductance. A resistance in series with the energy-storage condenser of a voltage-fed network and the power supply is a simple method of meeting the first two requirements stated above, but the inherent efficiency of

---

1 Section 9.3 by P. C. Edwards and Sec. 9.8 by H. H. Koski, both of the General Electric Company, Pittsfield, Mass., the remainder of Chap. 9 by H. J. White.
such an arrangement is well known to be never greater than 50 per cent. The use of an inductance as the charging element, however, makes it possible to design the charging circuit for a very high efficiency and to obtain better isolation between the power supply and the switch than is possible with resistance charging under the same conditions of recurrence frequency and pulse power. As a result, inductance charging has been used almost exclusively in pulsers for microwave radar.

The power supply may be either d-c or a-c, depending on the nature of the switch to be used, the pulse power, the recurrence frequency, and the required flexibility. Since the design of the charging circuit depends on the type of power supply, it is logical to divide the discussion into two parts: inductance charging from a d-c supply, and inductance charging from an a-c supply.

**INDUCTANCE CHARGING FROM A D-C POWER SUPPLY**

9.1. General Analysis of D-c Charging.—It is usually possible to analyze the behavior of the charging circuit by making the following simplifying assumptions:

1. The pulse-forming network is represented by the capacitance \( C_N \) appearing between its terminals. The effect of the PFN inductances on the charging voltage wave can be neglected because the frequencies involved during the charging cycles are very low compared with the natural resonant frequency of the network meshes.

2. The pulser switch is assumed to be perfect—that is, its deionization is assumed to be instantaneous after the discharge of the network—and can be considered as an open circuit.

3. The shunt inductance of a pulse transformer used with a unidirectional load has a negligible effect compared with the inductance of the charging reactor.

4. The charging reactor is assumed to be linear, that is, its flux is assumed to be proportional to the current. Its inductance must therefore be constant.

The equivalent charging circuit can then be represented by Fig. 9-2 in which the switch \( S \), not present in actual pulsers, is inserted as a schematic means of starting the charging cycle after the discharge of the pulse-forming network. The differential equation for this circuit, in terms of the instantaneous charge \( Q_N \) on the network, is

\[
L_e \frac{d^2q_N}{dt^2} + R_e \frac{dq_N}{dt} + \frac{q_N}{C_N} = E_{bo},
\]

where \( R_e \) is the resistance of the charging inductor and \( E_{bo} \) is the power-
supply voltage. If it is assumed that there is an initial current $i_c(0)$ in the charging inductance $L_c$ and an initial voltage $v_N(0)$ across the network capacitance $C_N$, the initial conditions imposed on Eq. (1) are:

$$q_N(0) = C_N v_N(0)$$

and

$$\left( \frac{dq_N}{dt} \right)_{t=0} = i_c(0).$$

With these initial conditions, Eq. (1) leads to the following Laplace-transform equation:

$$q_N(p) = \frac{E_{bb}}{L_c p} \frac{1}{p^2 + \frac{R_c}{L_c} p + \frac{1}{L_c C_N}} + \frac{p + \frac{R_c}{L_c} q_N(0)}{p^2 + \frac{R_c}{L_c} p + \frac{1}{L_c C_N}} + \frac{i_c(0)}{p^2 + \frac{R_c}{L_c} p + \frac{1}{L_c C_N}}. \quad (3)$$

Let

$$a = \frac{R_c}{2L_c}, \quad \omega_0^2 = \frac{1}{L_c C_N}, \quad \omega^2 = \omega_0^2 - a^2 = \frac{1}{L_c C_N} - \frac{R_c^2}{4L_c^2}.$$ 

Then Eq. (3) becomes:

$$q_N(p) = C_N E_{bb} \left[ \frac{1}{p} - \left( \frac{p + a}{(p + a)^2 + \omega^2} \right) + q_N(0) \frac{(p + a) + a}{(p + a)^2 + \omega^2} \right] + q_N(0) \frac{1}{(p + a)^2 + \omega^2} + i_c(0) \frac{1}{(p + a)^2 + \omega^2}.$$ 

and the corresponding time function can be obtained by inverse transformation from tables of Laplace-transform pairs. For the oscillatory case, which is the only one of interest here, the time function is

$$q_N(t) = C_N E_{bb} \left[ 1 - e^{-at} \left( \cos \omega t + \frac{a}{\omega} \sin \omega t \right) \right] + q_N(0) e^{-at} \left( \cos \omega t + \frac{a}{\omega} \sin \omega t \right) + i_c(0) e^{-at} \frac{\sin \omega t}{\omega}. \quad (4)$$

The expression for the network voltage follows immediately.

$$v_N(t) = \frac{q_N(t)}{C_N} = E_{bb} + e^{-at} \left\{ [v_N(0) - E_{bb}] \left[ \cos \omega t + \frac{a}{\omega} \sin \omega t \right] + \frac{i_c(0)}{C_N \omega} \sin \omega t \right\}. \quad (5)$$
By differentiating Eq. (4) and simplifying, the expression for current becomes

$$i_c(t) = e^{-at} \left\{ \frac{E_{bb} - v_N(0)}{L_c} \frac{\sin \omega t}{\omega} + i_c(0) \left[ \cos \omega t - \frac{a}{\omega} \sin \omega t \right] \right\}. \quad (6)$$

As stated before, it is necessary that the pulse-forming network be charged to the same potential each time the discharge switch closes if all the output pulses are to be of the same amplitude. Examination of Eq. (5) indicates that, if this condition is met, and if the charging period is the same before all pulses and equal to the recurrence period $T_r$, the initial conditions, $v_N(0)$ and $i_c(0)$, must be the same for each cycle. The value of $v_N(0)$ depends on the load characteristics and is usually constant, except in cases of faulty load behavior discussed in Chap. 10. Because of the short pulse durations that are involved, the current in the inductance at the beginning of a charging cycle can be considered equal to that at the end of the preceding charging cycle. Then, $i_c(0) = i_c(T_r)$. From Eq. (6),

$$i_c(0) = i_c(T_r) = e^{-a T_r} \left[ \frac{E_{bb} - v_N(0)}{L_c} \frac{\sin \omega T_r}{\omega} \right. \left. + i_c(0) \left( \cos \omega T_r - \frac{a}{\omega} \sin \omega T_r \right) \right].$$

Solving,

$$i_c(0) = \frac{E_{bb} - v_N(0)}{L_c} \frac{\sin \omega T_r}{e^{a T_r} + \frac{a}{\omega} \sin \omega T_r - \cos \omega T_r}, \quad (7)$$

and the following general expression for network voltage $v_N(t)$ is obtained by substituting Eq. (7) into Eq. (5):

$$v_N(t) = E_{bb} + [E_{bb} - v_N(0)]e^{-at} \left[ \frac{\sin \omega t \sin \omega T_r}{(e^{a T_r} - \cos \omega T_r + \frac{a}{\omega} \sin \omega T_r)L_c C_N \omega^2} \right. \left. - \left( \cos \omega t + \frac{a}{\omega} \sin \omega t \right) \right]. \quad (8)$$

The value of network voltage at the time of discharge is given by

$$v_N(T_r) = E_{bb} + [E_{bb} - v_N(0)]e^{-a T_r} \left[ \frac{\sin^2 \omega T_r}{(e^{a T_r} - \cos \omega T_r + \frac{a}{\omega} \sin \omega T_r)L_c C_N \omega^2} \right. \left. \left( \cos \omega T_r + \frac{a}{\omega} \sin \omega T_r \right) \right]. \quad (9)$$

By substituting Eq. (7) in Eq. (6) in the same way a general expression for the current that charges the network is obtained, that is,
If the resistance \( R_e \) can be neglected, that is, if there are no circuit losses, \( \alpha = 0 \), the expressions (8) and (10) for voltage and current may be simplified to

\[
v_N(t) = E_{bb} + [E_{bb} - v_N(0)] \frac{\sin 2t - \frac{T_r}{2}}{2 \sqrt{L_c C_N}}
\]

and

\[
i_e(t) = \frac{E_{bb} - v_N(0)}{\sqrt{\frac{L_c}{C_N}}} \frac{\cos \frac{T_r - 2t}{2 \sqrt{L_c C_N}}}{\sin \frac{T_r}{2 \sqrt{L_c C_N}}}.
\]

(Equations (11) and (12) are not valid if \( T_r/2 \sqrt{L_c C_N} = n\pi \).)

The network voltage at the time of discharge given by Eq. (9) reduces to

\[
v_N(T_r) = 2E_{bb} - v_N(0).
\]

In the case of a lossless circuit, the sum of the initial and final network voltages is always equal to \( 2E_{bb} \), regardless of the value of the inductance chosen. Practical circuits always have losses, however, but if the "quality factor," \( Q \), of the charging circuit is kept high—10 or more—the ratio of network to power-supply voltage is only slightly less than two, and is not greatly affected by the actual value of inductance that is used.

As a check on the previous computations, it is easy to arrive at Eq. (13) by very simple physical considerations. Again consider the circuit of Fig. 9.2, and assume \( R_e = 0 \) and an initial voltage \( v_N(0) \) on the network. Assume that the energy stored in the inductance is the same at the end as at the beginning of the charging cycle, and that a charge \( q_N \) has been transferred from the battery to the network, resulting in a voltage \( v_N(T_r) \). Then, to satisfy the law of conservation of energy,

\[
q_N E_{bb} = \frac{C_N}{2} \{[v_N(T_r)]^2 - [v_N(0)]^2\}.
\]

But the electric charge

\[
q_N = C_N[v_N(T_r) - v_N(0)].
\]

Hence,

\[
q_N E_{bb} = \frac{q_N}{2} [v_N(T_r) + v_N(0)],
\]

or

\[
v_N(T_r) = 2E_{bb} - v_N(0).
\]
Equation (7) indicates that the initial current in the inductance \( i_\ell(0) \) may be either positive, zero, or negative, depending on the relative values of both the natural resonant period, \( (2\pi/\omega) \), of the circuit and the pulse recurrence period. The special case where \( i_\ell(0) = 0 \) is called "resonant charging," and corresponds to the first zero of \( \sin \omega T_r \) as the argument increases, obtained when

\[
\omega T_r = \pi. \tag{14}
\]

For resonant charging, the expressions (5) and (6) for voltage and current may be simplified to

\[
v_N(t) = E_{bb} + e^{-\alpha t} [v_N(0) - E_{bb}] \left[ \cos \omega t + \frac{a}{\omega} \sin \omega t \right] \tag{15}
\]

and

\[
i_\ell(t) = \frac{E_{bb} - v_N(0)}{L_c \omega} e^{-\alpha t} \sin \omega t, \tag{16}
\]
giving a network voltage at the time of discharge

\[
v_N(T_r) = E_{bb} + [E_{bb} - v_N(0)] e^{-\alpha T_r}. \tag{17a}\]

This equation can be rewritten as a function of the quality factor of the circuit. Since

\[
Q = \frac{\omega L_c}{R_c}, \quad a = \frac{R_c}{2L_c}, \quad \text{and} \quad \alpha T_r = \frac{\pi}{2Q},
\]

the network voltage at the time of discharge is given by

\[
v_N(T_r) = E_{bb} + [E_{bb} - v_N(0)] e^{-\frac{\pi}{2Q}}. \tag{17b}\]

It is evident from Eq. (15) that the rate of change of the charging voltage is small in the region of the maximum value. Hence, there are several advantages in operating near resonant charging, namely, small variation in output power even if the time jitter in the switch is large, no overvolt-
ing when the switch misfires, and a slow buildup of the voltage after the pulse, allowing a maximum length of time for the switch to deionize. The value of inductance corresponding to resonant charging is readily obtained from Eq. (14), and can be expressed, if the effect of the resist-
ance is neglected, by

\[
L_r = \frac{1}{\pi^2 f_r^2 C_N}, \quad \text{where} \quad f_r = \frac{1}{T_r}.
\]

Since the resonant frequency of the circuit is given by

\[
f_r = \frac{1}{2\pi \sqrt{L_c C_N}}.
\]
it is immediately evident that

\[ f_r = 2f_0. \]

For any value of inductance larger than \( L_r \), so-called "linear charging" results, that is, the voltage on the network is still rising at the time the switch is fired. At equilibrium, the voltage is essentially the same as that obtained by resonant charging when a choke with the same \( Q \) is used. In this case, the current in the charging choke never reaches zero, and the degree of linearity of both the charging voltage and current depends on the ratio of the actual circuit inductance to that which would produce resonance. By taking advantage of linear charging the same value of inductance can be used throughout large ranges of recurrence frequencies and pulse-forming-network capacitances. Care must be taken to insure that the switch operation is free from time jitter, and that the inductance current is small enough to allow the switch to deionize. Satisfactory deionization can usually be obtained by allowing a small inverse voltage to appear on the network after the pulse.

If the value of charging inductance is made smaller than that corresponding to resonant charging, the initial current \( i_r(0) \) is negative, and \( T_r \) is longer than one half the natural period of the circuit. Consequently, additional losses occur in the circuit, and the pulse-forming network must be able to withstand a voltage higher than that at which the discharge takes place. For these reasons, the pulse recurrence period is never allowed, in practice, to become more than about 10 per cent larger than one half the natural period of the circuit. If other requirements of the pulser dictate the use of a small value of charging inductance, a simple artifice is used: a charging diode is connected in series between the charging reactor and the pulse-forming network. This diode prevents reversal of current, and the voltage on the pulse-forming network assumes the shape indicated by Eq. (17) until the maximum value is reached. Except for possible leakage, the voltage remains at a maximum until the switch is fired. The shapes of charging-voltage and current waves for typical charging circuits and values of inductance are shown in Fig. 9.3 where the inductance \( L_r \) corresponds to the special case of resonant charging. It is therefore evident that inductance charging from a d-c power supply allows a great flexibility in the operation of a line-type pulser. This feature has been largely responsible for making the line-type pulser a competitor of the hard-tube pulser where variable pulse durations and recurrence frequencies are required; a pulser of this type has been produced with pulse durations varying in the ratio of one to twenty and recurrence frequencies varying in the ratio of one to eight.

Two quantities—the average and effective current—are necessary to the study of both the pulser charging circuit and charging inductance.
They can be obtained by integration over the charging period, using the well-known relations

\[ I_{av} = \frac{1}{T_r} \int_0^{T_r} i_c(t) \, dt, \]

and

\[ I_{\text{rms}}^2 = \frac{1}{T_r} \int_0^{T_r} [i_c(t)]^2 \, dt. \]

It is easier, however, to obtain the average current by considering the charge on the network, thus

\[ I_{av} = \frac{q_N}{T_r} = f_s C_N \left[ v_N(T_r) - v_N(0) \right]. \]  

The expression for the effective value of the current is sufficiently accurate for most purposes if losses are neglected. The current \( i_c(t) \) is given by Eq. (12); therefore,
\[ I_{c,\text{rms}}^2 = \frac{1}{T_r} \int_0^{T_r} \frac{[E_{bb} - v_N(0)]^2}{L_c \sin^2 \frac{T_r}{2} \sqrt{L_c C_N}} \cos^2 \left( \frac{T_r - 2t}{2 \sqrt{L_c C_N}} \right) \, dt \]

\[ = \frac{[E_{bb} - v_N(0)]^2}{2 \frac{L_c}{C_N} \sin^2 \frac{T_r}{2} \sqrt{L_c C_N}} \left( 1 + \frac{\sqrt{L_c C_N}}{T_r} \sin \frac{T_r}{\sqrt{L_c C_N}} \right). \tag{19} \]

The ratio of \( I_{c,\text{rms}} \) to \( I_{cav} \), obtained from Eqs. (19), (18), and (13), is known as the “form factor,” that is,

\[ \frac{I_{c,\text{rms}}}{I_{cav}} = \sqrt{2L_c C_N} \frac{T_r}{\sin \frac{T_r}{2} \sqrt{L_c C_N}}. \tag{20} \]

For the special case of resonant charging, where \( T_r/\sqrt{L_c C_N} = \pi \), the form factor reduces to \( \pi/2 \sqrt{2} = 1.11 \), the expected value for a sine wave. As the charging inductance increases, the form factor decreases and approaches unity, as is to be expected since the current approaches a constant value as the value of the inductance approaches infinity.

The efficiency of inductance charging can be readily obtained as the ratio of the energy supplied to the network during the charging cycle to the energy taken from the power supply during the same period. Thus

\[ \eta_c = \frac{\frac{1}{2} C_N [v_N^2(T_r) - v_N^2(0)]}{E_{bb} I_{cav} T_r} \]

Substituting \( I_{cav} \) from Eq. (18) and simplifying,

\[ \eta_c = \frac{v_N(T_r) + v_N(0)}{2E_{bb}} \tag{21} \]

For the case of resonant charging, \( v_N(T_r) \) is given by Eq. (17b) and Eq. (21) may be simplified to

\[ \eta_c = \frac{1 + e^{-\frac{\pi}{2Q}}}{2} + \frac{v_N(0)}{E_{bb}} \left( 1 - e^{-\frac{\pi}{2Q}} \right) \approx 1 - \frac{\pi}{4Q} \left( 1 - \frac{v_N(0)}{E_{bb}} \right). \tag{22} \]

In many cases, \( v_N(0) \) is equal to zero, and the charging efficiency is given simply by

\[ \eta_c = 1 - \frac{\pi}{4Q}. \tag{22a} \]

It is seen that the efficiency varies from about 92 to 96 per cent values of \( Q \) ranging from 10 to 20, whereas for resistance charging the efficiency is only 50 per cent.
9.2. Practical D-c Charging Reactors.—The approximate ranges of values of inductance, average-current, peak-voltage, and recurrence-frequency requirements for the majority of d-c charging reactors used in microwave-radar applications are as follows:

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inductance</td>
<td>1 to 100 henrys</td>
</tr>
<tr>
<td>Average Current</td>
<td>0.01 to 1.0 amp</td>
</tr>
<tr>
<td>Peak Voltage</td>
<td>1 to 30 kv</td>
</tr>
<tr>
<td>Pulse Recurrence Frequency</td>
<td>200 to 4000 pps</td>
</tr>
</tbody>
</table>

The inductance and current requirements are such that it is nearly always advantageous to use iron-core inductors. Because of the high network voltages encountered and the surge voltage that appears between turns at the high-voltage end when the switch is closed, very careful insulating and processing of the units are required. Oil impregnation with hermetic sealing is used almost entirely for voltages higher than about 5 kv.

**Linearity Requirements for D-c Charging Reactors.**—In the theoretical treatment of d-c inductance charging, a linear reactor of constant inductance is assumed. Linear, or approximately linear, inductors are also the most satisfactory in practice. As anticipated from physical considerations, small departures from linearity affect the results only slightly. Large variations in the charging inductance produced by saturation of the iron core are usually not permissible because of the excessive power loss and the possibility of operating in a region of nonrepeating charging voltage.

In the theoretical discussion of d-c charging it is shown that, when using a linear charging choke, repeating transients may occur under all conditions. The proof is not valid when the inductance varies with the current or, more specifically, when the total magnetic flux in the reactor is not proportional to the current. For a nonlinear reactor, the differential equation for the charging current must be written in the form

\[
\frac{N_c}{10^6} \frac{d\phi_e}{dt} + R_{ac}i + \frac{1}{C_N} \int i_e dt = E_{dc},
\]

where \(N_c\) is the number of turns on the reactor and \(\phi_e\) is the total flux, which is assumed to be confined to the core. The total flux \(\phi_e\) is a function of the charging current, \(\phi_e = \phi(i_e)\), which may be found by experiment and has the form shown in Fig. 9.4. Equation (21) may then be solved graphically or numerically for \(i_e(t)\). It should be noted, however, that this method of solution does not prove that the repeating transients required for stable d-c charging exist.
At currents sufficiently below saturation, $\phi_c \approx k_i_c$ and the reactor becomes approximately linear. As the core becomes saturated, the incremental inductance $N_e \frac{d\phi_c}{di_c}$ becomes very small, and large increases in current are necessary to maintain a given voltage across the reactor. As a result high peak currents occur in the reactor when d-c charging is used.

Experimental charging-current and voltage waveforms for a typical nonlinear reactor are shown in Fig. 9.5. At $I_{av} = 44$ ma, the charging-current waveshapes are the same as those to be expected from a linear choke. At 50 ma, their loops have become quite peaked, indicating the onset of saturation. Finally at 52-ma average current, the loops no longer repeat from cycle to cycle, but rather repeat in alternate cycles, one cycle having a much higher peak current and condenser voltage than the other. This occurrence indicates a high degree of saturation and, of course, is not permissible in practice. A general explanation follows.

At low average currents there is no flux saturation of the iron core, and the charging waves are those for a linear reactor. As the average or direct current is raised, a point is reached where the reactor starts to become saturated at the current peaks. This saturation lowers the incremental inductance, which in turn increases the peak current. The effect tends to be regenerative and somewhat unstable, and causes the current peaks to increase rapidly in amplitude as the direct current is raised. At the same time, the period of the $L_C$-circuit decreases, caus-
ing the charging voltage to overshoot and the charging current to become negative before the switch is fired. As a result, the reactor inductance remains high for a longer period on the following cycle, and the current is thereby prevented from reaching the high peak value of the preceding cycle. Since a higher inductance also means a longer charging period, the reactor current still has a positive value at the instant when the network discharges. Saturation is encouraged by this positive value of the initial current, and the high and low current loops are repeated alternately in a perfectly stable manner. The whole phenomenon occurs because the reactor has a relatively high average inductance on one cycle and a relatively low average inductance on the following cycle.

The failure to obtain cycle-to-cycle repeating transients is a good illustration of the statement made earlier that repeating transients may or may not be obtained in any case, and that the proof of their existence is limited to linear reactors. Linearity is therefore important in the design of charging reactors for pulsers; however, its advantages have to be weighed against its cost.

It is possible to make charging reactors with any desired degree of linearity, but, in general, they are larger and heavier, the stricter the linearity requirement. Thus, for use in airborne sets, they are usually made somewhat nonlinear in order to save weight and size. When weight is not an important factor, the majority of charging reactors for pulsers designed at the Radiation Laboratory satisfy the following conditions for linearity and inductance variations.

1. Linearity. The inductance shall not change by more than 5 per cent measured at rated full-load and at half the rated full-load direct current.

2. Inductance value. The inductance shall be within the tolerance range of from +6 to −2 per cent of the design value.

Charging reactors for airborne applications are usually specified on the basis of samples that are tested in an electrical model of the pulser unit. Reactors having varying degrees of nonlinearity are tried until a satisfactory compromise is obtained between linearity and heating on the one hand and weight and size on the other hand. This method of design is justified on the basis of the large amount of adjustment necessary for airborne sets, and of the very large numbers in which these sets usually are made.

Inductance Measurements.—Inductance-measuring circuits are designed to simulate the current wave shapes for d-c resonant charging, which consist of a series of half sine-wave loops. Such a current can be obtained exactly by using a line-type pulser of adequate voltage and current capacities, but this method is very awkward, inconvenient,
and expensive. The voltage and current wave shapes can be simulated by the output of a full-wave rectifier consisting of an LR-circuit of the proper ratio. This method, on the other hand, is rather slow and inaccurate because it involves adjustment of the resistance until the wave becomes tangent to the zero axis on an oscilloscope. Hence, the simulating circuit shown in Fig. 9.6 has been used in preference to both the previous methods, and its explanation follows.

Superimposed direct and 60-cycle alternating currents are passed through the reactor $L_c$ under test, the alternating current being supplied by means of a transformer and the direct current by means of a d-c power supply to which an additional filter section $C_FL_F$ has been added. The capacitance $C$ provides a very low impedance path for alternating currents, and an accurate measurement of the alternating component of the current may be obtained by inserting an accurate a-c milliammeter in series with $C$.

In operation, the direct current is adjusted to the desired value and the alternating current is then adjusted so as to have a peak value equal to the direct current. For this condition, assuming a perfectly linear reactor and a purely sinusoidal voltage, the current wave becomes tangent to the zero axis and rises to a peak value equal to twice the direct current, as illustrated in Fig. 9.7.

The magnitude of the alternating current to be used is calculated from the relation

$$I_{c_{av}} = \frac{I_{s_{av}}}{\sqrt{2}}$$

Fig. 9.6.—Circuit for measuring the inductance of a charging reactor.

![Fig. 9.6.—Circuit for measuring the inductance of a charging reactor.](image)

Fig. 9.7.—Current through the charging reactor in the inductance-measuring circuit.

![Fig. 9.7.—Current through the charging reactor in the inductance-measuring circuit.](image)

The value of $L_c$ is given by

$$L_c = \frac{V_{\text{rms}}}{\omega_0 I_{\text{rms}}},$$

(23)

where the applied angular frequency $\omega_0 = 377$ for 60-cycle voltage. The use of 60-cycle voltage is preferred because both the frequency and wave shape supplied by the public utilities usually are accurately controlled, and also because 60-cycle frequency allows the use of relatively low alternating voltages to obtain the necessary (and sometimes high) values of alternating current. The meters used should be accurate to 1 per cent or better in order to obtain suitable accuracy for the inductance $L_c$.

The ratio of peak to average current for the wave of Fig. 9.7 is 2/1, whereas the ratio obtained in the pulser circuit for a linear reactor and resonant charging is $\pi/2 = 1.57$. The test circuit therefore imposes a higher peak current in the reactor than it will carry in actual service. The increase, which is by a factor of $4/\pi = 1.27$ for d-c resonant charging, may be regarded as a safety factor in the measurement. The factor is greater for linear charging, approaching the value 2 in the limit. Advantage may sometimes be taken of the decreased peak current occurring for linear charging in order to decrease the size of the reactor core.

When $L_c$ is nonlinear, the method of measurement outlined above gives an approximate average value for $L_c$ over the current range that is used. This value is satisfactory for checking inductors against the linearity and inductance conditions given in the preceding section.

The inductance-measuring equipment usually incorporates an oscilloscopic viewing system for directly observing the $B$-$H$ curve for the reactor under test. In Fig. 9.6 these added elements consist of the resistor $R_2$, the resistor and condenser $R_1$ and $C_1$, and the oscilloscope. The voltage across $R_2$ at each instant is proportional to the magnetizing force of the reactor, since

$$V_{R_2} = I_c R_2 = \frac{H_c \times 10}{4\pi N_c} R_2,$$

and is applied to the horizontal deflecting plates. The voltage across $C_1$, which is applied to the vertical deflecting plates, is proportional to the flux density, as is shown by the following calculations. Neglecting the voltage drop across the reactor resistance, the voltage across $R_1 C_1$ is given by

$$V_{L_c} = \frac{N_c}{10^8} \frac{d\phi_c}{dt} = \frac{N_c A}{10^8} \frac{dB_c}{dt},$$

where $A$ is the cross-sectional area of the core. If the values of $R_1$ and $C_1$ are chosen so that the current in that circuit is determined almost
exclusively by the resistance, the voltage across \( C_1 \) is given by

\[
V_{c_1} = \frac{1}{C_1} \int i \, dt = \frac{1}{C_1} \int \frac{V_{La}}{R_1} \, dt = \frac{N_c A}{R_1 C_1 \times 10^8} \int \frac{dB_c}{dt} \, dt = \frac{N_c A}{R_1 C_1 \times 10^8} B_c.
\]

The degree of linearity of a charging reactor is probably best shown by means of oscillograms. For an ideal perfectly linear reactor having no losses, the \( B-H \) oscillogram consists simply of two straight lines enclosing zero area. The \( B-H \) oscillogram for a well-designed iron-core

![B-H oscillograms for a typical d-c charging reactor rated at \( I_{\text{av}} = 0.10 \text{ amp} \).]

\[(a) \ I_{\text{av}} = 0.050 \quad (b) \ I_{\text{av}} = 0.100 \text{ amp}, \quad (c) \ I_{\text{av}} = 0.125 \text{ amp}, \quad (d) \ I_{\text{av}} = 0.150 \text{ amp}, \]
\[L_c = 31.6 \quad L_c = 28.1 \text{ henrys.} \quad L_c = 22.5 \text{ henrys.} \quad L_c = 18.8 \text{ henrys.} \]
\[I_{c_{\text{av}}}/I_{\text{av}} = 0.70 \]

\[(e) \ I_{\text{av}} = 0.050 \quad (f) \ I_{\text{av}} = 0.100 \text{ amp}, \quad (g) \ I_{\text{av}} = 0.125 \text{ amp}, \quad (h) \ I_{\text{av}} = 0.150 \text{ amp}, \]
\[L_c = 31.1 \quad L_c = 28.0 \text{ henrys.} \quad L_c = 25.9 \text{ henrys.} \quad L_c = 22.5 \text{ henrys.} \]
\[I_{c_{\text{av}}}/I_{\text{av}} = 0.40. \]

\[(i) \ I_{\text{av}} = 0.100 \quad (j) \ I_{\text{av}} = 0.125 \text{ amp}, \quad (k) \ I_{\text{av}} = 0.175 \text{ amp}, \quad (l) \ I_{\text{av}} = 0.200 \text{ amp}, \]
\[L_c = 29.0 \quad L_c = 26.5 \text{ henrys.} \quad L_c = 23.9 \text{ henrys.} \quad L_c = 19.2 \text{ henrys.} \]
\[I_{c_{\text{av}}}/I_{\text{av}} = 0.10. \]

Fig. 9-8.—\( B-H \) oscillograms for a typical d-c charging reactor rated at \( I_{\text{av}} = 0.10 \text{ amp} \). 

\[B \text{ is vertical and } H \text{ is horizontal.} \]
The charging circuit of the line-type pulser (Sec. 9.2) departs only slightly from the ideal case as it consists of two slightly bowed lines that form a narrow $B$-$H$ loop of small area. A good example of such a $B$-$H$ loop for a reactor tested at half-rated direct current is shown in Fig. 9.8a. The onset of saturation of the reactor core when the direct current is increased to the rated value is shown in Fig. 9.8b. Further increases in the current produce core saturation over a greater range of the $B$-$H$ loop (Fig. 9.8c and 9.8d.)

$$I_{a-c}/I_{av} = 0.70.$$
The saturated portion of the loop has a slope that is characteristic of the inductance of the equivalent air-core reactor. For example, in Fig. 9.8d the relative slope of the steep to the flat portion of the B-H loop is about 20/1, which indicates that the inductance is increased by a factor of about 20 when the air core is replaced by an iron core of the same size. The corresponding ratio for the curve of Fig. 9.9d for another reactor is about the same.

The oscillograms in Fig. 9.8 are all for the same reactor, but are taken for different values of the current ratio $I_{e/c}/I_{av}$, the ratios being 0.70 for Fig. 9.8d, 0.40 for Fig. 9.8e-h and 0.10 for Fig. 9.8i-l. The $I_{e/c}/I_{av}$ current ratio of 0.70 corresponds to the test condition, the ratio of 0.40 to sine-wave or d-c resonant charging, and the ratio of 0.10 to nearly linear charging. In the case of linear charging, it should be noted that the B-H loops for large direct currents (Figs. 9.8k and l) do not show the two-slope character, but rather are relatively linear. This linearity is a characteristic of the B-H loops that is to be expected when the component of alternating current is relatively small.¹

The oscillograms of Fig. 9.9 are similar to those of Fig. 9.8, but are for a reactor of somewhat different design. The latter reactor is definitely nonlinear when operated at its rated current of 0.190 amp. In a pulser circuit it will therefore give rise to a charging wave of the same general character as that previously shown in Fig. 9.5. It is therefore unsuitable as a d-c resonant-charging reactor for a current of 0.190 amp, although for currents of 0.100 amp, or possibly 0.125 amp, it would be satisfactory.

![Fig. 9.10.—Inductance as a function of current for iron-core d-c charging reactors, (a) linear reactor (see Fig. 9.8), (b) nonlinear reactor (see Fig. 9.9).](image)

The B-H oscillograms thus serve as a rapid and rather sensitive visual test of the linearity of a reactor and of its suitability as a charging choke; however, they should always be supplemented by meter measurements in

¹ For a discussion of the magnetic characteristics of iron under these circumstances, see Members of the Staff of the Department of Electrical Engineering, Massachusetts Institute of Technology, Magnetic Circuits and Transformers, Wiley, New York, 1943, pp. 197–202.
order to determine the numerical value of the inductance. Figure 9.10 shows the results of such measurements for the same two reactors.

The inductance of d-c charging reactors can also be measured by a power bridge.\(^1\) The voltage supplied to the bridge circuit is obtained by the addition of a-c and d-c voltages in such a way that the peak alternating current is equal to the direct current. Inductance and quality-factor measurements made with the power bridge can be accurate to within \(\frac{1}{2}\) and 1 per cent respectively.

9.3 The Design of D-c Charging Reactors.\(^2\) Figures 9.11 and 9.12 show the usual form of the d-c resonant-charging reactor. The essential elements of a complete reactor are the coil, the core, the air gap in the core, and the enclosing case. Accuracy in both design and manufacture is necessary to obtain reactor characteristics that are within specified limits.

Core Design. — The degree of linearity of the inductance is determined by the relationship between the characteristics of the core material and those of the air gap. The following limits, however, have been found to apply generally to core steels:

1. Maximum flux density in the core = 55 kilolines/in\(^2\).
2. Ratio of the air-gap spacing to the mean length of the magnetic path \(\geq 0.6\) per cent.

If the current density in the copper and the flux density in the core are held constant, a larger gap requires a greater number of turns in the coil and a smaller cross section for the core in order to produce a given inductance. Thus, as long as the above limits are met, the designer has the freedom to reduce the weight of either the copper or the iron. The ratio of copper to iron in the reactor is important from the standpoint of low cost and high operating efficiency.

Laminations 0.014 in. thick can be operated at frequencies up to 600 cycles/sec, but for frequencies up to 15 kc/sec the thickness should not exceed 0.005 in. For any given operating frequency and steel thickness the designer can control the core loss by varying the peak operating flux density. The operating frequency to be used in the design is the resonant frequency of the charging circuit of the pulser.

Coil Design. — Coils for resonant-charging reactors as well as for a-c

resonant-charging transformers (see Sec. 9.8) must withstand continued electrical impulses, as the voltage across the coil reverses in polarity in a few microseconds when the pulser switch closes. This condition is considerably more severe than that to which normal reactors and transformers are subjected.

The distributed capacitance that occurs between the coil turns and the winding layers has several effects upon the circuit: it increases the losses by the dissipation of the stored energy, \( \frac{1}{2} C_{i} V_{i}^{2} \), at the time the switch closes; it tends to detune the charging circuit, an effect which is small except for very short pulses; in the case of d-c charging, it causes some impulse voltage to be applied to the rectifier circuit; and, during the discharge of the pulse-forming network, it produces an uneven voltage distribution throughout the coil, thus placing an undue stress on certain parts of the coil conductor and layer insulation.

The distribution of impulse voltage can be improved by designing a coil so that the radial build is about \( \frac{1}{4} \) to \( \frac{3}{4} \) the length of the coil winding layer. This ratio is a compromise between that needed for good impulse-voltage distribution and that for a low coil capacitance. As the ratio of the coil dimensions decreases the voltage distribution improves, but the capacitance becomes greater. It is possible to control the distribution of impulse voltage by means of an electrostatic shield that is applied over the finish layer of the coil and connected to the output lead, as shown in Fig. 9.11. This shield can be either a metallic wire screen or a conductor on the last layer of the coil.

Methods of Treating, Tanking, and Sealing.—In addition to the magnetic and electrical design requirements outlined above, the reactors and
transformers developed for radar applications have to meet general specifications for humidity and temperature, acceleration, insulation, mechanical handling, and life. Accordingly, the higher-voltage units are usually built in hermetically sealed tanks, and special techniques of handling oil expansion, vacuum treatment, insulation, and heating are used.

Varnished units are used whenever conditions of ambient temperature and humidity are not severe, voltages are not high, and low cost and light weight are of prime importance; new types of dry insulation recently developed have shown great promise up to 10 to 15 kv (see Sec. 14.3).

When the reactor is enclosed in a hermetically sealed case, some type of filling compound or oil is required to aid in the process of cooling the core and coils, and to provide the necessary insulation between the coil and grounded parts. When used with vacuum-treating technique, oil has the advantage over the compounds now available in that it is able to fill all voids and remain free from cracks at normal operating temperatures. Since the initial corona discharge that is usually the starting point for insulation failure is often associated with air pockets and voids in the insulation (see Sec. 6.5), the flow of oil into the vicinity of the spark immediately after the internal flashover helps to prevent recurrence of such a breakdown, and the solid insulation does not become carbonized.

When used with a hermetically sealed case, oil provides a durable, reliable, and long-lasting insulation, even at continuous operating temperatures as high as 115°C. Compounds provide an inexpensive, though not so reliable, filling medium for high-voltage units. The decision whether to use oil or compound is usually made on the basis of the applied voltage and reliability desired.

Practical values usually accepted as the maximum allowable voltage gradients for a satisfactory reactor and transformer are listed in Table 9.1.

### Table 9.1.—Maximum Allowable Voltage Gradients

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Working stress, peak volts/mil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid insulation coil to ground</td>
<td>100</td>
</tr>
<tr>
<td>Solid layer insulation</td>
<td>100</td>
</tr>
<tr>
<td>No. 10-C transformer oil</td>
<td>75</td>
</tr>
<tr>
<td>Surface creep from coil to ground</td>
<td>20</td>
</tr>
<tr>
<td>Surface creep inside coil</td>
<td>20</td>
</tr>
</tbody>
</table>

Representative charging reactors are shown in Fig. 9.13, and Table 9.2 gives their significant design values.

*Heating.*—The reactor losses produce heat in the core and coil. Excessive coil temperatures not only damage conductors, but also cause deterioration of the usual organic insulating materials.
Oil expansion and contraction give rise to forces on the sides of the tank, which may result in mechanical damage to the seams. Several methods have been used to limit the pressure built up in the tank.

1. The amount of expansion can be reduced by the use of sand to displace part of the oil, and the pressure may sometimes be limited to a practical value by combining this method with a flexible tank.

2. An air space at the top of the tank has been used to limit the pressure by compression of the air.

3. Various mechanical expansion chambers have been used which reduce the pressure to its lowest possible value. The most satisfactory mechanical device is the metal bellows provided that the resultant increase in case size can be tolerated. An empirical equation for calculating the final oil temperature and pressure for a given design is given in Sec. 9.8.

### Table 9.2.—Significant Design Information for Reactors of Fig. 9.13

<table>
<thead>
<tr>
<th>No.</th>
<th>Type of service</th>
<th>Weight, lb</th>
<th>Over-all height, in.</th>
<th>D-c current rating, amp</th>
<th>Peak voltage rating, kv</th>
<th>L rating, henrys</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Airborne</td>
<td>5½</td>
<td>5</td>
<td>0.050</td>
<td>8</td>
<td>98</td>
</tr>
<tr>
<td>b</td>
<td>Ground or ship</td>
<td>11½</td>
<td>7½</td>
<td>0.100</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>c</td>
<td>Ground or ship</td>
<td>45</td>
<td>10</td>
<td>0.200</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>d</td>
<td>Ground or ship</td>
<td>71½</td>
<td>11½</td>
<td>0.400</td>
<td>17</td>
<td>19</td>
</tr>
</tbody>
</table>

**Testing.**—A preliminary test is conducted prior to sealing the core-and-coil assembly into the case in order to insure that, as far as possible,
the final sealed unit will meet the inductance specifications, and thus to avoid the necessity of opening the case to adjust the reactor. A final test is also made in order to determine whether or not the reactor insulation has been damaged, the inductance and d-c resistance have changed, or the power loss or Q factor have varied excessively during the processing. A 1 per cent change in inductance can result from the treating process, which apparently modifies the gap spacing in the core slightly.

The insulation tests consist of an applied-voltage test and an induced-voltage test. In the applied-voltage test, which is used to check the major insulation of the reactor, a 60-cycle voltage, the rms value of which is 

$$\frac{4\eta E_{ab} + 1000}{\sqrt{2}},$$

is applied for one minute between ground and the two short-circuited reactor terminals. The induced-voltage test, in which the voltage is applied between the reactor terminals, checks the insulation between the turns and layers of the coil. In standard practice, the test duration is 7200 cycles, and the rms value of the induced voltage is $1.5\eta E_{ab}/\sqrt{2}$.

The test is made at frequencies from 400 to 800 cycles/sec, depending upon the equipment available.

A comparison of the preliminary and final values of either the power loss or the quality factor indicates whether or not the unit has passed the induced-voltage test. This change is usually not over 5 per cent. Turn-to-turn failure in the coil is readily distinguished by an increase in power loss or decrease in Q, whereas the measured inductance does not change appreciably, especially when the number of turns involved in the failure is small compared with the total number of coil turns.

Finally, the d-c resistance of the coil is measured in order to make certain that the coil conductor is continuous and that the coil contains about the proper number of turns of the specified wire size.

*Sample Design.*—The following sample calculations demonstrate two general design procedures. Figure 9-14 shows the core and Fig. 9-12 shows the core-and-coil assembly in the mounting clamps. The specifications applying to this unit are
D-c power-supply voltage: 13 kv.
Inductance and tolerance: 7.4 henrys, \(-2\) to \(+6\) per cent at full-load current and less than 5 per cent variation from 50 per cent to full-load current.
Average charging current: 0.274 amp. Ratio of rms current to average current = 1.11.
Recurrence frequency: 1170 pps.
Core frequency: 585 cycles/sec.
Peak-charging-wave voltage on pulse-forming network: 25 kv.
Allowable minimum quality factor at rated core frequency: 25.
Ambient temperature range: 0° to +60°C.
Resonant charging.
Bidirectional switch (triggered gap).
Matched pulse load, that is, \(v_N(0) = 0\).

Reactor design is usually based on experience. However, in the absence of suitable previous experience the design process can be started mathematically. If the ratio of air-gap length to magnetic-path length is 0.6 per cent or more, and the flux change is large compared with the d-c flux, the energy stored per unit volume of core may be equated to the magnetizing force and flux density in the core steel, that is,
\[
\frac{\frac{1}{2}L_{Fe}(I_{peak})^2}{v} = \frac{1}{2}B_{Fe} \frac{NcI_{peak}}{l_{m} \times 10^8},
\]
where
- \(L_{Fe}\) = that portion of the inductance of the reactor associated with the flux in the core steel (the flux that threads the coil turns but does not flow through the complete length of the core is disregarded in the initial design calculation),
- \(I_{peak}\) = peak rated amperes flowing in the reactor,
- \(v\) = core volume in in.\(^3\) = \(l_{m}A_{Fe}\),
- \(l_{m}\) = length of average magnetic path in in.,
- \(A_{Fe}\) = net cross-sectional area of the steel in in.\(^2\),
- \(B_{Fe}\) = flux density in core steel in lines/in.\(^2\),

and
\[
\frac{(NcI_{peak})}{l_{m}} = \text{peak ampere-turns/in.}
\]

Note that \(\frac{1}{2}L_{Fe}(I_{peak})^2\) is the maximum instantaneous magnetic energy, in watt-seconds, stored in the core. Since about 98 per cent of the total number of ampere-turns are required to produce the flux in the air gap, the energy in the reactor is predominantly associated with this

part of the magnetic circuit. For simplicity in the calculation, however, the energy is apportioned to the complete core volume including the air gap. For a charging reactor using normal core steels, the value of \((N_J/\mu_0)/l_m\) is approximately 85 when the flux density in the steel is 55,000 lines/in.\(^2\) and the gap length is 0.6 per cent. This figure is adjusted somewhat to allow for flux-fringing at the air gap. The value is increased or reduced in inverse proportion to the fringing effect. Using the above figure,

\[
\frac{\frac{1}{2}L \mu_0 (I_{cpeak})^2}{v} = 0.023 \text{ watt-seconds/in.}^3
\]

of core, including the gap. Thus, the core volume is

\[
v = \frac{\frac{1}{2}L \mu_0 (I_{cpeak})^2}{0.023} \text{ in.}^3
\]

The number of turns can be calculated from \(N_c = 85 \frac{l_m}{I_{cpeak}}\). For minimum size, the reactor coil and insulation should fully utilize the area of the core window.

Experience has shown that about 80 per cent of the total flux threading the coil turns is in the core steel; the remainder is leakage flux. Hence, an approximate value may be obtained by considering \(L_{Fe} = 0.8L_c\).

The energy \(\frac{1}{2}L_c(I_{cpeak})^2\) stored in the reactor determines the core size and the operating voltage gives an indication of the additional space required for insulation.

Graduated sizes of reactor cores can be designed and tabulated. The data required are: core dimensions, net cross-sectional area, weight, volume per unit of stack, length of magnetic path, and the maximum number of ampere-turns that can be wound into the window for different thicknesses of insulation (that is, various voltage levels).

The designer can readily determine core dimensions, coil turns, and insulation thicknesses by trying two or three cores from the standard list prepared as above. In the following example, it is assumed that the reactor core and coil sizes have been determined, and that this calculation is the final check on the design. Note that the adjustment in core cross-sectional area and coil turns must be made previously because the amount of leakage flux has been assumed. The actual values must be calculated, and used to determine the inductance.

As a result of the design calculations, the coil is to be constructed of 3394 turns. The major portion of the coil conductor is 0.0253 in. DEC wire that has a cross section of 0.000503 in.\(^2\). The last layer, shown as the finish layer in Fig. 9.11, is wound of 6/30 AWG tinned-copper cable insulated with paper to give an insulation layer thickness of 0.012 in. which adds 0.024 in. to the diameter of the stranded conductor. The
cable is finished with a 0.007-in. layer of cotton. The resulting dimensions for a rectangular coil are:

\[
\begin{align*}
  l_i &= 2.063 \text{ in.} \\
  w_i &= 2.438 \text{ in.} \\
  l_o &= 5.813 \text{ in.} \\
  w_o &= 6.188 \text{ in.}
\end{align*}
\]

length of winding layer \( l_w = 2.875 \text{ in.} \)

The core, Fig. 9.14, uses 0.014 in. by \( 1 \frac{1}{8} \) in. low-loss precut formed steel strips built up to \( \frac{3}{16} \) in. The center leg gross cross-sectional area is the strip width \( w_2 \) times the total buildup \( h_2 \), or 1.688 in.\(^2\). Assuming a space factor of 90 per cent the net steel cross-sectional area, \( A_{Fe} \), is 1.519 in.\(^2\), and the windows for the coil are \( 4\frac{1}{2} \) in. by \( 2\frac{3}{8} \) in. The mean length of the magnetic circuit \( l_m \) is

\[
l_m = 2(h_1 + w_1) + \frac{9}{16} \pi = 15.9 \text{ in.}
\]

where \( h_1 \) is the height and \( w_1 \) the width of the window, and \( \frac{9}{16} \pi \) is the corner allowance.

If the length of the core gap \( l_g \) is chosen to be 0.114 in.,

\[
\frac{l_g}{l_m} = 0.0072,
\]

and the net area of the air gap, including fringing, is given by

\[
A_g = w_2h_2 + \frac{3}{8}(h_2 + w_2)l_g = 1.89 \text{ in.}^2,
\]

where \( h_2 = 1\frac{1}{8} \) in. and \( w_2 = 1\frac{3}{8} \) in.

The area of the coil for leakage flux is given by

\[
A_{lk} = \frac{2w_d l_i + w_d l_o}{3} - A_g = 13.5 \text{ in.}^2
\]

The ampere-turns in the steel are determined as 20 (rms value) consisting of 1.15 ampere-turns/in. for the steel at 50,000 lines/in.\(^2\), and 1.7 ampere-turns for the core joint. Finally, the design-center voltage across the reactor is obtained from

\[
V_a = 2\pi f_o L_a I_{crma} = 8450 \text{ volts},
\]

where

\[
f_0 = \frac{f_r}{2} = 585 \text{ cycles/sec.},
\]

\( L_a \) = design-center inductance, or rated value adjusted to be at the center of tolerance range = \( 1.02 \times 7.4 = 7.55 \) henrys,

and

\[
I_{crma} = 1.11 \times 0.274 = 0.304 \text{ amp.}
\]
Checks on the design are then obtained by computing the inductance by either the a-c or the d-c method.

By the a-c method, the voltage across the reactor is obtained from

\[ V_a = 4.44 \phi_T N_c f_0 \times 10^{-8} \text{ volts}, \]

where \( \phi_T \), the total flux, is the sum of the flux in the core \( \phi_{Te} \) and the leakage flux \( \phi_{lk} \). The total number of ampere-turns (rms value) is

\[ N_c I_{c rms} = 3394 \times 0.304 = 1032, \]

of which 20 are in the steel, and 1012 across the gap. Then, the flux in the gap and steel is given by

\[ \phi_{Te} = 4.51 \frac{A_g}{l_g} 1012 = 76,000 \text{ lines}, \]

\[ \phi_{lk} = 4.51 \frac{A_{lk}}{l_g} 1032 = 21,900 \text{ lines}, \]

and

\[ \phi_T = 97,900 \text{ lines}. \]

where 4.51 is the permeability of air in lines per square inch per rms ampere-turn per inch from which \( V_a = 8600 \) volts, which is within the manufacturing tolerance since the design-center voltage is 8450 volts.

By the d-c method, the peak ampere-turns is

\[ N_c I_{c peak} = \frac{\pi}{2} I_{c av} 3394 = 1460 \text{ ampere-turns}, \]

resulting in a total flux of 97,900 lines, which corresponds to an inductance

\[ L_c = \frac{N_c \phi_T}{I_{c peak}} 10^{-8} = 7.7 \text{ henrys}. \]

This value again checks closely with the value for the design-center inductance obtained above.

**INDUCTANCE CHARGING FROM AN A-C SOURCE**

9.4. General Analysis of A-c Charging.—The energy-storage condenser of a voltage-fed network may be recharged from an a-c voltage source whose frequency is integrally related to the recurrence frequency of the pulse generator. Some intermediate element must be interposed between the pulse-forming network and the a-c voltage source; otherwise, it is impossible to discharge the network at a voltage peak and at the same time retain stable conditions. For example, if the network is connected directly to the terminals of an ordinary high-voltage transformer and then discharged at the peak of the transformer voltage, the network
tends to recharge immediately, and the transformer is short-circuited for
the remainder of the half cycle under consideration.

Perhaps the most obvious means of avoiding this difficulty is to use a
hold-off diode between the network and the transformer, and to discharge
the network on the following half cycle, which has a polarity opposite to
that of the charging half cycle. Under these conditions the network
does not recharge immediately; consequently, the circuit action is stable,
but the utilization factor for the high-voltage transformer and a-c source
is low (see Sec. 9-9).

The other simple method for recharging the network from an a-c
source is to interpose a series inductance between the high-voltage
transformer and the network. By the proper adjustment of the value
of this inductance, the PFN capacitance, and the voltage phase, the
network may be discharged at a voltage peak and stable circuit action
retained. The series inductance also isolates the network from the power
supply for an appreciable time after the pulse, allowing the switch restrik-
ing voltage to increase faster than the applied voltage.

The conditions for a-c inductance charging are considerably more
complicated than those for d-c charging, primarily because there are more
variables to consider. These variables include the voltage phase angle
at which the network is discharged, and the relation between charging
period and impressed frequency. The equations for a-c inductance
charging are therefore more difficult to derive and apply, and a reasonably
complete study of all the possible variations is lengthy and somewhat
cumbersome.

The simplest type of a-c inductance charging (as well as the one most
often used in practice in this country) is a-c resonant charging, in which
the charging circuit is tuned to resonance at the impressed a-c frequency.
The network voltage reaches a maximum value when the impressed
sinusoidal voltage is passing through zero. The pulses therefore occur
whenever the impressed voltage is zero. Although the pulse recurrence
frequency is usually equal to the impressed a-c frequency, it is sometimes
double the impressed frequency, in which case there is one pulse for each
half cycle of the applied-voltage wave. The disadvantage of a-c resonant
charging is that the voltage across the network continues to build up if
the switch misses one or several pulses. Considerable work on a-c
charging has also been done by the British, who often use nonresonant
charging to alleviate this disadvantage.

A-c inductance charging has the advantage of simplicity, and permits
a net saving in weight and size, particularly since the inductance is usu-
ally built into the high-voltage transformer. On the other hand, it
generally requires a special motor-alternator for each design in order to
supply the proper frequency, with a resultant lack of flexibility. The
The charging circuit of the line-type pulser is advantageous because it allows for control of the pulser power output by varying the relatively small field current of the alternator. In contrast, the power output of a high-voltage d-c rectifier, such as used in d-c inductance charging, must usually be controlled by a large motor-driven induction regulator or a set of motor-driven variacs, which necessitates an increase in weight and a more complicated circuit.

A-c charging pulsers having rotary-gap switches are used extensively where relatively high powers and low recurrence frequencies are specified. Rotary spark gaps, however, require self-synchronous triggers and also introduce a time jitter of about 25 μsec or more. Triggered fixed spark gaps or thyratrons produce very little time jitter, but, because a more complicated circuit is needed, they have not been used to any great extent in a-c charging pulsers.

The equations for a-c charging require the general solution of the series-LRC circuit for an applied a-c voltage of arbitrary frequency and phase. The following method of solution for the circuit of Fig. 9.15 is based on the use of complex quantities and numbers.

The differential equation for the circuit in terms of the charge \( q_N \) on the network is

\[
L_c \frac{d^2 q_N}{dt^2} + R_c \frac{dq_N}{dt} + \frac{1}{C_N} q_N = E_b \cos(\omega t + \varphi) = \text{Re}(\bar{E}_b e^{i\omega t}). \tag{51}
\]

(Hereafter, the abbreviation "Re" meaning "real part of" is usually omitted.) As usual, \( \bar{E}_b = E_b e^{i\varphi} \), so that \( E_b \) is the magnitude and \( \varphi \) the phase angle of \( \bar{E}_b \). The bar notation is used in this section to denote complex numbers.

By inspection, the particular or steady-state integral of Eq. (51) has the form

\[
q_1(t) = \bar{Q}_N e^{i\omega t},
\]

where \( \bar{Q}_N \) is determined by substitution in Eq. (51), that is,

\[
\bar{Q}_N = \frac{C_N \bar{E}_b}{1 - L_c C_N \omega^2_c + j R_c C_N \omega_c}.
\]

The complementary or transient integral is the same as that already found for the d-c charging circuit, namely,

\[
q_2(t) = \bar{A}^m,
\]

where \( \bar{A} \) is a complex constant of integration and
As in the case of d-c charging, only the oscillatory solution need be considered. The complete solution is then

\[ q_N(t) = q_1(t) + q_2(t) = \bar{Q}_N e^{jwt} + \bar{A} e^{pt}. \quad (52) \]

Assume the initial or boundary conditions at \( t = 0 \) to be

\[ q_N(0) = q_N(0) \]
\[ i_c(0) = i_c(0). \]

Substituting these values in Eq. (52) and the time derivative of Eq. (52),

\[ q_N(0) = \text{Re}(\bar{Q}_N + \bar{A}) = Q_1 + A_1 \]
\[ i_c(0) = \text{Re}(j\omega \bar{Q}_N + \bar{p} \bar{A}) = -\omega_0 Q_2 - a A_1 - \omega A_2. \]

Solving for \( A_1 \) and \( A_2 \),

\[ A_1 = q_N(0) - Q_1 \]
\[ A_2 = -\frac{1}{\omega} \{i_c(0) + \omega_0 Q_2 + a[q_N(0) - Q_1]\}. \quad (53) \]

Now let

\[ A = |\bar{A}| = |A_1 + jA_2|, \]
\[ \psi = \text{phase angle of } \bar{A} = \tan^{-1} \frac{A_2}{A_1}, \]
\[ Q_N = |\bar{Q}_N| = |Q_1 + jQ_2|, \]
\[ \theta = \text{phase angle of circuit} = \tan^{-1} \frac{R_c C_N \omega_0}{1 - L_c C_N \omega_0^2}. \]

The expression for \( \bar{Q}_N \) is then

\[ \bar{Q}_N = Q_N e^{j(\psi - \theta)}. \]

The solution for \( q_N(t) \) may then be written

\[ q_N(t) = \text{Re}(\bar{Q}_N e^{jwt} + \bar{A} e^{pt}) \]
\[ = Q_N \cos(\omega_0 t + \phi - \theta) + A e^{-at} \cos(\omega t + \psi). \quad (54) \]

Differentiating,

\[ i_c(t) = \omega_0 Q_N \cos(\omega_0 t + \phi - \theta + \frac{\pi}{2}) + \omega_0 A e^{-at} \cos(\omega t + \psi + \beta), \quad (55) \]

where

\[ Q_N = \left| \frac{C_N E_b}{1 - L_c C_N \omega_0^2 + j R_c C_N \omega_0} \right| = |Q_1 + jQ_2|, \]
\[ \omega = \text{angular frequency of circuit}, \]
\[ \beta = \tan^{-1} \frac{\omega}{-a}, \]

and

\[ \omega_0 = \sqrt{\omega^2 + \beta^2}. \]
As in the case of d-c charging, one condition necessary for obtaining repeating transients is that the magnitude of the current in the inductance must be the same at the beginning and at the end of the charging period. In addition, the charging period must be an integral multiple of the half period of the applied voltage, that is,

$$\omega T_r = n\pi \quad \text{where } n = 1, 2, 3, \cdots.$$  

For the case of an even number of half cycles,

$$i_c(0) = i_c(T_r).$$

In the case where \( n \) is odd, that is, for an odd number of half cycles of applied voltage, the condition becomes

$$i_c(0) = -i_c(T_r).$$

The most general condition that must be satisfied in order to obtain repeating transients is then

$$i_c(n\pi) \pm i_c(0) = \omega Q N \left[ \cos \left( n\pi + \varphi - \theta + \frac{\pi}{2} \right) \pm \cos \left( \varphi - \theta + \frac{\pi}{2} \right) \right]$$

$$+ \omega A \left[ e^{-\frac{n\pi}{\omega a}} \cos \left( n\pi \frac{\omega}{\omega_a} + \psi + \beta \right) \pm \cos (\psi + \beta) \right] = 0,$$

where the plus sign applies to \( n \) odd, the minus sign to \( n \) even. This equation is transcendental, and can be solved exactly by appropriate means. For the present discussion, however, it is sufficiently accurate to assume that \( a \) approaches zero, and to solve the simpler equation, provided that \( \omega \neq \omega_a \). The relation

$$\cos \left( n\pi \frac{\omega}{\omega_a} + \psi + \beta \right) \pm \cos (\psi + \beta) = 0,$$  

(57a)

can be written in product form,

$$-2 \sin \left( \frac{n\pi \omega}{2 \omega_a} + \psi + \beta \right) \sin \frac{n\pi \omega}{2 \omega_a} = 0 \quad n \text{ even,}$$

$$2 \cos \left( \frac{n\pi \omega}{2 \omega_a} + \psi + \beta \right) \cos \frac{n\pi \omega}{2 \omega_a} = 0 \quad n \text{ odd.}$$  

(57b)

For \( n \) even, the following solutions are obtained

$$\frac{\omega}{\omega_a} = \frac{2m}{n} \quad \text{where } m = 0, 1, 2, \cdots,$$

and

$$\frac{\omega}{\omega_a} = \frac{2}{n} \left( m - \frac{\psi + \beta}{\pi} \right), \quad \text{where } m = 0, 1, 2, \cdots.$$
For $n$ odd,

$$\frac{\omega}{\omega_a} = \frac{m}{n}, \quad \text{where } m = 1, 3, \ldots,$$

$$\frac{\omega}{\omega_a} = \frac{1}{n} \left[ m - \frac{2}{\pi} (\psi + \beta) \right], \quad \text{where } m = 1, 3, \ldots.$$

It is evident that $\omega/\omega_a = 0$ is a trivial solution. The resonant solution is $\omega/\omega_a = 1$, which must be examined because losses were neglected in deriving Eqs. (57b). The solutions for $\omega/\omega_a$ can be put in direct terms by noting that

$$\psi + \beta = \tan^{-1} \left\{ -\left[ \frac{i_c(0) + \omega_a Q_2}{\omega} \right] \frac{q_N(0) - Q_1}{i_c(0) + \omega_a Q_2} \right\} + \frac{\pi}{2} = \tan^{-1} \left[ \frac{q_N(0) - Q_N \cos \varphi}{\frac{i_c(0)}{\omega} + \frac{\omega_a}{\omega} Q_N \sin \varphi} \right]$$

when losses are neglected. Making this substitution and simplifying, the following condition equations are obtained. For $n$ even,

$$\frac{q_N(0) - Q_N \cos \varphi}{\frac{i_c(0)}{\omega} + \frac{\omega_a}{\omega} Q_N \sin \varphi} = \tan \left( m\pi - \frac{n\pi}{2} \frac{\omega}{\omega_a} \right) = -\tan \frac{n\pi}{2} \frac{\omega}{\omega_a}, \quad (58a)$$

and for $n$ odd,

$$\frac{q_N(0) - Q_N \cos \varphi}{\frac{i_c(0)}{\omega} + \frac{\omega_a}{\omega} Q_N \sin \varphi} = \tan \left( \frac{m\pi}{2} - \frac{n\pi}{2} \frac{\omega}{\omega_a} \right) = \cot \frac{n\pi}{2} \frac{\omega}{\omega_a}. \quad (58b)$$

The quantities $q_N(0)$, $i_c(0)$, $\varphi$ and $\omega/\omega_a$ may be considered to be the variables in Eqs. (58). In practice, three of these quantities must be specified or determined by special considerations. For example, if $i_c(0)$ and $q_N(0)$ are specified to be zero and $\omega/\omega_a$ is given, the values of the phase angle $\varphi$ calculated from Eqs. (58) are those necessary to obtain the repeating transients when $n$ is even and odd respectively.

There are a great number of special cases that are of interest. In general, these may be divided into two groups, depending on whether resonant or nonresonant charging is used. Resonance is defined by the relation

$$1 - L_e C_N \omega_a^2 = 0.$$

If losses can be neglected, this relation is equivalent to $\omega = \omega_a$; otherwise, the natural resonant frequency is less than the resonant frequency defined by the above relation. For most applications, the difference between $\omega$ and $\omega_a$ is negligible, and it is sufficiently accurate to set $\omega = \omega_a$. The
THE CHARGING CIRCUIT OF THE LINE-TYPE PULSER

following two sections treat separately the cases of resonant and non-resonant a-c charging.

9.5. A-c Resonant Charging.—As defined in Sec. 9.4 the condition for a-c resonant charging is

\[ 1 - L_c C_N \omega_a^2 = 0 \]

With \( \omega = \omega_a \), Eq. (54) becomes

\[ q_N(t) = Q_N \cos (\omega_a t + \varphi - \theta) + A e^{-at} \cos (\omega_a t + \psi) \]

where

\[ \dot{q}_N = \frac{E_b}{R_c \omega_a} \phi^{(e-\theta)} = Q_N \sin \varphi - jQ_N \cos \varphi, \]

\[ \theta = \frac{\pi}{2} \]

\[ \dot{A} = q_N(0) - Q_N \sin \varphi - j \left[ \frac{\dot{i}(0)}{\omega_a} - Q_N \cos \varphi + \frac{a}{\omega_a} (q_N(0) - Q_N \sin \varphi) \right] \]

\[ \psi = \tan^{-1} \left[ \frac{A_2}{A_1} \right] = \tan^{-1} \left[ \frac{- \left( \frac{\dot{i}(0)}{\omega_a} - Q_N \cos \varphi \right)}{(q_N(0) - Q_N \sin \varphi) - \frac{a}{\omega_a}} \right]. \]

Making these substitutions and reducing, the equation for \( q_N \) becomes

\[ q_N(t) = Q_N (1 - e^{-at}) \sin (\omega_a t + \varphi) + e^{-at} \left[ q_N(0) \cos \omega_a t \right. \]

\[ + \left. \left( \frac{\dot{i}(0)}{\omega_a} + \frac{a q_N(0)}{\omega_a} - \frac{a}{\omega_a} Q_N \sin \varphi \right) \sin \omega_a t \right]. \]  \( \text{(59)} \)

The condition for repeating transients, namely, \( i_c(n\pi) - i_c(0) = 0 \), must be examined separately for the resonant case. The current can be obtained from Eq. (55) or by differentiating Eq. (59), and is

\[ i_c(t) = \frac{E_b}{R_c} (1 - e^{-at}) \cos (\omega_a t + \varphi) \]

\[ + e^{-at} \left( \frac{i_c(0)}{\omega_a} \cos \omega_a t - \omega_a q_N(0) \sin \omega_a t + \frac{E_b}{2L_c \omega_a} \sin \omega_a t \cos \varphi \right) \]

\[ + \frac{a}{\omega_a} e^{-at} \left[ \frac{E_b}{2L_c \omega_a} \sin \varphi - \frac{i_c(0)}{\omega_a} - a q_N(0) \right] \sin \omega_a t. \]  \( \text{(60)} \)

For repeating transients, \( \omega_a t = n\pi \), and for \( n \) even,

\[ i_c(n\pi) = \frac{E_b}{R_c} (1 - e^{-\frac{n\pi a}{\omega_a}}) \cos \varphi + i_c(0) e^{-\frac{n\pi a}{\omega_a}} = i_c(0). \]

For \( n \) odd, that is, for a charging period containing an odd number of half cycles, the condition for repeating transients is \( i_c(n\pi) = -i_c(0) \). Since
two successive charging periods correspond to an even number of half cycles, the initial current returns to its original value, and it is apparent that the above condition is correct, and is equivalent to that for full-cycle charging. For \( n \) odd,

\[
i_c(n\pi) = -\frac{E_b}{R_c} (1 - e^{-\frac{n\pi}{\omega_c}}) \cos \varphi - e^{-\frac{n\pi}{\omega_c}} i_c(0) = -i_c(0).
\]

Solving for \( i_c(0) \) for \( n \) odd or even,

\[
i_c(0) = \frac{E_b}{R_c} \cos \varphi,
\]

and the expression for \( q_N(t) \) becomes

\[
q_N(t) = \frac{E_b}{R_c \omega_a} (1 - e^{-at} \sin (\omega_a t + \varphi))
\]

\[
+ e^{-at} \left\{ q_N(0) \cos \omega_a t + \left[ \frac{E_b}{R_c \omega_a} \cos \varphi - \frac{C_N E_b \omega_a}{2} \sin \varphi + \frac{R_c}{2L_c \omega_a} q_N(0) \right] \sin \omega_a t \right\}.
\]

Introducing the quality factor \( Q = \frac{L_c \omega_a}{R_c} = \frac{1}{R_c C_N \omega_a} \),

\[
q_N(t) = QC_N E_b (1 - e^{-\frac{\omega_a t}{2Q}}) \sin (\omega_a t + \varphi)
\]

\[
+ e^{-\frac{\omega_a t}{2Q}} \left[ q_N(0) \cos \omega_a t + \left( QC_N E_b \cos \varphi - \frac{C_N E_b}{2} \sin \varphi + \frac{1}{2Q} q_N(0) \right) \sin \omega_a t \right].
\]

Differentiating, the current is

\[
i_c(t) = QC_N E_b \omega_a (1 - e^{-\frac{\omega_a t}{2Q}}) \cos (\omega_a t + \varphi)
\]

\[
+ e^{-\frac{\omega_a t}{2Q}} \left\{ QC_N E_b \omega_a \cos \varphi \cos \omega_a t - \left[ \frac{C_N E_b}{Q C_N E_b \omega_a} \left( 1 - \frac{1}{4Q^2} \right) - \frac{1}{4Q^2} \sin \varphi \right] \sin \omega_a t \right\}
\]

\[
= QC_N E_b \omega_a \left( 1 - e^{-\frac{\omega_a t}{2Q}} \right) \cos (\omega_a t + \varphi)
\]

\[
+ e^{-\frac{\omega_a t}{2Q}} \left\{ \cos \varphi \cos \omega_a t - \left[ \frac{q_N(0)}{QC_N E_b} \left( 1 - \frac{1}{4Q^2} \right) - \frac{1}{4Q^2} \sin \varphi \right] \sin \omega_a t \right\},
\]

which, to a close approximation, is

\[
i_c(t) = QC_N E_b \omega_a \left( 1 - e^{-\frac{\omega_a t}{2Q}} \right) \cos (\omega_a t + \varphi)
\]

\[
+ e^{-\frac{\omega_a t}{2Q}} \left\{ \cos \varphi \cos \omega_a t - \frac{q_N(0)}{QC_N E_b} \sin \omega_a t \right\}.
\]
For some purposes Eq. (62) is more convenient when written in terms of the network voltage $v_N = q_N/C_N$, that is,

\[
\frac{v_N(t)}{E_b} = Q \left\{ (1 - e^{-\omega_d t}) \sin (\omega_d t + \varphi) + e^{-\omega_d t} \left[ \frac{q_N(0)}{QCN E_b} \cos \omega_d t + \left( \cos \varphi - \frac{1}{2Q} \sin \varphi + \frac{1}{2Q^2} \frac{q_N(0)}{C_N E_b} \right) \sin \omega_d t \right] \right\}.
\]

(64)

If the losses can be considered negligible, that is, if $R_c \to 0$, Eq. (60) becomes

\[
\lim_{R_c \to 0} i_c(t) = \frac{E_b}{R_c} \{ at \} \cos (\omega_d t + \varphi) + i_c(0) \cos \omega_d t
\]

\[
+ \left[ \frac{E_b}{2L_c \omega_a} \cos \varphi - \omega_d q_N(0) \right] \sin \omega_d t
\]

\[
= \frac{E_b}{2L_c} \cos (\omega_d t + \varphi) + \frac{E_b}{2L_c} \left[ \frac{E_b}{2L_c \omega_a} \cos \varphi - \omega_d q_N(0) \right] \sin \omega_d t,
\]

(65)

and

\[
i_c(n\pi) = \pm \left[ \frac{n\pi E_b}{2L_c} \cos \varphi + i_c(0) \right],
\]

where the plus sign applies to $n$ even, the minus sign to $n$ odd. Obviously, the only solution for the condition for repeating transients is

\[
\cos \varphi = 0 \quad \text{or} \quad \varphi = \pm \frac{\pi}{2},
\]

and therefore

\[
i_c(0) = 0.
\]

Equations (61), (63), and (64) are the fundamental expressions for a-c resonant charging. Equation (64) gives the voltage stepup ratio at the discharge point as

\[
\frac{v_N(n\pi)}{E_b} = \pm \left[ Q \left( 1 - e^{-\frac{n\pi}{2Q}} \right) \sin \varphi + \frac{q_N(0)}{C_N E_b} e^{-\frac{n\pi}{2Q}} \right],
\]

(66a)

where the plus sign applies to $n$ even, the minus sign to $n$ odd. For the case $n\pi/2Q \ll 1$, the exponentials may be expanded to give

\[
\frac{v_N(n\pi)}{E_b} \approx \frac{n\pi}{2} \left( 1 - \frac{n\pi}{4Q} \right) \sin \varphi + \frac{q_N(0)}{Q E_b} \left( 1 - \frac{n\pi}{2Q} \right).
\]

(66b)

For the particular case of zero initial charge on the condenser and negligible losses, the expression becomes

\[
\frac{v_N(n\pi)}{E_b} = \frac{n\pi}{2} \sin \varphi.
\]
Hence, for \( n = 2 \), or one-cycle charging, the maximum network voltage at the time of discharge is \( \pi \) times the maximum applied voltage.

The curves of Fig. 9.16 illustrate typical voltage and current wave shapes for \( Q = 10 \), and \( \phi = 90^\circ \). The values for average and effective current, circuit utilization factor, and efficiency are of interest in transformer design. They can be obtained as follows.

\[
\frac{v_N}{E_b} \quad 0 \quad 2 \quad -2
\]

\[
i_c \quad 0 \quad 2 \quad -2
\]

**Fig. 9.16.—Voltage and current wave shapes for a-c resonant charging. The broken line is the impressed voltage.**

**Average-current Component.**—The average current is zero for any charging cycle involving an odd number of half cycles; if \( n \) is even it is calculated from Eq. (63), using the definition

\[
I_{av} = \frac{1}{T_r} \int_{0}^{T_r} i_c \, dt,
\]

where \( T_r \) is the recurrence period and can be considered equal to the charging period, since \( \tau \ll T_r \).

Then

\[
I_{av} = \frac{1}{T_r} \int_{0}^{T_r} QC_N E_b \omega a \left\{ (1 - e^{-\omega a t}) \cos (\omega a t + \phi) + e^{-\omega a t} \left[ \cos \phi \cos \omega a t - \frac{q_N(0)}{QC_N E_b} \sin \omega a t \right] \right\} dt.
\]

Noting that \( T_r = n\pi/\omega_a \) and letting \( x = \omega a t \),
\[ I_{cv} = \frac{QCNEb\omega_a}{n\pi} \int_0^{n\pi} \left\{ (1 - e^{-\frac{x}{2Q}}) \cos (x + \varphi) \right. \\
+ e^{-\frac{x}{2Q}} \left[ \cos \varphi \cos x - \frac{q_n(0)}{QCNE_b} \sin x \right] \bigg\} dx. \]

The integral is calculated in a straightforward manner and evaluated as follows:

\[ I_{cv} = \frac{QCNEb\omega_a}{n\pi} \left(1 - e^{\frac{-n\pi}{2Q}}\right) \frac{\left(\sin \varphi - \frac{q_n(0)}{QCNE_b}\right)}{1 + \frac{1}{4Q^2}}, \quad n \text{ even.} \tag{67a} \]

If \( n\pi/2Q \ll 1 \), the expression for \( I_{cv} \) can be closely approximated by expanding the exponential to three terms and neglecting 1/4\(Q^2\). Thus,

\[ I_{cv} \approx \frac{CNEb\omega_a}{2} \left(1 - \frac{n\pi}{4Q}\right) \left[ \sin \varphi - \frac{q_n(0)}{QCNE_b} \right], \quad n \text{ even.} \tag{67b} \]

Rms or Effective Current in the Charging Circuit.—The rms current is calculated from the definition, using the value of \( i_c \) given by Eq. (63), that is,

\[ I_{rms}^2 = \frac{1}{T_r} \int_0^{T_r} i_c^2(t) \, dt \]
\[ = \frac{1}{T_r} \int_0^{T_r} (QCNEb\omega_a)^2 \left\{ (1 - e^{-\frac{\omega_d t}{2Q}}) \cos (\omega_d t + \varphi) \right. \\
+ e^{-\frac{\omega_d t}{2Q}} \left[ \cos \varphi \cos \omega_d t - \frac{q_n(0)}{QCNE_b} \sin \omega_d t \right] \bigg\}^2 dt. \]

But \( T_r = \pi/\omega_d \) and letting, \( x = \omega_d t \), the expression becomes

\[ I_{rms}^2 = \frac{(QCNEb\omega_a)^2}{n\pi} \int_0^{n\pi} \left\{ (1 - e^{-\frac{x}{2Q}}) \cos (x + \varphi) \right. \\
+ e^{-\frac{x}{2Q}} \left[ \cos \varphi \cos x - \frac{q_n(0)}{QCNE_b} \sin x \right] \bigg\}^2 dx. \]

The calculation of this integral is tedious and is not given here. The result, after applying certain very close approximations, is

\[ I_{rms}^2 = \frac{(QCNEb\omega_a)^2}{2} \left[ 1 + \frac{Q}{n\pi} \left(1 - e^{-\frac{n\pi}{Q}}\right) \left(\sin \varphi - \frac{q_n(0)}{QCNE_b}\right)^2 \right. \\
+ \frac{4Q}{n\pi} \left(1 - e^{-\frac{n\pi}{2Q}}\right) \left(\frac{1}{4Q} \cos \varphi - \sin \varphi\right) \left(\sin \varphi - \frac{q_n(0)}{QCNE_b}\right)]. \tag{68} \]
For no initial voltage on the network,

\[ I_{\text{rms}}^2 = \left( \frac{Q C_N E \omega_o}{2} \right)^2 \left[ 1 + \frac{Q}{n \pi} (1 - e^{-\frac{n \pi}{Q}}) \sin^2 \varphi \right. \\
\left. + \frac{4Q}{n \pi} (1 - e^{-\frac{n \pi}{2Q}}) \left( \frac{1}{4Q} \cos \varphi - \sin \varphi \right) \sin \varphi \right]. \quad (69a) \]

The exponentials in Eq. (69a) must, in certain cases, be calculated to 5 or 6 significant figures in order to obtain sufficiently accurate results. A more convenient formula is obtained by expanding the exponentials for the case where \( n \pi/2Q \ll 1 \), that is,

\[ I_{\text{rms}}^2 = \left( \frac{C_N E \omega_o}{2} \right)^2 \left[ Q^2 \cos^2 \varphi + \frac{n^2 \pi^2}{12} \sin^2 \varphi + \frac{Q}{4} \left( 1 - \frac{n \pi}{4Q} \right) \sin 2\varphi \right]. \quad (69b) \]

It is of interest to find the value of \( \varphi \) for a minimum \( I_{\text{rms}} \). By the usual method,

\[ \frac{\partial I_{\text{rms}}^2}{\partial \varphi} = \left( \frac{C_N E \omega_o}{2} \right)^2 \left[ \left( \frac{n^2 \pi^2}{12} - Q^2 \right) \sin 2\varphi + \frac{Q}{2} \left( 1 - \frac{n \pi}{4Q} \right) \cos 2\varphi \right] = 0, \]

or

\[ \tan 2\varphi = \frac{\frac{Q}{2} \left( 1 - \frac{n \pi}{4Q} \right)}{Q^2 - \frac{n^2 \pi^2}{12}}. \]

If \( Q \) is reasonably large, for example, \( Q > 10 \),

\[ \tan 2\varphi \approx \frac{1}{2Q}. \]

The solutions are, to a very close approximation,

\[ \varphi = \frac{1}{4Q} \pm \frac{m \pi}{2}, \quad \text{where } m = 0, 1, 2, \ldots. \]

The solution \( \varphi = 1/4Q \) corresponds to the maximum \( I_{\text{rms}} \), while the solutions \( \varphi = \frac{1}{4Q} + \frac{\pi}{2} \) correspond to the minimum \( I_{\text{rms}} \). Thus,

\[ (I_{\text{rms}})_{\text{max}} \approx \frac{QC_N E \omega_o}{\sqrt{2}} \quad (70a) \]
\[ (I_{\text{rms}})_{\text{min}} \approx \frac{n \pi C_N E \omega_o}{2 \sqrt{6}} \sqrt{1 + \frac{6}{n^2 \pi^2}}. \quad (70b) \]

To obtain the minimum rms current with no initial voltage on the network, \( \varphi \) must thus be made nearly equal to \( \pi/2 \).
Circuit Utilization Factor (C. U. F.).—This factor is defined as

\[
\text{C. U. F.} = \frac{\text{power input to network}}{\text{volt-amperes input}} = \frac{P_N}{E_{\text{rms}} \cdot I_{\text{rms}}} = \frac{C_N \omega_a (V_N)^2 n\pi}{2n\pi}.
\]

\[
= \frac{E_b}{\sqrt{2}} \frac{C_N E\omega_a}{\sqrt{2}} \sqrt{Q^2 \cos^2 \varphi + \frac{n^2 \pi^2}{12} \sin^2 \varphi + \frac{Q}{4} \left(1 - \frac{n\pi}{4Q}\right) \sin 2\varphi}
\]

\[
\text{C. U. F.} \approx \frac{n\pi \left(1 - \frac{n\pi}{2Q}\right) \sin^2 \varphi}{4 \sqrt{Q^2 \cos^2 \varphi + \frac{n^2 \pi^2}{12} \sin^2 \varphi + \frac{Q}{4} \left(1 - \frac{n\pi}{4Q}\right) \sin 2\varphi}}. \quad (71)
\]

For \( \varphi = \pi/2 \), corresponding to the most common operating condition for a-c resonant charging,

\[
\text{C. U. F.} = \frac{\sqrt{3}}{2} \left(1 - \frac{n\pi}{2Q}\right).
\]

Charging-circuit Efficiency.—By definition, the efficiency \( \eta_e \) is

\[
\eta_e = \frac{P_N}{P_N + I_{\text{rms}}^2 R_e} = \frac{1}{1 + \frac{I_{\text{rms}}^2 R_e}{P_N}} \quad (72)
\]

where

\[
\frac{I_{\text{rms}}^2 R_e}{P_N} = \frac{(C_N E\omega_a)^2}{2} \left[ Q^2 \cos^2 \varphi + \frac{n^2 \pi^2}{12} \sin^2 \varphi + \frac{Q}{4} \left(1 - \frac{n\pi}{4Q}\right) \sin 2\varphi \right] \left[ \omega_a \frac{\pi^2 n\pi}{2n\pi} \right] \frac{1}{Q C_N \omega_a}
\]

\[
= 4 \left[ Q^2 \cos^2 \varphi + \frac{n^2 \pi^2}{12} \sin^2 \varphi + \frac{Q}{4} \left(1 - \frac{n\pi}{4Q}\right) \sin 2\varphi \right] Q n\pi \left(1 - \frac{n\pi}{2Q}\right) \sin^2 \varphi
\]

\[
= 4 \left[ Q \cot^2 \varphi + \frac{n^2 \pi^2}{12Q} + \frac{1}{2} \left(1 - \frac{n\pi}{4Q}\right) \cot \varphi \right] n\pi \left(1 - \frac{n\pi}{2Q}\right).
\]  \quad (73)

The maximum efficiency occurs when \( I_{\text{rms}}^2 R_e/P_N \) is a minimum. This minimum is obtained, to a very close approximation, when

\[
\cot \varphi = -\frac{1}{4Q} \quad \text{or} \quad \varphi = \pm \frac{\pi}{2} + \frac{1}{4Q}.
\]
Thus for maximum efficiency $\phi$ is very nearly equal to $\pm \pi/2$, in which case

$$\frac{R_{\text{c, max}}^2 R_e}{P_N} = \frac{\frac{4n^2\pi^2}{12Q}}{n\pi \left(1 - \frac{n\pi}{2Q}\right)} = \frac{n\pi}{1 - \frac{n\pi}{2Q}},$$

and the maximum charging efficiency is given by

$$\eta_e = 1 - \frac{n\pi}{2Q} = 1 - \frac{n\pi}{6Q}.$$  

(74)

9.6. A-c Nonresonant Charging.—In resonant charging the voltage rise or gain may be considered a result of ordinary resonance multiplication. In nonresonant charging, $1 - L_e C_N\omega_a^2 \neq 0$, there is also a voltage gain which, if the duration of the transient is limited to one or two cycles, may even exceed that for resonant charging. The voltage gain for nonresonant charging may be considered a result of beats that occur between the steady-state voltage of angular frequency $\omega_a$ and the transient voltage of angular frequency $\omega$. The voltage rises to high peak values for a few cycles, and then subsides to the steady-state values as the transient dies out. In resonant charging, on the other hand, the voltage rises to higher and higher peak values, and the steady-state value is limited in magnitude only by damping. It is clear, therefore, that damping cannot be important for nonresonant charging, except when resonance is approached, that is, when $\omega \approx \omega_a$. For transients with durations of one or two cycles, however, damping may be neglected without making serious errors, at least when calculating wave shapes.

Neglecting losses, the network charge as given by Eq. (54) may be simplified to

$$q_N(t) = Q_N \cos (\omega_a t + \phi - \theta) + A \cos (\omega t + \psi),$$

(75)

where

$$Q_N = \left| \frac{C_N E_b}{1 - \frac{\omega_a^2}{\omega^2}} \right|$$

and

$$\theta = \lim_{R_e \to 0} \tan^{-1} \frac{R_e C_N \omega_a}{1 - \frac{\omega_a^2}{\omega^2}} = \begin{cases} 0 & \text{for } \frac{\omega_a}{\omega} < 1, \\ \pi & \text{for } \frac{\omega_a}{\omega} > 1. \end{cases}$$
**Full-cycle Charging.**—The condition for repeating transients for full-cycle charging [see Eq. (58a)] gives, for \( n \) even,

\[
\cot \frac{n\pi}{2} \cdot \frac{\omega}{\omega_a} = -\left( \frac{i_e(0)}{\omega} + \frac{\omega_a}{\omega} Q_N \sin \varphi \right) - \frac{q_N(0) - Q_N \cos \varphi}{\omega} = \tan \psi
\]

when \( R_c = 0 \) (that is, \( a = 0 \)). Then

\[
\psi = \frac{\pi}{2} - \frac{n\pi}{2} \cdot \frac{\omega}{\omega_a}, \text{ or } \psi = \frac{3\pi}{2} - \frac{n\pi}{2} \frac{\omega}{\omega_a},
\]

and Eq. (75) becomes

\[
g_N(t) = Q_N \cos (\omega_a t + \varphi - \theta) \pm A \sin \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right). \tag{76}
\]

When \( t = 0 \), the following expression may be obtained for \( A \):

\[
\pm A = \frac{Q_N \cos (\varphi - \theta) - q_N(0)}{\sin \frac{n\pi}{2} \frac{\omega}{\omega_a}}.
\]

Equation (76) can now be rewritten

\[
g_N(t) = Q_N \cos (\omega_a t + \varphi - \theta)
\]

\[
+ [Q_N \cos (\varphi - \theta) - q_N(0)] \frac{\sin \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right)}{\sin \frac{\omega}{\omega_a} \cdot \frac{n\pi}{2}}
\]

\[
= C_NE_b \left[ \cos (\omega_a t + \varphi) + \frac{\sin \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right)}{\sin \frac{\omega}{\omega_a} \cdot \frac{n\pi}{2}} \cos \varphi \right]
\]

\[
- q_N(0) \frac{\sin \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right)}{\sin \frac{\omega}{\omega_a} \cdot \frac{n\pi}{2}}. \tag{77}
\]

The current equation obtained by differentiating Eq. (77) is

\[
i_e(t) = C_NE_b \omega_a \left[ \frac{\omega}{\omega_a} \cos \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right) \cos \varphi - \sin (\omega_a t + \varphi) \right]
\]

\[
- q_N(0) \frac{\omega \cos \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right)}{\sin \frac{\omega}{\omega_a} \cdot \frac{n\pi}{2}}. \tag{78}
\]
The network voltage is derived from Eq. (77) and may be expressed in ratio form \( v_n/E_b \), that is,

\[
\frac{v_n(t)}{E_b} = \frac{1}{1 - \frac{\omega_a^2}{\omega^2}} \left[ \cos (\omega_a t + \varphi) + \frac{\sin \frac{\omega_a (\omega_a t - \frac{n\pi}{2})}{\omega_a}}{\sin \frac{\omega_a \cdot \frac{n\pi}{2}}{\omega}} \cos \varphi \right]
\]

\[
- \frac{v_n(0)}{E_b} \frac{\sin \frac{\omega_a (\omega_a t - \frac{n\pi}{2})}{\omega_a}}{\sin \frac{\omega_a \cdot \frac{n\pi}{2}}{\omega}}.
\]  

(79)

The voltage stepup ratio at the time \( \omega_a t = n\pi \) when the network discharges is

\[
\frac{v_n(n\pi)}{E_b} = \frac{2 \cos \varphi - v_n(0)}{1 - \frac{\omega_a^2}{\omega^2}}
\]

(80)

where \( \varphi \) is related to \( i_c(0), q_n(0), \) and \( \omega/\omega_a \) by the relation

\[
\sin \varphi = - \frac{ab \pm \sqrt{a^2 - 4ab^2 + 1}}{a^2 + 1}
\]

(81)

in which

\[
a = \frac{\omega_a}{\omega} \tan \frac{n\pi}{2}, \quad b = \left( \frac{q_n(0)}{aC_N E_b} + \frac{i_c(0)}{\omega_a C_N E_b} \right) (1 - \frac{\omega_a^2}{\omega^2}).
\]

When \( i_c(0) = 0 \) and \( q_n(0) = 0 \), the value of \( \varphi \) reduces to

\[
\tan \varphi = \frac{\omega}{\omega_a} \cot \frac{n\pi}{2},
\]

(82)

and the equation for voltage stepup ratio at the instant of discharge may be written as a function of \( \omega/\omega_a \) alone, giving

\[
\frac{v_n(n\pi)}{E_b} = \frac{2 \cos \varphi - \frac{2}{1 - \frac{\omega_a^2}{\omega^2}} \sqrt{1 + \frac{\omega_a^2}{\omega^2} \cot^2 \frac{n\pi}{2}} \omega_a}{\omega}.
\]

(83)

The values of the stepup ratio and of \( \varphi \) are plotted for one-cycle charging \( (n = 2) \) as functions of \( \omega_a/\omega \) in Fig. 9.17. The steady-state value of the network-voltage stepup ratio, neglecting losses, is also plotted here. When resonance is approached, that is, when \( \omega \approx \omega_a \), the steady-state voltage ratio rises to high values. The transient-voltage gain is greater than the steady-state gain for certain values of \( \omega_a/\omega \), illustrating the phenomenon of beats.
The maximum stepup ratio for the transient case is about 3.66, and occurs at \( \omega_a/\omega \approx 0.7 \) and \( \varphi \approx 21^\circ \).

![Graph showing voltage stepup ratio and phase angle as a function of \( \omega_a/\omega \) for a-c inductance charging (circuit losses are neglected). Curve A is the voltage stepup ratio for \( n = 2 \) (one cycle charging). Curve B is the voltage stepup ratio for \( n = \infty \). Curve C is the phase angle \( \phi \).

Again it is of interest to obtain the average and effective values of the transformer currents. The d-c current may be obtained by integrating Eq. (78) over the charging period \( T_r = n\pi/\omega_a \). Thus,

\[
I_{av} = \frac{1}{T_r} \int_0^{T_r} i_c(t) \, dt = \frac{1}{n\pi} \int_0^{n\pi} i_c(t) \, d(\omega_a t) = \frac{1}{n\pi} \int_0^{n\pi} i_c(x) \, dx,
\]

where \( \omega_a t = x \) for convenience. Then

\[
I_{av} = \frac{1}{n\pi} \int_0^{n\pi} \left[ \left( \frac{C_N E_\omega \cos \varphi}{\left( 1 - \frac{\omega_a^2}{\omega^2} \right)} \right) - q_N(0) \omega \right] \cos \frac{\omega}{\omega_a} \left( x - \frac{n\pi}{2} \right) \\
- \left( \frac{C_N E_\omega}{1 - \frac{\omega_a^2}{\omega^2}} \right) \sin \left( x + \varphi \right) \, dx.
\]

Straightforward integration gives, for \( n \) even,

\[
I_{av} = \frac{2}{n\pi} \left[ \frac{C_N E_\omega \omega_a \cos \varphi}{1 - \frac{\omega_a^2}{\omega^2}} - \omega_a q_N(0) \right]. \tag{84}
\]

The rms current is calculated using the definition
The evaluation of this integral is long and is not carried out here. The result, however, is

$$I_{\text{rms}}^2 = \frac{1}{T} \int_0^T t(t) dt = \frac{1}{n\pi} \int_0^{n\pi} t(t) d(\omega_a t).$$

An expression for $A$ may be obtained when $t = 0$,

$$A = q_N(0) - Q_N \cos (\varphi - \theta).$$

Equation (86) can now be rewritten

$$q_N(t) = Q_N \cos (\omega_a t + \varphi - \theta)$$

$$+ \left[ \frac{q_N(0) - Q_N \cos (\varphi - \theta)}{\cos \frac{n\pi \omega}{2 \omega_a}} \right] \cos \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right)$$

$$= \frac{C_N E_b}{1 - \frac{\omega_a^2}{\omega^2}} \left[ \cos (\omega_a t + \varphi) - \frac{\cos \varphi}{\cos \frac{n\pi \omega}{2 \omega_a}} \cos \frac{\omega}{\omega_a} \left( \omega_a t - \frac{n\pi}{2} \right) \right]$$

$$+ \frac{q_N(0)}{\cos \frac{n\pi \omega}{2 \omega_a}}.$$  (87)
The equation for current is obtained by differentiating Eq. (87). Thus,

\[
\frac{i_e(t)}{C_N E_b \omega_a} = -\frac{1}{1 - \frac{\omega_e^2}{\omega^2}} \left\{ \sin(\omega_a t + \varphi) - \frac{\cos \varphi}{\cos \left(\frac{n\pi \omega}{2 \omega_a}\right)} \omega \sin \left[ \frac{\omega}{\omega_a} \left(\omega_a t - \frac{n\pi}{2}\right) \right] \right\}
\]

\[
- \frac{q_N(0)}{C_N E_b \omega_a} \frac{\omega}{\omega_a} \sin \left(\frac{\omega_a t - \frac{n\pi}{2}}{\omega_a} \right) \frac{n\pi \omega}{2 \omega_a}.
\]  (88)

The network voltage is derived from Eq. (87) and may be expressed in ratio form, that is,

\[
\frac{v_N(t)}{E_b} = \frac{1}{1 - \frac{\omega_e^2}{\omega^2}} \left\{ \cos(\omega_a t + \varphi) - \frac{\cos \varphi}{\cos \left(\frac{n\pi \omega}{2 \omega_a}\right)} \omega \cos \left(\frac{n\pi \omega}{2 \omega_a} \right) \right\}
\]

\[
+ \frac{q_N(0)}{C_N E_b \omega_a} \frac{\omega}{\omega_a} \cos \left(\frac{n\pi \omega}{2 \omega_a} \right) \frac{n\pi \omega}{2 \omega_a}.
\]  (89)

The voltage stepup ratio at the time \(\omega_a t = n\pi\) when the network discharges is

\[
\frac{v_N(n\pi)}{E_b} = -\frac{2 \cos \varphi}{1 - \frac{\omega_e^2}{\omega^2}} + \frac{v_N(0)}{E_b},
\]  (90)

where \(\varphi\) is related to \(i_e(0), q_N(0),\) and \(\omega/\omega_a\) by

\[
\frac{\omega_a \sin \varphi + \frac{i_e(0)}{\omega C_N E_b} \left(1 - \frac{\omega_e^2}{\omega^2}\right)}{-\cos \varphi + \frac{q_N(0)}{C_N E_b} \left(1 - \frac{\omega_e^2}{\omega^2}\right)} = \tan \frac{n\pi \omega}{2 \omega_a}.
\]  (91)

For the special case where both the network voltage and charging current are zero at time \(t = 0\), this relation may be simplified to

\[
- \tan \varphi = \frac{\omega}{\omega_a} \tan \frac{n\pi \omega}{2 \omega_a}.
\]  (92)

The direct component of current must, of necessity, be zero if \(n\) is odd by reason of symmetry. The rms current is obtained by integrating

\[
I_{e_{rms}} = \frac{1}{T_r} \int_0^{T_r} i_e^2(t) \, dt.
\]
The result of evaluating this integral is

\[ I_{\text{rms}}^2 = \frac{1}{2n\pi} \left( \frac{C_N E_0 \omega_n}{1 - \frac{\omega_n^2}{\omega^2}} \right)^2 \left[ n\pi + k^2 \left( n\pi - \frac{\omega_n}{\omega} \sin n\pi \frac{\omega}{\omega_n} \right) \right. \]

\[ \left. + \frac{8k \frac{\omega_n}{\omega} \sin \varphi \cos \frac{n\pi}{2} \frac{\omega}{\omega_n}}{1 - \frac{\omega_n^2}{\omega^2}} \right] \]

where

\[ k = \frac{1}{\frac{\omega_n}{\omega} \cos \frac{n\pi}{2} \frac{\omega}{\omega_n}} \left[ \frac{q_N(0)}{C_N E_0} \left( 1 - \frac{\omega_n^2}{\omega^2} \right) - \cos \varphi \right]. \]

Figure 9.18 gives representative voltage and current wave shapes for a-c nonresonant charging; (c) and (b) correspond to zero initial current and network voltage for half-cycle and full-cycle charging respectively.

\( \text{Fig. 9.18} \text{.—Voltage and current wave shapes for a-c nonresonant charging. The broken line is the impressed voltage.} \)
tively, and (a) is a special case of full-cycle charging. Figure 9-18b corresponds to the case of maximum voltage stepup ratio for full-cycle charging.

9.7. Practical A-c Charging Transformers.—In all practical cases, the charging inductance used for a-c charging pulsers is built as leakage inductance into the transformer supplying the high voltage. A major component is therefore eliminated, with resultant savings in the weight and size of the pulser. The majority of a-c charging transformers fall within the following range of ratings:

- Leakage inductance: 1 to 25 henrys.
- Secondary rms current: 0.05 to 1 amp.
- Secondary peak voltage: 5 to 30 kv.
- Kilovolt-amperes: 0.5 to 10 kva.
- A-c frequency: 60 to 800 cycles/sec.

The leakage inductance of a transformer increases when the ratio of the primary flux cut by the secondary to the total primary flux decreases. This decrease can be achieved in several ways:

1. By a physical separation of the primary and secondary windings on the core.
2. By the use of a magnetic shunt.
3. By the use of a leakage core.
4. By a combination of the above methods.

High-reactance transformers that have a magnetic shunt or a leakage core are commonly used because the leakage flux is more easily controlled by these means. Figure 9-19 shows a typical magnetic-shunt transformer. The normal flux path through the exciting core of the transformer is indicated by \( \Phi \). The magnetic shunts that provide a path for the leakage-reactance flux are located between the primary coil \( P \) and the secondary coil \( S \). These shunts are composed of iron laminations of the same quality and thickness as those used in the main transformer core. By increasing or decreasing the
spacing of the air gaps at the ends of the magnetic shunts, the leakage reactance of the transformer can be adjusted.

The magnetic-shunt transformer is simple in design and construction. There are certain current phase conditions on capacitive loads, however, under which the leakage-reactance flux and the exciting flux add in such a way as to increase the flux density in the two outside legs of the transformer core. This increase may cause magnetic saturation of the iron in the core legs, with a corresponding increase in core loss and decrease in inductance for the large values of secondary current.

Figure 9.20 shows a transformer having a separate leakage-reactance core. The design comprises a primary coil $P$ and the secondary coil $S$ which are linked by a normal exciting core as shown. In addition, a leakage-reactance core containing an air gap is provided in order to link the secondary winding and to serve as a magnetic path for the leakage flux. The spacing of this air gap controls the reactance and its physical shape determines the reactance-versus-current characteristics of the transformer. An air gap is also provided in the exciting core in order to prevent its saturation by the direct-current component in the secondary winding.

The separate-leakage-core transformer has an advantage over the magnetic-shunt transformer because it provides a separate path for the leakage flux, and therefore prevents the leakage flux and the normal exciting flux from adding to produce saturation of the steel. A transformer of this type requires two separate cores, but is comparable to the magnetic-shunt transformer in simplicity of design and construction. A transformer having a separate leakage core requires approximately 10 per cent more space than that having a magnetic shunt, but the additional space has not limited its applications. Figure 9.21 shows the assembly of cores and coils for a transformer with a separate leakage core. The various parts can be recognized by comparison with Fig. 9.20.

**Linearity Requirements for A-c Charging Transformers.**—The switches used in a-c charging pulsers are nearly always rotary spark gaps, which
have complex operating characteristics. Perhaps the most important complicating factor encountered with rotary-gap pulsers is the increase in spark length with power level. This increase in gap length changes the a-c voltage phase at which the spark occurs, thereby disturbing the charging-circuit conditions. The phase of the a-c voltage may also be changed by the effect of the load current on the alternator magnetic field.

As a result, transformers having constant leakage inductance for all currents in the operating range usually do not give the best overall performance. Since an exact analysis is difficult, the final adjustment of the inductance characteristic of the charging transformer is always made by experimental observation on an electrical sample of the pulser circuit, including the alternator.

The leakage inductances of charging transformers are measured by the same methods as those used for d-c charging reactors (Sec. 9.2). The transformer primary is short-circuited and superimposed a-c and d-c currents are passed through the secondary. In the case of half-cycle a-c charging, the direct current in the transformer is zero. When testing full-cycle resonant charging transformers, the a-c to d-c current ratio is taken as 2.9, but for nonresonant charging the ratio is larger. The value of 2.9 is derived as follows. For full-cycle charging \((n = 2)\) Eq. (70b) reduces to

\[
(I_{\text{rms}})_{\text{min}} \approx \frac{\pi C N E \omega_a}{\sqrt{6}}
\]  

(94)

The corresponding average current from Eq. (67a) is

\[
I_{\text{av}} = \frac{Q C N E \omega_a}{2\pi} \left(1 - e^{-\frac{\pi}{4Q}}\right) \\
\approx \frac{C N E \omega_a}{2} \left(1 - \frac{\pi}{2Q}\right).
\]  

(95)

Hence,

\[
(I_{\text{rms}})_{\text{min}} = \frac{2\pi I_{\text{av}}}{\sqrt{6} \left(1 - \frac{\pi}{2Q}\right)}
\]
The a-c component of the secondary current is given by

\[ I_{ca-c}^2 = (I_{crms})_{\text{min}}^2 - I_{ca}^2 = I_{ca}^2 \left[ \frac{4\pi^2}{6 \left( 1 - \frac{\pi}{2Q} \right)^2} - 1 \right] \]

Hence the a-c to d-c current ratio is

\[ \frac{I_{ca-c}}{I_{ca}} = \sqrt{\frac{4\pi^2}{6 \left( 1 - \frac{\pi}{2Q} \right)^2} - 1}. \]  \( \text{(96)} \)

Using representative value for the quality factor, that is, \( Q = 10 \), the a-c to d-c current ratio is found to be 2.9. For zero circuit loss, that is, \( Q = \infty \), the ratio is reduced to 2.37.

The charging-current wave for the case of a-c resonant charging with zero initial voltage on the condenser and zero current is shown in Fig. 9.16b, where the form of the a-c component of the current is seen to be approximately sinusoidal. The maximum value for this a-c component is \( 1.62C_N E_{\omega_0} \), whereas the peak value of the corresponding sine wave, calculated for \( Q = 10 \), is \( 1.84C_N E_{\omega_0} \). Since the inductance-measuring method closely simulates the current under operating conditions the values of leakage-inductance determined by this method may be considered to be significant.

The inductance of the charging circuit includes that of the a-c alternator or other a-c voltage source. The effective inductance of the special alternators used with a-c charging pulsers may be from 10 to 20 per cent of the total inductance, and must be subtracted from the calculated value in order to obtain the net leakage inductance required in the charging transformer. The effective alternator inductance is difficult to calculate in any given case and is also difficult to measure, except when it is used directly in a pulser circuit.

A transformer to be used with an a-c charging rotary-gap pulser usually gives the best over-all performance if its leakage inductance decreases slightly with increasing current. The leakage-inductance characteristics for two representative transformers are shown in Fig. 9.22, that in Fig. 9.22a having a magnetic shunt, and that in Fig. 9.22b a leakage-reactance core. As is to be expected, the transformer using a leakage-reactance core has the more linear characteristic. The allowable amount of decrease in the inductance characteristic is estimated by experience, and the final adjustment is always made on an actual test pulser.

\( \text{B-H Oscillograms for Typical A-c Charging Transformers.} \) The leakage-inductance characteristics may be shown by graphs such as those
in Fig. 9.22. The B-H oscillograms, however, are more fundamental, and reveal in detail the effects of transformer-core saturation. Two complete sets of B-H oscillograms for the same transformers as those of Fig. 9.22 are shown in Fig. 9.23 and Fig. 9.24.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig9.22.png}
\caption{Leakage inductance vs. secondary a-c current for typical a-c charging transformers.}
\end{figure}

An ideal a-c charging transformer is one that has zero internal loss, as well as a constant stepup ratio and leakage inductance over the range of voltage and currents used. The B-H oscillograms for such a transformer would consist of straight lines enclosing zero areas, instead of the loops enclosing finite areas that are actually observed. The leakage-inductance B-H oscillograms for well-designed charging transformers always enclose small areas, indicating that the losses are relatively small. The linearity of the B-H loops depends to a great extent upon the type of leakage-flux path used in the transformer. Transformers with magnetic shunts usually show the greatest saturation effects.

The oscillograms in Fig. 9.23 are good examples of this tendency since there is a slight amount of saturation even at one-third rated load current when direct current is present. The curvature of the remaining B-H loops increases, although not markedly, with increasing current. As indicated by theory, the removal of the direct-current component lessens the degree of saturation. The other oscillograms in the same figure show the secondary exciting current when the primary is open-circuited. Since the areas of these loops are considerably greater than those for the leakage inductance, it is evident that the core losses are greater. The high degree of saturation induced by both the over-voltage and the direct current is indicated by comparison with normal B-H loops for the transformer-exciting current.

The set of B-H oscillograms shown in Fig. 9.24 are for a transformer with a separate leakage core, and form an interesting comparison. The leakage-flux oscillograms indicate very slight saturation of the leakage-
(a) $I_{	ext{rms}} = 0.106$ amp, $L_L = 14.6$ henrys.

(b) $I_{	ext{rms}} = 0.225$ amp, $L_L = 13.0$ henrys.

(c) $I_{	ext{rms}} = 0.300$ amp, $L_L = 12.6$ henrys.

(d) $I_{	ext{rms}} = 0.374$ amp, $L_L = 11.8$ henrys.

Primary short-circuited, $I_{	ext{rms}}/I_{	ext{ref}} = 2.9$

(e) $I_{	ext{rms}} = 0.133$ amp, $L_L = 16.2$ henrys.

(f) $I_{	ext{rms}} = 0.200$ amp, $L_L = 18.0$ henrys.

(g) $I_{	ext{rms}} = 0.283$ amp, $L_L = 17.5$ henrys.

(h) $I_{	ext{rms}} = 0.310$ amp, $L_L = 17.1$ henrys.

Primary short-circuited, no d-c in secondary

(i) $V_{	ext{sec}} = 4500$ volts, $L_L = 330$ henrys.

(j) $V_{	ext{sec}} = 6700$ volts, $L_L = 330$ henrys.

(k) $V_{	ext{sec}} = 9000$ volts, $L_L = 253$ henrys.

(l) $V_{	ext{sec}} = 11,000$ volts, $L_L = 148$ henrys.

Primary open-circuited. $I_{	ext{rms}}/I_{	ext{ref}} = 2.9$

(m) $V_{	ext{sec}} = 4500$ volts, $L_L = 387$ henrys.

(n) $V_{	ext{sec}} = 6700$ volts, $L_L = 394$ henrys.

(o) $V_{	ext{sec}} = 9000$ volts, $L_L = 306$ henrys.

(p) $V_{	ext{sec}} = 11,000$ volts, $L_L = 172$ henrys.

Primary open-circuited, no d-c in secondary

Fig. 9-23.—$B$-$H$ oscillograms for an a-c charging transformer with a magnetic shunt. Transformer rated at 0.300 amp rms and 9000 volts secondary voltage.
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(a) $I_{rms} = 0.230$ amp,

(b) $I_{rms} = 0.460$ amp,

(c) $I_{rms} = 0.690$ amp,

(d) $I_{rms} = 1.06$ amp,

$LL = 2.94$ henrys.

$LL = 2.94$ henrys.

$LL = 2.94$ henrys.

$LL = 2.83$ henrys.

Primary short-circuited, $I_{rms}/I_{av} = 2.9$.

(e) $I_{rms} = 0.215$ amp,

(f) $I_{rms} = 0.435$ amp,

(g) $I_{rms} = 0.870$ amp,

(h) $I_{rms} = 1.000$ amp

$LL = 2.94$ henrys.

$LL = 2.98$ henrys.

$LL = 2.92$ henrys.

$LL = 2.89$ henrys.

Primary short-circuited, no d-c in secondary.

(i) $V_{sec} = 1700$ volts,

(j) $V_{sec} = 3460$ volts,

(k) $V_{sec} = 7500$ volts,

(l) $V_{sec} = 8600$ volts

$LL = 52.0$ henrys.

$LL = 54.0$ henrys.

$LL = 47.0$ henrys.

$LL = 49.5$ henrys.

Primary open-circuited, $I_{rms}/I_{av} = 2.9$.

(m) $V_{sec} = 1730$ volts,

(n) $V_{sec} = 3460$ volts,

(o) $V_{sec} = 7500$ volts,

(p) $V_{sec} = 8600$ volts

$LL = 54.0$ henrys.

$LL = 52.0$ henrys.

$LL = 48.4$ henrys.

$LL = 46.6$ henrys.

Primary open-circuited, no d-c in secondary.

Fig. 9.24.—B-H oscillograms for an a-c charging transformer with a separate leakage core.
Transformer rated at 1.20 amp and 7500 volts secondary voltage.
flux core. Likewise, the direct-current component has only a very small effect on the measured values of the leakage inductance. The oscillograms for the secondary exciting current are also of a somewhat different character than those for a transformer of the magnetic-shunt type. The direct-current component has less effect on the degree of core saturation in the latter case. Unfortunately, however, limitations in the measuring apparatus prevented the overvolting of the secondary, and it was therefore impossible to obtain a complete set of comparative data for the latter transformer.

9.8. The Design of High-reactance Transformers. Only the design problems specifically related to high-reactance transformers are discussed here since those common to both d-c charging reactors and a-c charging transformers are treated in Sec. 9.3.

The determination of the effective voltage stepup ratio and the inductance of the transformer is made by calculation and by experiment. Theoretically, the total reactance in an a-c resonant-charging circuit of the full-wave type should be about 194 per cent, that is,

$$\sqrt{2} \frac{\omega_0 L S I_{c.m}}{E_b} \approx 1.94.$$  

The series reactances of the power supply and the high-reactance transformer are combined to give this reactance. Nonlinearity of the transformer inductance may be provided by extending the length of a few of the laminations on the leakage core, thus providing a short gap of small cross section in parallel with the main gap.

Figure 9.25 shows the general circuit in which a-c resonant-charging transformers are used. The pulse transformer shown does not contribute in any way to the characteristics of the charging circuit; hence, for most

---

purposes, the impedance of the pulse transformer can be considered to be zero, except during pulsing.

Figure 9-26 shows the equivalent circuit of the diagram given in Fig. 9-25. The induced voltage, usually sinusoidal, in the generator armature is shown by $V_o$. This voltage is applied to the resistance and reactance components of the a-c generator, resonant-charging transformer, and the capacitance $C_N$ in the pulser circuit.

![Equivalent circuit of a line-type pulser using a-c charging](image)

Typical oscillograms of the voltage output of the transformer in a full-wave charging circuit are shown in Fig. 9-27. The exponential decay in the voltage after the pulse is caused by the time constant of the viewing circuit that is used in conjunction with a cathode-ray oscilloscope to observe the charging waveform.

![Charging voltage wave shapes in an a-c charging line-type pulser](image)

(a) Slow sweep.       (b) Fast sweep.

*Fig. 9-27.—Charging voltage wave shapes in an a-c charging line-type pulser. (Courtesy of General Electric Co.)*

*Sample Design.*—The following sample calculations show the general procedure followed in the design of a transformer having the following specifications:

Input: 115-volt, 635-cycle.
Effective turns ratio: 1/49.
Inductance: 6.2 henrys ± 5 per cent.
Current in high-voltage winding: 0.330 amp rms, 0.114 amp d-c.
Recurrence frequency: 635 pps.
Peak charging voltage: 21.8 kv.
Full-cycle charging circuit.
Efficiency: 90 per cent.
Ambient temperature range: \(-40^\circ C \text{ to } +50^\circ C\).
For shipboard use.
Hermetically-sealed unit, dimensions not specified, mounting to be
by means of a clamp over the top edge of the tank.
PFN capacitance: 0.0091 \(\mu_f\).
Generator impedance: 3.9 ohms.

For this case, tests indicated that an actual turns ratio of 1/44 was
required instead of the theoretical value 1/49; in the same way, the neces-
sary transformer inductance was found to be 6.2 henrys as against 5
henrys indicated by the original computations.

This transformer was designed to have a separate leakage core (Fig.
9.20), but the calculations can, in general, be applied to one having a
magnetic shunt. Figure 9.21 shows the core and coil of the assembled
unit. The design calculation is started by choosing values of maximum
flux densities compatible with previous experience. Selecting 27,000
and 40,000 lines/in.\(^2\) for the flux in the main and leakage cores respec-
tively, and a cross section of 3 in. by \(\frac{3}{8}\) in. for the main core, the voltage
per turn may be found by the formula

\[ V_t = \frac{2\pi f_r B_e A_c}{\sqrt{2}} \times 10^{-8}, \]

where \(A_c\) is the net area of steel or the cross section multiplied by the
space factor. Assuming a value of 0.88 for this factor gives

\[ V_t = 4.44 \times 635 \times 27,000 \times 3 \times \frac{3}{8} \times 10^{-8} \text{ volts} \]
\[ = 1.76 \text{ volts.} \]

Hence, the coils require 65 and 2860 turns respectively.

The leakage-reactance core can now be determined. Its flux is
given by

\[ \phi_{lk} = \frac{L_e I_{cmax}}{N}, \]

where \(I_{cmax} = 1.8 I_{cmax}\), and \(N = \text{number of high-voltage turns}\). Then

\[ \phi_{lk} = \frac{6.2 \times 0.33 \times 1.8 \times 10^8}{2860} \]
\[ = 129,000 \text{ lines.} \]

Past experience indicates that about 20 per cent of this flux is external
to the leakage core, leaving only 103,000 lines in the core. The cross
section of the leakage core at 40,000 lines/in.\(^2\) equals
\[
\frac{103,000}{40,000} = 2.58 \text{ in.}^2
\]
This value closely approximates that for the main-core cross section. For mechanical reasons, the same section is used for both cores, giving a flux density
\[
B_z = \frac{103,000}{2.36} = 44,600 \text{ lines/in.}^2
\]
in the leakage core. This value is approximate and must be corrected later when the flux external to the core is calculated.

The coils can now be designed. In order to stay within the allowable current density at full load (assumed to be 1300 amp/in.\(^2\)), the secondary conductor must be 0.0179 in. in diameter, and the primary 0.120 in. by 0.090 in. The latter cross section corresponds to the equivalent value of the a-c component of the high-voltage current plus the core-exciting current. The conductor shape is determined solely by the complete coil-shape desired and the wire sizes on hand.

The low-voltage wire is chosen with paper insulation, making the over-all insulated size 0.131 in. by 0.101 in. Two layers are necessary for the coil and a sheet of 0.015-in. insulation between the layers serves as mechanical support for the second layer.

In order to reduce the voltage induced in the primary by the discharge of the pulse-forming network and thus to minimize radio-noise interference, a grounded electrostatic shield is interposed between the windings. This shield consists of a brass screen insulated from the coil by a sheet of 0.015-in. layer insulation forming one open turn around the coil. It is bonded to the core clamp and hence to ground. Some insulation must be between the ends of the shield to prevent a short-circuit.

The high-voltage wire is constructed with double enamel and cotton covering, which makes its nominal over-all diameter equal to 0.0246 in. In order to distribute the voltage stresses more evenly under the impulse conditions of operation, the last layer is made of more heavily insulated wire, as shown in Figs. 9-19 and 9-20. This wire insulation consists of \(\frac{3}{16}\)-in. black varnished cambric insulation, which needs only a few turns for a full layer; thus, the number of turns of the 0.0179-in. wire is reduced accordingly.

The insulation in the transformer consists of the coil cylinders, paper-layer insulation in the coils, pressboard collars and barriers, wooden spacers, and oil.

Because of the mechanical strength required, the coil cylinders present no problem in electrical insulation. The layer insulation in the coils,
the creepage distance around the ends of the layers, the collars and barriers between the high-voltage coil and the cores, and the insulation of leads are all determined from the corresponding applied voltages and the limiting values of stress. Some of these values are calculated directly, but others must be obtained from a scale layout of the transformer. Another reason for using a scale layout is the necessity of measuring the cross-sectional areas of the coils and the area between coils in order to calculate the air and iron fluxes more accurately.

Leakage-reactance-core Gap.—The preliminary calculation of the flux in the leakage-reactance core was based on an estimate of the flux in the air external to the core. The air flux is now calculated from the actual dimensions of the transformer in order to give a more accurate value of core flux for use in determining the gap in the leakage-reactance core.

The flux \( \phi_1 \) external to the core is

\[
\phi_1 = \frac{3.19 \left( \frac{A_h}{3} + \frac{A_{(h-l)}}{3} + \frac{A_l}{3} \right) N I_{c_{\text{max}}}}{0.65 l_h},
\]

where
\( A_h = \) cross-sectional area of the high-voltage coil in in.\(^2\),
\( A_l = \) cross-sectional area of the low-voltage coil in in.\(^2\),
\( A_{(h-l)} = \) area between the coils in in.\(^2\),
\( l_h = \) length of winding on the high-voltage coil in in.,

and

\[
\phi_1 = \frac{3.19 \left( \frac{2.2}{3} + 5.85 + \frac{15.3}{3} \right) (2860)(0.330)(1.8)}{(0.65)(4.25)} = 23,200 \text{ lines.}
\]

Since a total flux of 129,000 lines was previously calculated, 105,800 lines are left in the core.

Because of the effect of "fringing," the calculation of the core gap is a trial-and-error process. The actual length of the gap is used, but its cross-sectional area is increased by an empirical amount that is a function of the length.

First, the ratio of effective area to length of the leakage-reactance core is calculated;

\[
\frac{A_o}{l_o} = \frac{\phi_2}{(3.19)(NI_m)}
\]

where \( A_o = \) effective gap area, \( l_o = \) gap length, and \( \phi_2 = \) core flux.

\(^1\)The factor 0.65 in the denominator is empirical and depends on the coil configuration. Its value may vary from 0.6 to 1.1.
There results

\[ \frac{A_v}{l_v} = \frac{105,800}{(3.19)(2860)(0.330)(1.8)} = 19.5 \text{ in.} \]

Assuming a gap length of 0.160 in., the effective area is calculated from

\[ A_v = A_a + \frac{l_v}{3} \times p_v, \]

where \( A_a \) is the actual cross-sectional area of the gap, and \( p_v \) is the periphery of the gap.

Therefore

\[ A_v = 3 \times \frac{7}{8} + \frac{(0.160)(7.75)}{3} = 3.03 \text{ in.}^2 \]

Checking,

\[ \frac{A_v}{l_v} = \frac{3.03}{0.160} = 19.0 \text{ in.} \]

A gap length of 0.155 in. would almost exactly check the value calculated for \( A_v/l_v \) but the value 19.0 is within the design limits.

A gap of this length is satisfactory, but a nonlinear inductance gives more stable operation. The ordinary gap gives an almost linear inductance. By experiment, a nonlinear inductance is obtained by making the gap with several of the outside lamination extending into the gap. At low currents the short gap between the extended laminations gives a high inductance, but at high currents these extended laminations become saturated, causing the effective length of the gap to increase. The inductance at high current is therefore decreased by some value depending on the proportions of the gap. The final design has about a 15 per cent drop in inductance from \( \frac{1}{3} \) to full current. This gap construction requires preliminary tests on the cores in order to adjust the spacing to the right value.

Losses.—The losses in the transformer are important not only from the standpoint of resonant-voltage rise but also from the point of view of efficiency and heating. The losses, shown in Table 9-3, consist of \( I^2R \)- and eddy-current losses in the windings, core loss, and stray loss, which is an all-inclusive term covering indeterminate losses in the insulation, the clamps, and the tank.

The ratio of the expected voltage rise to the applied a-c voltage in a resonant-charging circuit is given by the relation (66b) which, in this case, reduces to

\[ \frac{V_N}{E_b} = \frac{n\pi}{2} \left( 1 - \frac{n\pi}{4Q} \right), \]
where

\[
Q = \frac{\omega L}{R_e} = \frac{\omega L}{P_e} \frac{I_{\text{rms}}^2}{I_{\text{rms}}} = \frac{635 \times 2\pi \times 6.9}{90.16} \times (0.33)^2 = 30.
\]

Hence, for full-cycle charging,

\[
\frac{V_N}{E_b} \approx 2.98.
\]

The leakage-core loss is calculated by assuming that the wave is unsymmetrical, that is, the first peak has only half the voltage of the second peak. The stray loss depends greatly on the mechanical proportions of the transformer and can be estimated only from experience; in a transformer of this type it is usually about equal to the total copper loss.

**Table 9-3. Transformer Losses**

<table>
<thead>
<tr>
<th>Loss</th>
<th>Watts full load</th>
<th>a-c resonant-charging circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>In primary coil (I^2R) plus eddy-current loss</td>
<td>13.45</td>
<td>17.71</td>
</tr>
<tr>
<td>In secondary coil (I^2R) plus eddy</td>
<td>29.0</td>
<td></td>
</tr>
<tr>
<td>Leakage-core loss</td>
<td>30.0</td>
<td></td>
</tr>
<tr>
<td>Stray loss</td>
<td>90.16</td>
<td></td>
</tr>
<tr>
<td>Total loss in charging circuit, (P_e)</td>
<td>114.56</td>
<td></td>
</tr>
</tbody>
</table>

**Heating and Oil Expansion.**—The operating temperature of the windings, core, and oil is determined by computing empirically the temperature drop from the wire and core to the tank surface through the insulation, the oil, and the contact surfaces. In this particular example, the losses correspond to approximately 0.2 watts/in.\(^2\) of tank, giving a temperature rise of 25°C from ambient air to oil. The temperature rise in the oil from tank to coil depends on conduction and convection, and may amount to 15°C in this transformer; the rise from the coil to the windings amounts to about 10°C for a coil construction of the particular type used in this case. The temperature rise of the core above oil, resulting from a dissipation of about 0.25 watts in.\(^2\), is also about 10°. The temperature rise of both coils and core above the external ambient temperature is therefore about 50°C.

In this particular transformer, an air space is provided in order to limit changes in pressure inside the tank, resulting from temperature variations that cause the oil to expand or contract. The expected pres-
sure is then calculated from the following empirical formula:

\[ P = \frac{1470V_{25}T + 65.4T}{29,800V_T + 0.0147T^2}, \]

where

- \( P \) = absolute pressure in lb/in.\(^2\),
- \( T \) = final gas and oil temperature absolute in °C,
- \( V_{25} \) = ratio of air volume to oil volume at 25°C,
- \( V_T \) = ratio of air volume to oil volume at \( T \)°C.

If a final oil temperature of 80°C is assumed, \( V_{25} = 0.0715 \) and \( V_T = 0.0276 \), giving a pressure of 22.7 lb/in.\(^2\) if there is no flexing in the tank. In practice, the elasticity of the sides of the tank reduces that pressure appreciably.

9.9. Miscellaneous Charging Circuits. A-c Diode Charging.—A simple method for a-c charging, mentioned in Sec. 9.4, is to insert a hold-off diode between the high-voltage transformer and the network as shown in Fig. 9.28. As illustrated by Fig. 9.29, the voltage on the network builds up to almost the peak positive value of the transformer voltage. The hold-off diode prevents the reverse flow of current, and therefore maintains the charge on the network until the switch is fired. The discharge of the network is timed to take place during the negative half cycle of the transformer voltage in order to insure a long deionization time for the switch.

The equations for a-c diode charging are developed on the assumptions (1) that the transformer has zero leakage inductance and (2) that the diode loss can be represented by an equivalent resistance. The differential equation and initial conditions for the network charge \( q_n \) during the charging period are

![Fig. 9.28.—Schematic circuit diagram for a-c charging using a hold-off diode.](image)

![Fig. 9.29.—Voltage relations for a-c diode charging.](image)
\[ R_c \frac{dq_N}{dt} + \frac{q_N}{C_N} = E_b \sin \omega_a t, \]
\[ q_N(0) = 0, \]
\[ \left( \frac{dq_N}{dt} \right)_{t=0} = 0. \]

The corresponding Laplace-transform equation is
\[ R_c p q_N(p) + \frac{1}{C_N} q_N(p) = \frac{E_b \omega_a}{p^2 + \omega_a^2}. \]

Solving for \( q_N(p) \),
\[ q_N(p) = \frac{E_b \omega_a}{R_c} \frac{1}{p + \frac{1}{R_c C_N}} \left( \frac{1}{p^2 + \omega_a^2} \right). \quad (98) \]

The inverse transform giving \( q_N(t) \) is
\[ q_N(t) = \frac{C_N E_b}{1 + \frac{R_c^2 C_N^2 \omega_a^2}{\omega_a^2}} \left( R_c C_N \omega_a e^{R_c C_N \omega_a} - R_c C_N \omega_a \cos \omega_a t + \sin \omega_a t \right). \quad (99) \]

By differentiating, the current may be found to be
\[ i_c(t) = \frac{C_N E_b \omega_a}{1 + \frac{R_c^2 C_N^2 \omega_a^2}{\omega_a^2}} \left( R_c C_N \omega_a \sin \omega_a t + \cos \omega_a t - e^{-R_c C_N \omega_a} \right). \quad (100) \]

The maximum voltage on the condenser occurs either for \( i_c(t) = 0 \), or for a value of \( t = t_1 \) given by setting Eq. (100) equal to zero. Then \( t_1 \) is a solution of
\[ R_c C_N \omega_a \sin \omega_a t_1 + \cos \omega_a t_1 - e^{-\frac{\omega_a t_1}{R_c C_N \omega_a}} = 0. \quad (101) \]

By substituting Eq. (100) into Eq. (99), the relation
\[ (q_N)_{\text{max}} = C_N E_b \sin \omega_a t_1 \]
is obtained. For most practical cases of a-c diode charging, \( R_c C_N \omega_a \ll 1 \). For example, if \( R_c C_N \omega_a = 0.04 \), the exponential term in Eq. (101) is negligible, and \( \omega_a t_1 \) is given approximately by
\[ \tan \omega_a t_1 = -\frac{1}{R_c C_N \omega_a} \quad \text{or} \quad \omega_a t_1 \approx \frac{\pi}{2} + R_c C_N \omega_a. \]

Using this value of \( \omega_a t_1 \), \( (q_N)_{\text{max}} \) becomes
\[ (q_N)_{\text{max}} = \frac{C_N E_b}{\sqrt{1 + \frac{R_c^2 C_N^2 \omega_a^2}{\omega_a^2}}} \approx C_N E_b, \quad (102) \]
to a very close approximation. When \( R_c C_N \omega_a \) is not small compared with unity, the more exact equations must be used. For the remaining calculations, it is assumed that \( R_c C_N \omega_a \ll 1 \), and the average and effec-
The charging currents are found to be
\[ I_{av} = \frac{C_N E_b \omega_a}{2\pi} \]
and
\[ I_{rms} = \frac{C_N E_b \omega_a}{2 \sqrt{2}} \]
respectively.

The transformer utilization factor, T.U.F., or ratio of power output to transformer volt-amperes, is then
\[ \text{T.U.F.} = \frac{\frac{\omega_a}{2\pi} \frac{1}{2} C_N E_b^2}{E_b} \frac{1}{\frac{C_N E_b \omega_a}{\sqrt{2} 2 \sqrt{2}}} = \frac{1}{\pi} = 0.32, \] (103)
and the charging efficiency, \( \eta_c \), is given by
\[ \eta_c = \frac{\text{power output}}{\text{power input}} = \frac{\omega_a}{2\pi} \frac{1}{2} C_N E_b^2 \left( \frac{C_N E_b^2 \omega_a^2}{8 R_c} \right) + \frac{1}{\pi} \frac{\pi}{2} R_c C_N \omega_a \] (104)
if the core loss in the transformer is neglected. Both the diode resistance and the transformer effective resistance must be included in \( R_c \).

A-c diode charging normally has a high efficiency if a suitable diode is used. The method has the advantage of being simple and requiring no adjustments. On the other hand, it has the disadvantage of having a very low T.U.F. and requiring a high-voltage diode. These disadvantages limit its use to relatively low-power circuits.

A variation of the a-c diode-charging circuit is one in which a resonating inductance is included in order to increase the network voltage. Neglecting losses, the maximum voltage on the condenser is increased by a factor of \( \pi / 2 \) and the T.U.F. is likewise increased. This circuit has no advantage over the a-c resonant-charging circuit, however, except in the case where the a-c and the recurrence frequencies are subject to considerable variation.

The a-c diode-charging method may be extended to full-wave charging by using two diodes in a manner similar to the ordinary voltage-doubler rectifier circuit. The two-diode charging circuit is shown in Fig. 9.30.

---

Fig. 9.30.—Two-diode charging circuit.
CHAPTER 10

PERFORMANCE OF LINE-TYPE PULSERS

BY J. V. LEBACQZ

In the preceding chapters the behavior and performance of the various components of the pulser and of the discharging and charging circuits are considered separately. In most of the discussions it is also assumed that the pulser load stays constant, both from pulse to pulse and during one pulse. In practice, however, the load is not always the same from pulse to pulse, and there are special conditions that require a consideration of the entire pulser circuit. Faults can occur in some of the components or in the load, and it is necessary to devise protective measures in order to limit the resulting damage to the other components. Some magnetrons exhibit spurious characteristics, such as mode-changing or sparking, which can be alleviated by careful pulser design.

The purpose of this chapter is to indicate some of the principles to be followed in the design of the pulser as a whole in order to obtain the most satisfactory operation that is compatible with the load characteristics.

10.1. Effects of Changes in Load Impedance.—The purpose of this section is to discuss the effect on the pulser circuit of sudden variations in load impedance, either from pulse to pulse, or during one pulse. Small variations in load impedance usually have little effect on the operation of the circuit. This fact can easily be understood by the considerations of power transfer, discussed in Sec. 7.2, which show that little change in output power is introduced by a slight mismatch between the impedances of the load and the pulse-forming network. This statement, however, must be qualified when the entire pulser circuit, including the charging circuit, is considered. It can then be shown that the effect may not be negligible if a unidirectional switch is used.

Of more direct concern are the effects of large variations in load impedance which are usually produced by faulty operation of the load, such as an open circuit or a short circuit. Either one of these conditions may occur for an indefinite length of time, for only one or a few pulses in succession, or—as, for instance, with some sparking magnetrons—they may be expected to repeat at irregular but frequent intervals. The general measures taken to protect the circuit against such load behavior are considered in this section, and a more complete analysis of the operation of the pulser with a sparking magnetron is given in Sec. 10.3.
Effect of Load on Pulser Operation.—In Sec. 7.1 it is shown that the current and voltage supplied by an ideal pulser discharging a pulse-forming network of impedance $Z_N$ into a resistance $R_l$ are given by

$$I_l = \frac{1}{R_l + Z_N} V_N$$

and

$$V_l = \frac{R_l}{R_l + Z_N} V_N.$$  \hspace{1cm} (2)

The voltage left on the network at the end of the pulse is given by

$$V_{N-1} = \frac{R_l - Z_N}{R_l + Z_N} V_N.$$  \hspace{1cm} (3)

If $R_l > Z_N$, $V_{N-1}$ has the same polarity as $V_N$, and the voltage left on the network discharges through the load, giving reflected pulses of amplitude

$$V_{in} = \frac{R_l}{R_l + Z_N} \left( \frac{R_l - Z_N}{R_l + Z_N} \right)^n V_N,$$

where $V_{in}$ is the voltage of the $n$th reflected pulse following the principal pulse. Obviously, if the load is a biased diode, the reflected pulses in the load appear only as long as the voltage left on the network $V_{N-n}$ is greater than the bias voltage $V_s$, and the value of $R_l$ changes with each successive step. If $V_s > V_{N-n}$, the discharge takes place entirely through shunt paths in the pulse transformer.

If $R_l < Z_N$, three cases must be considered. If the load is a resistance and the switch is perfectly bidirectional, voltage left on the network discharges through the load in the same fashion as when $R_l > Z_N$, and reflected pulse voltages appear across the load, the successive voltages being of opposite polarity. If the switch is unidirectional the voltage given in Eq. (3) is left on the network, since its discharge requires a current of polarity opposite to that of the main pulse flowing through the switch. This voltage affects the amplitude of the network voltage at the end of the following charging cycle in the manner described below.

If the switch is imperfectly bidirectional—that is, normally passes current in either direction but may hold off some voltage of either polarity because deionization sets in—this voltage affects the following charging cycles and, since it is random in nature, may also cause random variations in the peak network voltage.

The following discussion applies to the relatively simple but very important case of a pulser using d-c resonant charging and a unidirectional switch. A constant load resistance $R_l$ is assumed, instead of a biased
diode load. The voltage at the end of the \( n \)th charging period is given by

\[
V_{N_n} = E_{bb} + (E_{bb} - V_{J_{n-1}})e^{-\frac{R_c T_r}{2L_c}} \quad n = 1, 2, \ldots, \tag{9.17a}
\]

where \( V_{J_n} = V_{N_{n-1}} \) is the voltage left on the network by the mismatch as derived from Eq. (3) and shown in Fig. 10.1.

and

\[
T_\gamma = \frac{1}{f_r} = \frac{2\pi}{\omega_r},
\]

Thus

\[
V_{N_n} = E_{bb} + (E_{bb} - V_{J_{n-1}})e^{-\frac{\omega_r L_c}{R_c}},
\]

where

\[
Q = \frac{\omega_r L_c}{R_c} = \frac{\omega_r L_c}{2 R_c}.
\]

This equation can be rewritten

\[
V_{N_n} = E_{bb}(1 + e^{-\frac{\omega_r L_c}{R_c}}) - V_{J_{n-1}}e^{-\frac{\omega_r L_c}{R_c}}
\]

or, letting \( \gamma = e^{-\frac{\omega_r L_c}{R_c}} \) and considering the charging cycle following the first pulse,

\[
V_{N_n} = E_{bb}(1 + \gamma) - \gamma V_{J_1}. \tag{4}
\]

If the value of \( V_{J_1} = V_{N_{1-1}} \) is introduced from Eq. (3), and

\[
\kappa = \frac{R_i - Z_N}{R_i + Z_N},
\]

\[
V_{J_1} = \kappa V_N = \kappa E_{bb}(1 + \gamma).
\]

Thus

\[
V_{N_n} = E_{bb}(1 + \gamma)(1 - \gamma \kappa).
\]

At the end of the second pulse, the voltage left on the network is given by

\[
V_{J_2} = \kappa V_{N_{1-1}},
\]

and at the end of the third charging cycle the network reaches the voltage

\[
V_{N_n} = E_{bb}(1 + \gamma) - \gamma \kappa V_N = E_{bb}(1 + \gamma)(1 - \gamma \kappa + \gamma^2 \kappa^2).
\]

Similarly,

\[
V_{J_n} = \kappa V_{N_n},
\]

and

\[
V_{N_n} = E_{bb}(1 + \gamma)(1 - \gamma \kappa + \gamma^2 \kappa^2 - \gamma^3 \kappa^3). \tag{5}
\]
When it is assumed that \( R_l < Z_N \), \( \kappa \) is always negative, and Eq. (5) can be rewritten
\[
V_{N*} = E_{bb}(1 + \gamma)(1 + \gamma|\kappa| + \gamma^2|\kappa|^2 + \cdots + \gamma^n|\kappa|^n).
\]
After the \( n \)th pulse, the network recharges to a voltage
\[
V_{N(n+1)} = E_{bb}(1 + \gamma)(1 + \gamma|\kappa| + \gamma^2|\kappa|^2 + \cdots + \gamma^n|\kappa|^n),
\]
which can be rewritten
\[
V_{N(n+1)} = E_{bb} \frac{1 + \gamma}{1 - \gamma|\kappa|} (1 - \gamma^{n+1}|\kappa|^{n+1}).
\]
When \( n \) approaches infinity, the equilibrium network voltage is given by
\[
V_{N\infty} = E_{bb} \frac{1 + \gamma}{1 - \gamma|\kappa|} = E_{bb} \frac{1 + \gamma}{1 + \gamma\kappa}.
\] (6)

This equation brings out the fact that, for unidirectional switches, the network voltage can easily be more than twice the supply voltage. If, for instance, it is assumed that \( \gamma = 0.91 \) and \( \kappa = -0.1 \), corresponding to a normal charging circuit and a 20 per cent mismatch between the load and the network (which is perfectly admissible from power-transfer considerations),
\[
\frac{V_{N\infty}}{E_{bb}} = \frac{1.90}{0.90} = 2.11.
\]

Such charging stepup ratios are common in line-type pulsers using unidirectional switches when no measures are taken to discharge the inverse voltage left on the network. In general, it is not necessary to provide a discharging path except when misbehavior of the load is expected.

The effect of a mismatch such that \( R_l < Z_N \) on the over-all operation of the pulser using a unidirectional switch may be considered briefly by determining the voltage and current input to the pulser circuit required for a given pulse output.

If a unidirectional switch is used, the peak forward network voltage is given by Eq. (6).

Since
\[
V_l = V_{N\infty} \frac{R_l}{R_l + Z_N} = V_{N\infty} \frac{1 + \kappa}{2},
\]
Eq. (6) can be rewritten
\[
E_{bb} = V_l \frac{2}{1 + \gamma} \frac{1 + \kappa\gamma}{1 + \kappa}.
\] (7)

The power-supply current, given by Eq. (9.19), is
\[
I_{cw} = f_r C_N (V_{N\infty} - V_{J\infty}) = f_r C_N 2V_l \frac{1 - \kappa}{1 + \kappa},
\]
and the average power supplied to the pulser is

$$P_i = E_{bb}I_{av} = f_sC_N \frac{4V_l^2}{1 + \gamma} \frac{(1 + \gamma\kappa)(1 - \kappa)}{(1 + \kappa)^2}.$$  

(8)

For a pulser using a bidirectional switch to supply the same power to the same load

$$V_N = E'_{bb}(1 + \gamma)$$

or

$$E'_{bb} = \frac{2V_l}{(1 + \gamma)(1 + \kappa)}$$

$$I'_{av} = f_sC_NV_N = f_sC_N \frac{2V_l}{1 + \kappa},$$

and

$$P'_i = f_sC_N \frac{4V_l^2}{(1 + \gamma)(1 + \kappa)^2}.$$  

(9)

The ratio of Eqs. (8) and (9), which is the ratio of the power inputs to the pulser required to obtain the same output into the same load, is

$$\rho = (1 + \gamma\kappa)(1 - \kappa).$$  

(10)

Since the unidirectional switch conserves energy on the network after each pulse, the ratio $\rho$ might be expected to be always less than unity. As can be seen by examination of Eq. (10), however, $\rho$ can be greater than one because of the decrease in charging efficiency when inverse voltage is present on the network. If $\gamma = 1$ (100 per cent charging efficiency),

$$\rho = 1 - \kappa^2 < 1.$$  

For any other value of $\gamma$ between 0 and 1, the expression (10) can be rewritten

$$\rho = 1 - \gamma\kappa^2 - \kappa(1 - \gamma).$$

Since $\kappa$ is always negative for $R_i < Z_N$, the second term is negative, but the third term of the expression is positive. Accordingly, $\rho$ is smaller than unity only when

$$\gamma\kappa^2 > \kappa(1 - \gamma),$$

$$\gamma > \frac{1}{1 - \kappa},$$

or

$$e^{-\frac{\pi}{2\kappa}} > \frac{R_i + Z_N}{2Z_N}.$$  

The considerations outlined above are based on the assumption of an ideally simplified circuit consisting of a network, a switch, and a resistance
load. If a biased-diode load is considered, the analytical expressions become more complicated because of the change in operating point with change in network-charging voltage, which causes the coefficient \( \kappa \) to decrease slightly after each pulse. Some equilibrium network voltage is eventually reached, however, because the quality factor of the charging reactor is not independent of the applied voltage, resulting in a decrease in \( \gamma \) with an increase in \( (V_N - E_{bi}) \).

If a pulse transformer and a biased-diode load are considered, network inverse voltage appears even though the operating point of the load matches the network impedance, as can be seen by considering Fig. 10.2 in which all disturbing elements except the shunt inductance of the pulse transformer have been neglected.

At the end of the rectangular pulse of amplitude \( V_i \) and duration \( \tau \), the current flowing in this inductance can be expressed by \( i_{L_i} = \frac{V_i}{L_o} \tau \), and the energy stored in it by

\[
\frac{1}{2} L_o i_{L_i}^2 = \frac{V_i^2 \tau^2}{2L_o}.
\]

At the end of the pulse, this energy charges the storage condenser of the pulse-forming network to a voltage \( V_j \) such that

\[
\frac{1}{2} C_N V_j^2 = \frac{1}{2} \frac{V_i^2 \tau^2}{L_o}.
\]

For matched conditions,

\[
V_i = \frac{V_N}{2},
\]

\[
C_N V_j^2 = \frac{V_N^2 \tau^2}{4L_o},
\]

and

\[
\left( \frac{V_j}{V_N} \right)^2 = \frac{1}{4} \frac{\tau^2}{L_o C_N}.
\]

However,

\[
\tau = 2C_N Z_N = 2 \sqrt{L_N C_N},
\]

and hence, to a first approximation,

\[
\frac{V_j}{V_N} = -\sqrt{\frac{L_N}{L_o}},
\]

(11)
where the sign is determined by the direction of current flow. Assuming \( \tau = 2.5 \mu \text{sec} \), \( Z_N = 1200 \) ohms, and \( L_i = 45 \text{ mh} \),

\[
L_N = \frac{Z_N \tau}{2} = 1.5 \times 10^{-2} \text{ henrys},
\]

and

\[
\frac{V_J}{V_N} = -\frac{1.5}{\sqrt{45}} = -\sqrt{\frac{1}{30}} = - \frac{1}{\sqrt{5.5}} = -0.18.
\]

The values obtained from Eq. (11) are usually greater than those obtained experimentally because losses in the circuit and in the distributed capacitances normally absorb or dissipate part of the energy that has been assumed to be returned to the network capacitance. These values are sufficiently accurate, however, for use in the preliminary design of a pulser.

10.2. Short Circuits in the Load.—Two cases must be considered when studying the operation of a pulser when the load is short-circuited:

1. That for a unidirectional switch.
2. That for a bidirectional switch.

The fundamental concepts of operation discussed earlier in Sec. 10.1 are now amplified.

Circuit Using a Unidirectional Switch.—It has been shown that the equilibrium output voltage is given by Eq. (7), that is,

\[
V_i = \frac{E_{bb}}{2} \left( 1 + \frac{\gamma}{1 + \kappa \gamma} \right)
\]

where \( \gamma = e^{-\frac{\tau}{2Q}} \) is determined by the charging circuit, and \( \kappa = \frac{R_i - Z_N}{R_i + Z_N} \) is a measure of the mismatch present.

In the following discussion, however, the output voltage has to be considered in a slightly different way because, obviously, if \( R_i = 0 \), \( V_i = 0 \). If the entire series resistance (including switch resistance and series losses) in the discharging circuit is considered instead of only the load resistance,

\[
k' = \frac{R_i + R_p - Z_N}{R_i + R_p + Z_N} = \frac{R_p - Z_N}{R_p + Z_N}
\]

for \( R_i = 0 \)

and

\[
V'_i = E_{bb} \frac{1 + \gamma}{2} \frac{1 + k'}{1 + k' \gamma}.
\]

The term \( V'_i \) is still referred to as "output voltage," even though it is not possible to measure any such voltage across short-circuited output.
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The voltage on the pulse-forming network just before the switch is made conducting is given by

\[ V_N = E_{bb}(1 + \gamma)[1 - \gamma' + (\gamma')^2 - \cdots + (\gamma')^n] \]

or, if equilibrium is reached,

\[ V_{N\infty} = E_{bb} \frac{1 + \gamma}{1 + \gamma'}. \]

It is of interest to plot the network voltage for successive pulses for a typical case in which a short circuit is suddenly applied to the output.

If it is assumed that \( \gamma = 0.9 \) and \( R_p/Z_N = 0.10 \), or \( \kappa' = -0.82 \), Fig. 10.3 gives the ratio of the network voltage to the power-supply voltage, for the first ten consecutive pulses after an application of the short circuit, as well as the equilibrium voltage that would be reached by the network after a large number, \( n \), of successive pulses on a short-circuited load. After only two consecutive operations of the pulser with the short-circuited load, the network voltage is more than twice its normal value under matched conditions, and after four such consecutive pulses, it is very nearly three times its normal value. These conclusions may vary slightly depending on the values of \( \gamma \) and \( \kappa' \), but the order of magnitude stays the same, indicating how quickly voltages dangerous to the circuit components can be reached if preventive measures are not taken.

The average pulser current taken from the power supply, given by Eq. (9.19), is

\[ I_{av} = f_i C_N (V_N - V_J) = f_i C_N V_N(1 - \kappa'). \]

Hence, for any given conditions of load mismatch, the power-supply average current increases proportionally with the peak forward network voltage. In practice, the power-supply output voltage, \( E_{bb} \), must therefore decrease, since no d-c rectifier can be built with perfect regulation, and the final network voltage is lower than the value indicated in Fig. 10.3. A complete analysis is outside the scope of this book, but the interrelation of all the components in a pulser—from the power supply to the load—is important enough to be mentioned here.

**Bidirectional Switches.**—When bidirectional switches are used, all the energy stored in the pulse-forming network is dissipated in the resistance \( R_p \) by a series of pulses of amplitudes...
\[ V'_{in} = \frac{1 + \kappa'}{2} (\kappa')^n V_N, \quad n = 0, 1, 2, 3, \ldots \]
\[ I'_{in} = \frac{1 - \kappa'}{2Z_N} (\kappa')^n V_N, \]

and
\[ P'_{in} = \frac{V_N^2}{4Z_N} (1 - \kappa'^2)(\kappa')^{2n}. \]

For practical values of \( \kappa' \) (of the order of magnitude of \(-0.8\) or less), most of the energy in the pulse-forming network is generally dissipated in less than ten consecutive reflections, the voltage left on the network after fifteen to twenty reflections is only a few per cent of the maximum forward voltage, and the switch usually begins to deionize at this time. Since the total time interval required by ten to twenty reflections is, for most radar pulsers, only one or two per cent of the charging period, the current in the charging reactor at the end of this interval has not yet reached a value which can prevent switch deionization, and the charging cycle proceeds normally with almost zero initial charge on the network capacitance. Hence, both the peak forward network voltage and the average power-supply current have the same value for short-circuited as for normal load operation. All the energy supplied by the power supply, however, is now dissipated in the components of the pulser discharging circuit, instead of in a load. The heating that results from the additional losses in the components has caused the failure of enough pulse transformers and networks to necessitate the introduction of protective devices.

In conclusion, it can be said that the damage to pulser components resulting from a short-circuited load is caused primarily by overvoltage for unidirectional switches, and by overheating for bidirectional switches.

The way in which the circuit components are protected against short circuits in the load must depend on the type of switch. The final choice of protective device in any practical pulser is determined partly by the particular application for which it is designed. For instance, airborne systems usually carry less protection than ground or ship pulsers in order to keep the size and weight to a minimum. The frequency with which faults in the load can be expected is also an important factor to consider. Some magnetrons used in radar applications may have normally high sparking rates, perhaps as high as one per few hundred pulses. The protective device then becomes a circuit element, especially if the pulser uses a unidirectional switch, and if the tendency of the load to spark is enhanced by an increase in network power, as is usually the case. The two methods of protection described below apply specifically to this case. General protection by relays is discussed later.
The Shunt Diode.—The overvoltage on the pulse-forming network at the end of the charging cycle immediately following a short circuit in the load can be eliminated in several ways. One method would be to insert a resistance $R_l = Z_N$ in series with the load at the very instant at which the load is short-circuited, thus preventing the appearance of inverse voltage on the network. Although no practical solution has been reached by this method, it is theoretically possible to achieve the proposed result by connecting a saturating reactor or a nonlinear resistance in series with the load. Another way in which the network-charging voltage may be kept constant is to remove the inverse voltage so rapidly that its effect on the following charging cycle is negligible. If a resistance $R_l = Z_N$ were connected in parallel with the network at the end of a short-circuited pulse, the inverse voltage, $V_t$, would be removed in a time $\tau$, and the charging cycle would proceed as if no short circuit had occurred.

This procedure is closely approximated by the shunt-diode circuit of Fig. 10.4. In practice, however, it has not been possible to obtain diodes having internal resistances as low as the impedance of the pulse-forming network. It is hoped that some day a gaseous-discharge diode that may be used to great advantage in this position will be available. Most diodes available at present have an internal resistance of about ten or more times the network impedance, and additional series resistance often has to be inserted in order to obtain satisfactory life for the diode. Accordingly, the time constant for the discharge of the network capacitance through the shunt diode becomes an appreciable fraction of the charging period. The effectiveness of the diode is therefore impaired, since an appreciable current may already be flowing in the charging reactor at the time when the network voltage reaches zero.

The addition of a series inductance $L_s$ in series with the shunt diode offers advantages that can best be understood by simple physical considerations. If a small inductance is used in series with a diode of zero resistance, the inverse network voltage reverses rapidly because of the resonant action of the shunt circuit. Since the losses are neglected, the network is now charged to a voltage $-\kappa' V_N$ that is of the same polarity as $E_{bb}$, but is greater than $E_{bb}$ for values of $\kappa'$ assumed previously ($\approx -0.8$). Under these conditions, the network voltage at the end of the first charging cycle following a short circuit in the load is given by $E_{bb}(1 + \gamma)(1 + \gamma\kappa')$, and is smaller than $E_{bb}$ if $-\kappa' > 1/(1 + \gamma)$. It is
therefore possible to reduce the output voltage for the pulse immediately following a short circuit to a value much smaller than normal.

Since a pulser circuit that does not incorporate a shunt diode produces an output voltage for the pulse immediately following a short circuit which is much greater than normal, there must be a combination of values of elements—including charging reactor, pulse-forming-network capacitance, and shunt circuit—for which the network voltage is maintained at its normal value after a short circuit in the load.

The circuit behavior can best be analyzed by considering Fig. 10-5, in which the network is replaced by its capacitance $C_N$, and the total resistance in the diode circuit is $R_s$. The effect of post-pulse inverse voltage on the network, produced by the release of energy stored in the inductances in parallel with the load, is neglected in the following analysis. The equations for the circuit are

$$L_c \frac{d i_c}{d t} + R_c i_c + \frac{1}{C_N} \int (i_c + i_s) \, dt = E_{bb},$$

$$L_s \frac{d i_s}{d t} + R_s i_s + \frac{1}{C_N} \int (i_c + i_s) \, dt = 0.$$

If resonant charging is assumed,

$$\begin{align*}
(i_c)_{t=0} &= 0, \\
(i_s)_{t=0} &= 0, \\
(v_N)_{t=0} &= V_J.
\end{align*}$$

Solving by the Laplace-transform method,

$$v_N(p) = V_J \left[ \frac{1}{p} + \frac{p \left( L_s \frac{E_{bb}}{V_J} - L_c - L_S \right) + R_s \frac{E_{bb}}{V_J} - R_c - R_s}{L_c L_s C_N D(p)} \right],$$

$$i_s(p) = -V_J \frac{p^2 + R_c \frac{L_s}{L_c} p + E_{bb} \frac{1}{V_J L_c C_N}}{L_s D(p)},$$

$$i_c(p) = \left( E_{bb} - V_J \right) \frac{p^2 + R_s \frac{L_s}{L_c} p + E_{bb} - V_J \frac{1}{L_c C_N}}{L_c D(p)},$$

$$i_s(p) = \left( E_{bb} - V_J \right) \frac{p^2 + R_s \frac{L_s}{L_c} p + E_{bb} - V_J \frac{1}{L_c C_N}}{L_c D(p)}.$$
where
\[
D(p) = p \left[ p^3 + \left( \frac{R_c L_b + L_c R_b}{L_c L_b} \right) p^2 + \frac{L_c + L_b + R_c R_b C_N}{L_c L_b C_N} p + \frac{R_c + R_b}{L_c L_b C_N} \right].
\]

The time functions \( v_N(t) \), \( i_2(t) \), and \( i_3(t) \), corresponding to the transforms above, assume different forms depending on the nature of the roots of \( D(p) = 0 \). Let these roots be
\[
p_1 = 0, \\
p_2 = -a, \\
p_3 = -b + c,
\]
and
\[
p_4 = -b - c,
\]
where \( a \) and \( b \) are real positive numbers and \( c \) may be real, zero, or imaginary. If \( c \) is real (aperiodic case), the time functions are of the form
\[
F(t) = A + B e^{-at} + C e^{-(b+c)t} + D e^{-(b-c)t}.
\]
If \( c \) is zero (critically damped case),
\[
F(t) = A + B e^{-at} + (C + D) e^{-bt}.
\]
If \( c \) is imaginary (oscillatory case),
\[
F(t) = A + B e^{-at} + e^{bt}(C \cos \omega t + D \sin \omega t),
\]
where \( A, B, C, \) and \( D \) are constants that depend on the initial conditions and the values of the circuit elements, and may be evaluated from the transforms given above.

The time \( t_1 \) at which the current \( i_3(t) \) reaches zero can be found, in each particular case, by a series of trial values. After that time, the circuit reduces to a single mesh containing \( R_c, L_c, \) and \( C_N \) in series, \( i_c(t) \) and \( v_N(t) \) being the initial values of current in the inductance and voltage on the condenser, respectively. The expression for the network voltage is then
\[
v_N(t) = E_{bb}[1 + e^{-at}(A \sin \omega t + B \cos \omega t)],
\]
where \( t \) is measured from the instant \( t_1 \) and
\[
A \approx L_c C_N \left[ \frac{i_c(t_1)}{C_N E_{bb}} - \frac{R_c}{2L_c} \left( 1 - \frac{v_N(t_1)}{E_{bb}} \right) \right],
\]
\[
B = - \left[ 1 - \frac{v_N(t_1)}{E_{bb}} \right].
\]
The term \((R_c/2L_c)^2\) has been considered negligible compared with \(1/L_cC_N\).

The time at which the network voltage reaches its maximum may be obtained by differentiation,

\[
t_m = \frac{1}{\omega_1} \tan^{-1} \frac{A\omega_1 - Ba_1}{Aa_1 + B\omega_1},
\]

and the maximum value of network voltage can thus be ascertained.

The expressions obtained are obviously too complex to allow general conclusions to be drawn as to the optimum values of \(R_s\) and \(L_s\) for any given value of \(v_N(t_m)\) which are desired. In order to keep the peak network forward voltage after a short circuit the same as that obtained after a normal pulse, the necessary condition is

\[
e^{-a_1t_m}(A \sin \omega_1t_m + B \cos \omega_1t_m) = e^{-\frac{x}{2Q}} = e^{-a_1}.
\]

The values of \(R_s\) and \(L_s\) enter into this expression only inasmuch as they determine the initial conditions \(i_c(t_1)\) and \(v_N(t_1)\). A typical example is treated more completely in the following section, when magnetron sparking is considered.

**Nonlinear Circuits.** Although nonlinear elements have not been used to date to prevent the buildup of inverse voltage on the network, they have been used to control the network-charging voltage even though inverse voltage is present. One proposed system uses a vacuum tube (triode or tetrode) connected from network to ground. The grid bias is controlled by feedback from the pulser operation in such a way that the tube is cut off for a normal pulse current, but is made conducting during the charging period immediately following a short circuit. The charge is thus permitted to leak off the network. Another suggestion was to increase the charging-circuit losses after a short circuit in the load by inserting a tetrode with a normally low resistance in series with the charging reactor, and with the grid biased by feedback from the short-circuit current to reduce the charging stepup ratio during the following charging cycle.

The use of thyrite was also suggested, and computations and tests proved the method satisfactory when the tendency of the load to become short-circuiting was not greatly affected by a power increase of 20 to 30 per cent. Since the thyrite current characteristic is of the form \(i = kv^n\), it is connected in the circuit as shown in Fig. 10-6 in order to obtain the highest possible volt-

![Fig. 10-6.—Pulser using thyrite for network-voltage control.](image-url)
age increase across it after short circuit. During normal operation, the voltage across the thyrite never exceeds $E_{bb}$, but after a short circuit, with the values considered in previous examples, it reaches a value

$$E_{bb} - V_{j1} = E_{bb}[1 - \kappa'(1 + \gamma)] = 2.56E_{bb}.$$  

Thyrite can be obtained for which the exponent $n$ is 6 or more, in which case the initial current flowing through the thyrite after a short circuit is about 250 times the maximum current under normal conditions. Detailed computations were carried out as explained below, using the equivalent charging circuit given in Fig. 10.7. Assuming negligible losses in the charging reactor, and replacing the network by its capacitance $C_N$, the equations for the circuit can be written

$$E_{bb} = v_L + v_N,$$

$$v_L = L_c \left( \frac{di_1}{dt} - \frac{di_2}{dt} \right),$$

$$v_N = \frac{1}{C_N} \int i_1 dt,$$

and

$$i_2 = kv_L^2.$$

These equations can be combined into the following differential equation

$$\frac{d^2h}{d\xi^2} + Kh^{(n-1)} \frac{dh}{d\xi} + h = 0,$$

where

$$K = kn \sqrt{\frac{L_c}{C_N}} E_{bb}^{n-1},$$

$$h = \frac{v_L}{E_{bb}},$$

and

$$\xi = \frac{t}{\sqrt{L_c C_N}}.$$  

The presence of $h^{n-1}$ in the equation necessitates a point-by-point integration, which was used to solve a specific problem. Resonant charging was assumed, with $E_{bb} = 7$ kv, $L_c = 20$ henrys, $C_N = 3 \times 10^{-8}$ farads, $T$, and the charging period = 2500 $\mu$sec. For the thyrite characteristic, values of $k$ and $n$ were chosen so that they had little effect during normal operation, but a large effect when there was an inverse voltage on $C_N$.  

![Fig. 10-7.—Equivalent charging circuit of a pulser using thyrite for network-voltage control.](image-url)
These values were $k = 1.1 \times 10^{-26}$ and $n = 6$. For the initial conditions corresponding to a spark after normal operation, the current through the inductance is $i_1 - i_2 = 0$, and $V_{J_1} = -1.5V_N = -0.75(2E_{bb})$. The curve of $V_N$ against $t$ for this case is shown in Fig. 10.8. The value of $V_N$ at the end of the period is $2.28E_{bb}$, or approximately 15 percent higher than the value for normal operation. If a second spark follows on the next pulse, the initial conditions are

$$i_1 - i_2 = 0.05 \text{ amp},$$

determined from the previous calculations, and

$$V_J = -0.75(2.28E_{bb}) = -1.71V_N.$$

Although $V_J$ initially has a larger inverse voltage for this case, the slope of the curve is also greater, and the entire curve of $v_N/E_{bb}$ against $t$ follows very closely that of Fig. 10.8. The value of $V_N$ at the end of the period is the same as that obtained in the previous computation, indicating that there is no further buildup of network voltage if the short circuit in the load lasts for a large number of consecutive pulses.

These results were checked experimentally with a pulser having very nearly the same characteristics as were used in the computation, and the agreement was remarkably good. Obviously, the advantage of thyrite appears mostly in systems where the charging period is long.

10.3. Open Circuits and Protective Measures.—The discussion of the effect of an open circuit can be divided into several examples, depending on the connections from the output of the pulser to the load, and on the exact location of the fault. Assume first that a pulse transformer is used, and that an open circuit takes place either in the secondary winding or between the transformer and the load. The primary winding constitutes a discharging path of very high impedance for the pulse-forming network, and, since $R_s \gg Z_N$, most of the network voltage appears across the open terminals. If no breakdown occurs in the pulse transformer or in the output connection of the network because of this overvoltage (which is usually about twice the normal operating voltage), the network discharges slowly through the pulse-transformer shunt path as shown in Fig. 10.9. Since the inductance $L_s$ is, in general, many times greater
than the network inductance, the discharging circuit acts as a resonant circuit of period

\[ T_d = 2\pi \sqrt{\frac{C_n L_s}{R}} \]

if the effect of shunt and series resistance is neglected.

The circuit behavior then depends on the switch used and on the ratio \( T_d/T_r \). If this ratio is large (about 0.1) and the switch is a hydrogen thyratron, the current in the charging inductance may build up to a value that can prevent thyratron deionization before the network is completely discharged. The power supply is then short-circuited by the charging inductance. If the ratio \( T_d/T_r \) is small, the thyratron has time to deionize, but a high inverse voltage \( V_r \) is left on the network. The situation is then essentially the same as that already discussed for a short circuit in the load. If the switch is bidirectional, the energy stored on the network is dissipated in the pulser components, unless the duration of the oscillations produced in the discharging circuit is long enough to prevent deionization, in which case the power supply is again short-circuited by the charging reactor. For a rotary-gap switch, the arc is usually interrupted by the increasing separation of the electrodes, but both the voltage left on the network and the charging period are erratic, resulting in a variable network voltage at the time of firing.

If no pulse transformer is used or the open circuit takes place in the primary winding, the equivalent circuit is given by Fig. 10.10, in which the capacitance \( C_s \) represents all stray capacitances from the anode of the switch to ground. If a triggered switch is used, this capacitance is suddenly discharged by the switch, and immediately begins to recharge through the charging inductance \( L_c \). The charging period in this case is usually so short, however, that the switch is not able to deionize before the anode voltage reaches a value high enough to maintain conduction. The switch therefore goes into continuous conduction and short-circuits the power supply through the charging reactor. For a rotary-gap switch, the current may again be interrupted by electrode separation, but at best the operation is equivalent to a rapid succession of short circuits of short duration across the power supply.

One more special case may be considered, in which the open circuit
takes place at the primary of the pulse transformer and a long cable connects the pulser to the pulse transformer. The equivalent circuit is then given by Fig. 10.11, where the cable is considered as a pulse-forming network. The discharging circuit then consists of two pulse-forming networks of the same impedance but different pulse durations, connected in series, which are short-circuited by the switch when it operates. The result is then again comparable to that obtained with a short-circuited load.

Protection of Circuit Elements by Relays.—In line-type pulsers overcurrent, undercurrent, and reverse current relays are used for the protection of circuit elements against load variations, as well as against the possible failure of some of the elements themselves.

It has been shown that an open circuit in the load often causes the switch tube to conduct continuously. The protective device should therefore be an overload relay in the power-supply circuit. For d-c charging, the usual practice has been to connect a relay in the ground return of the power supply, the contacts opening the connections to the primary of the transformer. Undercurrent relays in the load are also used for this purpose.

In order to devise effective protection against short circuits in the load it is necessary to consider the type of switch and the nature of the circuit being used. If the switch is unidirectional and auxiliary circuits are not included to prevent the buildup of network voltage after a short circuit, the average power-supply current increases with the network voltage and an overload relay in the grounded side of the power supply will readily disconnect the primary power input. If bidirectional switches are used, or if a shunt diode or similar system is used to maintain the network voltage very nearly constant, the average pulser input current is almost unchanged by the short circuit in the load. On the other hand, the ratio of peak load currents for short-circuit and normal operation usually does not exceed two, and the increase in average load current is large only if the short circuit in the load is unidirectional. Although an overload relay in the load does not operate under certain conditions, it was widely used as long as no better system was available. Protective devices whose operation depends on reverse current have proved the most satisfactory.

The first of these devices was designed specifically for use in pulsers employing shunt diodes. As has been explained above, the shunt diode does not normally conduct any current, but, when a short circuit occurs, it carries the average pulser current. Some device for averaging the diode
current must, of course, be used; it can be either a thermal relay, or a capacitance connected in parallel with a magnetic relay. The time constants of the available magnetic relays and condensers cannot usually be made long enough to delay the operation of the relay for more than ten consecutive short-circuited pulses. Since such rapid action is not necessary for protection of the components, thermal relays are generally preferred. Relays are chosen that will operate either after one or two seconds during which short circuits occur at every pulse, or when the rate of sparking in the magnetron exceeds a predetermined limit for a longer time. This limit is determined by the ratings of the shunt diode and other circuit components. Experience with pulsers used in microwave-radar applications indicates that the thermal relay should operate when the load is short-circuited on 15 to 25 per cent of the pulses during a 15- to 30-sec interval. It must be noted that the thermal relay operates as a function of the effective, not the average, value of the current, and that the ratio of these values varies with the design of the shunt-diode circuit. It must also be pointed out that the relay in this position becomes less effective if the cathode emission of the shunt diode decreases.

The second type of reverse-current protection was designed specifically for a spark-gap pulser, but is applicable to all pulsers using bidirectional switches. It should not be used in place of the method described above because its operation depends on a large peak reverse current, which is not obtained with the shunt diodes available at present.

The principle of operation is as follows (See Fig. 10.12). The polarity of the main pulse current flowing through the primary of the pulse transformer $T$ is such that, for normal pulses, the cathode of $T_1$ is driven positive with each pulse. Hence, the grid of $T_2$ is maintained at ground potential, and a certain current normally flows through $R$. A pulse of opposite polarity, however, drives the cathode of $T_1$ and the grid of $T_2$ negative, reducing the current through $R$. The resistance $R$ can easily be replaced by a relay, and the circuit constants made such that the relay is de-energized when reverse current flows through the transformer for one or several pulses.

The transformer $T$ actually used in one radar system consists of a small steel ring fitted at the cable connector in such a way that the pulse current passes through the axis of the ring. One turn of wire is looped around the ring, and the voltage generated is sufficient to operate the protective device. Simplifications were introduced in the circuit of
Fig. 10.12 by eliminating the plate-voltage supply; tube $T_2$ then acts as a
grid-controlled rectifier, and the load consists of the relay bypassed by a
condenser. An auxiliary contact introduces an additional voltage on
the grid, which keeps the relay de-energized until a reset button is pushed.
This system of protection has proved very satisfactory.

PULSER PERFORMANCE WITH A MAGNETRON LOAD

10.4. Normal Operation of the Magnetron.—This section discusses
qualitatively the operation of a pulser with actual magnetron loads, and
attempts to point out the difference between operation with a magnetron
and with a perfect biased diode. Particular attention is paid to some of
the characteristics of the magnetron which may, under some conditions,
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Fig. 10.13.—Magnetron-input characteristics illustrated by V-I oscillograms.

make it an unstable device, and to some of the corrective methods which
have been used to improve the performance of the over-all transmitter.

The magnetron input characteristics can best be analyzed from a
study of the voltage-current characteristic curves. Some oscillograms of
such characteristics are given in Fig. 10.13, the time sequence of the
curves being given by OABCO. Any portion of the curve corresponding
to negative voltages is due to post-pulse backswing and need not be
considered here.

The part of the curve $OA$ corresponds to the buildup of the voltage.
In general, only capacitance current is drawn by the magnetron during
this time, although leakage current may be present in some cases. The
time necessary for the voltage buildup is usually between 0.05 and 0.2
$\mu$sec, depending on the pulser characteristics. The portion $AB$ corre-
sponds to the buildup of current in the magnetron. There is usually
little or no increase in voltage corresponding to the current buildup;
there may even be a slight decrease. The time necessary for current
buildup has not yet been measured very accurately, but it is always very
short and has been estimated to be as low as $5 \times 10^{-9}$ sec for some low-
voltage X-band magnetrons (2J42). Point $B$ corresponds to the so-called
"flat" portion of the pulse, where both voltage and current remain constant except for small oscillations.

From B to C both current and voltage decay at the end of the pulse, the line BC giving the diode characteristic of the load, which has been used before. Any slow variations of voltage and current, such as oscillations up to perhaps 10 Mc/sec, follow very nearly the same curve once the magnetron is operating. Corrections may have to be made, however, for the transit time between the plates of the cathode-ray tube or other viewing-system defects at higher oscillation frequencies. The average slope of this curve thus gives the dynamic resistance of the magnetron. From C to O, the voltage is gradually decreasing to zero, and again capacitance current may cause the curve to deviate slightly from the axis. This deviation is much smaller than that resulting from the voltage buildup, however, because of the much smaller rate of change of voltage.

The assumption that the load acts as a biased diode does not hold during the starting period of the pulse after the voltage has reached an amplitude corresponding to C. It can be assumed, however, either that the magnetron impedance is infinite until the voltage reaches a value \( A \), and then drops suddenly (in about \( 10^{-8} \) sec) to the normal operating value, or that during the buildup of oscillations, that is, from points O to B, the magnetron is a biased diode of nearly zero internal resistance.

The value of the voltage at \( A \) is, unfortunately, not constant, but depends to some extent on the time required for the voltage to build up to this value. Hence, no general analysis of the problem can be made. It can be stated, however, that the sudden rush of current through the load tends to produce unduly high oscillations by means of the shock excitation of the LC-circuits in the pulse transformer connecting the pulser to the load.

One satisfactory method of decreasing the resulting mismatch is to introduce an RC-circuit in parallel with the primary of the transformer, as shown in Fig. 10.14. Its purpose is to minimize the "spike" that often appears at the beginning of both voltage and current pulses because of
the magnetron characteristics discussed above. If a unit function of voltage is applied to the despiking network, its instantaneous impedance as a function of time is given by

$$z_d = R_d e^{t/R_d C_d}.$$  

The instantaneous impedance that the pulse transformer presents to a unit voltage until the magnetron starts to oscillate is a complicated function of time. A satisfactory approximation can be obtained, however, by reducing the pulse transformer to its leakage inductance and distributed capacitance, $L_L$ and $C_D$, respectively. Its instantaneous impedance can then be expressed as

$$z_T = \sqrt{\frac{L_L}{C_D}} \csc \frac{t}{\sqrt{L_L C_D}}.$$  

The effect of the despiking RC-circuit on the instantaneous output impedance of the pulser can best be seen by a graph such as that of Fig. 10.15. For the sake of uniformity, the instantaneous output impedances are referred to the network impedance $Z_N$, and the following assumptions are made,

$$Z_N = R_d = \sqrt{\frac{L_L}{C_D}}$$

and

$$\sqrt{L_L C_D} = \frac{1}{R_d C_d} \frac{\pi}{4}.$$  

The time scale can then be $t/R_d C_d$, and the impedance scale $z/Z_N$. The curve $z_T/Z_N$ is the pulse-transformer instantaneous impedance, and obviously starts at infinity. The resulting instantaneous mismatch produces a reflection of voltage to the pulse-forming network through the cable linking the pulser to the load, and further reflections at the network-cable junction may produce undue oscillations in the load voltage.

The instantaneous impedance to which the pulser is connected when a despiking RC-circuit is used in parallel with the pulse-transformer primary is given by

$$\frac{1}{z_i} = \frac{1}{z_d} + \frac{1}{z_T}.$$  

Fig. 10.15.—Instantaneous output impedances of a pulser with a despiking RC network.
PERFORMANCE OF LINE-TYPE PULSERS

When the curves $Z_N/z_d$ and $Z_N/z_{1T}$ are plotted and added graphically, $Z_N/z_i$ is obtained. The reciprocal of $Z_N/z_i$ is then taken, giving the instantaneous impedance of the load for the constants used. It can readily be seen that, for the particular example treated, the values of $z_i$ do not vary from $Z_N$ by more than 13 per cent for any time $t < 2.75R_dC_d$. In practice, the magnetron usually starts to conduct before the current in the leakage inductance of the pulse transformer has decreased to 70 per cent of its peak value (corresponding to $t = 3R_dC_d$ in this scale). At that time, the simplified equivalent circuit considered here is no longer valid, and matching of the load to the pulse-forming network is assured by the magnetron itself.

This method of eliminating instantaneous mismatch has been used extensively with very good results. It has the further advantage of tending to decrease the voltage rate of rise at the magnetron before the oscillations start, since the instantaneous voltage applied to the input of the pulse transformer is given by

$$v_i = V_N \frac{z_i}{z_i + Z_N}.$$

At the first instant, $v_i = V_N$ if no despiking circuit is used, and $v_i = V_N/2$ if a despiking circuit containing $R_d = Z_N$ is used. The disadvantage of the despiking circuit is a power loss in the additional capacitance $C_d$, which can be estimated by the method described in Sec. 7.3, and the introduction of two additional elements in the pulser circuit.

10.5. Magnetron Mode-changing.—Some magnetrons, unfortunately, do not always operate in the intended mode of oscillation once the voltage is applied. The reasons are obviously outside the scope of this chapter, but, since remedial measures can be introduced in the pulser to prevent some magnetrons from selecting the wrong mode of oscillation, a brief explanation of some possible mode-changing processes is given here. A common type of mode change from pulse to pulse (called mode-skipping) may be most readily understood by a study of the voltage-current characteristics of a magnetron exhibiting such behavior. Figure 10.16 shows oscillograms of the voltage-current input to a magnetron that is skipping modes. First, it may be noted that the operating characteristics of the unwanted mode are such that the voltage is higher and the current lower than the values corresponding to the normal mode of operation. Of particular interest is the fact that mode selection is determined at the very beginning of the current pulse. Looking at the voltage rise, it is seen that, at a point corresponding to $A$ of Fig. 10.13, the magnetron current tends to increase, but succeeds in reaching the operating point

1 See Vol. 6, Chap. 8.
only occasionally. In other cases, the voltage continues to increase until the current starts to build up the oscillations in the unwanted mode.

For the purpose of this section, it is sufficient to say that a mode skip can take place if the voltage applied to the magnetron is allowed to reach a region in the V-I plot where the unwanted mode may start.

Obviously, if the voltage is never allowed to reach the region where instability may develop, the problem of mode-skipping does not arise. By increasing the voltage-rise time through the region where the magnetron starts in the desired mode to a value greater than the magnetron-starting time, the voltage can be kept out of the region of instability.

This condition alone is not necessarily sufficient, however, since the magnetron-starting time itself may vary, depending on the voltage rate of rise itself, and possibly on pulser circuit conditions.

The increase in voltage-rise time—or decrease in the rate of rise of the voltage—can be accomplished, as explained before, by addition of a despiking RC-circuit in parallel with the pulse-transformer primary. It can be achieved, however, more simply and directly by adding either a capacitance in parallel with the magnetron (increasing \( C_0 \)) or an inductance in series with the pulse-forming network and the pulse transformer (increasing \( L_0 \)). If the simplified pulse-transformer circuit is considered, an increase in either of those quantities by the same percentage should have very nearly the same effect on the front edge of the voltage pulse. Experimental results agree with this conclusion, but also indicate that the tendency to skip modes is not always affected in the

---

(a) First tube.  (b) Second tube.  (c) Idealized sketch; time follows arrows; \( A \) is the normal operating mode; \( B \) is the unwanted mode.

**Fig. 10.16.**—V-I Characteristics of mode-skipping magnetron.
same way by a given decrease in rate of rise of voltage if this decrease is a result of additional inductance rather than additional capacitance.

For the 2J42 magnetron, for example, a greater decrease in $dv/dt$ is necessary in order to bring about the same proportional reduction in mode-skipping if an inductance is used. This result can be explained by a consideration of the instantaneous impedance of the pulser output circuit and of the time necessary for current to build up in the magnetron, which has been estimated to be as low as 0.005 μsec for some of these magnetrons.

Additional capacitance in parallel with the magnetron has two effects: (1) it increases the maximum value of current in the leakage inductance of the pulse transformer, and (2) it stores added energy in parallel with the load. The combined result is that a greater instantaneous current can be supplied to the load. Additional inductance in series with the pulse-transformer leakage inductance, on the other hand, decreases the maximum instantaneous current flowing through that inductance. Hence, less current is available to permit the magnetron to start in the desired mode, and a very much larger decrease in voltage rate of rise is necessary before the tendency to skip modes can be corrected.

In practice, however, a capacitance cannot always be chosen that will correct for mode-skipping in magnetrons. The principal objection to the use of a capacitance in the circuit is the resulting decrease in pulse duration and efficiency. Series inductance generally tends to lengthen the pulse duration and to decrease the efficiency by a smaller amount. The amount of inductance used, however, must not be so large that the shape of the current pulse deteriorates appreciably. Figure 10-17 is an example chosen at random from many photographs showing the magnetron voltage and current pulses (lower and upper traces respectively) as a function of added inductance. For all these pulse photographs, $V_i = 5.4$ kv and $I_i = 4.6$ amp. The rate of rise of voltage was reduced.

**FIG. 10-17.** Magnetron voltage and current pulses (lower and upper traces respectively) showing the effect of series inductance between the pulse transformer and the pulse-forming network.
from 59 kv/μsec (Fig. 10.17a) to 46 kv/μsec (Fig. 10.17b) by the addition of a 5-μh inductance in series with the network and pulse transformer, and to 40 kv/μsec (Fig. 10.17c) by a 15-μh inductance. Actually, a marked improvement in current pulse shape is observed between Figs. 10.17a and b but the slope of the current in Fig. 10.17c is detrimental to the r-f spectrum.

Other types of mode changes may be possible in magnetrons. In some cases the magnetron may be able to operate in an unwanted mode that starts at a voltage lower than that of the desired mode. A possible remedy may then be to decrease the time of rise of the voltage through the starting region for the unwanted mode to a value lower than the starting time for that mode by increasing the number of sections in the pulse-forming network and reducing the leakage inductance and distributed capacitance of the pulse transformer. Finally, mode-shifting—or a change in operating mode during a pulse—may occur. In general, little can be done to the pulser to prevent this behavior.

10.6. Magnetron Sparking.—Sparking difficulties have occurred frequently in the magnetrons used in radar systems, principally because of the war-imposed necessity of rating the operating point of the tubes with an insufficient factor of safety. The following discussion summarizes the present knowledge of the effect of line-type-pulser characteristics on magnetron sparking, as well as the effect of magnetron sparking on pulser operation. The experimental study of the causes and effects of sparking has been conducted primarily on a statistical basis. Some pictures of individual current and voltage pulses during sparking are shown in Fig. 10.18. These records were taken on a rapidly moving film in order to obtain the desired separation between pulses, and the blur in the pictures is caused by the persistence of the fluorescent screen of the cathode-ray tube. Figure 10.18a shows a series of voltage pulses from a medium-power magnetron, Fig. 10.18b shows current pulses on the same magnetron, and Fig. 10.18c current pulses on a high-power magnetron. The line drawings in Fig. 10.19 show schematically the conditions occurring in a few of the oscillograms of Fig. 10.18. The immediate conclusions that can be drawn from observation of the individual pulse pictures are:

1. Sparks may take place at any time during the pulse.
2. A spark can be initiated in several ways, corresponding in some cases to a rapid increase in current to almost twice the normal value, and in some cases to a reasonably slow breakdown of voltage and increase in pulse current.

1 See Vol. 6, Chap. 12.
3. After the spark is initiated, it can have the character of an arc (as indicated by pictures in which the voltage stays very nearly zero), or it can show unstable characteristics, possibly caused by oscillations in the external circuit. These characteristics are shown by pictures in which the voltage trace at the zero axis is broken, indicating temporary high potentials between anode and cathode after which the spark again breaks down the cathode-anode space.

![Oscillograms showing the effect of magnetron sparking on voltage and current pulse shapes. The first trace in each series is a normal pulse.](image)

There are many causes for the initiation of a spark in the magnetron, as evidenced by oscillograms similar to those shown here. In some cases, the spark is presumably caused by bursts of gas in the magnetron. A very high percentage of sparks occurs in some tubes during pulses when
the magnetron is operating in an unwanted mode at a higher voltage and a lower current than the normal values. In other cases, sparking is presumably associated with cathode fatigue during the pulse; many photographs of individual voltage traces indicate that the current decreases and the voltage rises slowly (in a few tenths of a µsec) to a value that is 10 to 20 per cent greater than normal before the tube breaks down.

The assumptions made in the study of the effects of sparks on pulser operation should cover a wide range of possibilities. The variable nature of the sparks—from an almost perfect short circuit to a very nearly normal pulse—result in values of $\kappa$ (the mismatch coefficient) ranging from $-1$ to 0, if the losses in the circuit are neglected.

For pulsers using bidirectional switches, the protective systems described in Sec. 10-3 are satisfactory; for pulsers using unidirectional switches, a diode circuit in parallel with the pulse-forming network has proved to be particularly effective. The effectiveness of the shunt-diode circuit depends to a certain extent, however, on the value of $\kappa$. A typical example has been worked out using the general method outlined in Sec. 10-2, and the most significant results are given in Figs. 10-20, 10-21, and 10-22. The circuit constants are those of a medium-power airborne pulser, rated at 200-kw pulse-power input to a 4J52 magnetron, with pulse durations ranging from 0.25 to 5.4 µsec. Since sparking was most prevalent for the long pulses, the following values of parameters were used:

Charging inductance $L_c = 16$ henrys,
Charging circuit $Q = 15$,
Network capacitance $C_N = 0.0525$ µf.

For the study, a range of values were considered for the shunt-diode circuit. Figure 10-20 shows some typical charging waves for normal operation and after a spark ($\kappa = -0.8$) for several values of the shunt-diode circuit parameters. Fig. 10-20a shows the first part of the charging wave on an expanded time scale. Figure 10-21 gives the percentage increase of network voltage over its normal value as a function of the mismatch coefficient for several combinations of series inductance and

---

1 Volume 6, Chap. 12.

resistance in the diode circuit. At first glance, the circuits containing inductance seem highly preferable because they maintain the network voltage nearer to the normal value, and can be designed to produce a reduction in this voltage.

![Diagram of computed charging waves for normal and sparking operation of the load.](image)

**Fig. 10-20.**—Computed charging waves for normal and sparking operation of the load. Circuit constants: $L_e = 16$ henrys, $R_e = 1200$ ohms, $Q = 15$, $C_N = 0.0525 \mu F$. Curve (1): Normal operation, $\kappa = 0$. Curve (2): Sparking operation, $\kappa = -0.8$, no shunt diode circuit ($R_S = \infty$). Curves (3) and (3a): Sparking operation, $\kappa = -0.8$, $R_S = 2000$ ohms, $L_S = 0$. Curves (4) and (4a): Sparking operation, $\kappa = -0.8$, $R_S = 700$ ohms, $L_S = 45$ mH.

If an $RL$-circuit is used to obtain negative regulation (that is, a decrease in the network voltage from normal after a spark), the instantaneous power-supply regulation may be such that the second pulse following the spark is higher than normal, and the advantage of the good initial regulation is thus lost. This high pulse occurs because the current drain from the power supply is smaller during the charging period that produces a network voltage smaller than normal, and thus leaves a higher
voltage on the power-supply filter condenser. The following charging cycle therefore produces a correspondingly higher voltage on the network.

Some sample curves of magnetron sparking rates versus pulse current are given later. Over the range of currents studied, they are of the general form

$$S = ke^{\lambda I_t} + K,$$

where $S$ is the number of sparks per unit time, $I_t$ is the pulse current, and $k$, $\lambda$, and $K$ are constants that depend on the magnetron and the pulser circuit. Then $dS/dI_t = \lambda ke^{\lambda I_t}$. If the increase in sparking as a function of pulse current is large for the normal value of pulse current considered, every effort should be made to keep the network voltage as nearly constant as possible, lest an accidental spark should initiate a long burst of sparks. If $dS/dI_t$ is small, the chances of an accidental spark starting a series are minimized even though the current on the next pulse may be higher than normal, and the network-voltage regulation need not be as good as in the first case.

![Figure 10.21](image_url)

**Figure 10.21.**—Percentage increase of network voltage over its normal value as a function of the mismatch coefficient for several combinations of series inductance and resistance in the diode circuit.

![Figure 10.22](image_url)

**Figure 10.22.**—Diode currents for different values of the shunt-circuit constants.
Another item to be considered is the peak current in the shunt diode. Figure 10.22 shows the diode currents for the shunt-circuit constants considered and for \( \kappa = -0.8 \). It is seen here that the peak currents in diode circuits using series inductance are much smaller. Finally, some consideration must be given to the switch-tube deionization. As explained in Chap. 8, it may be helpful to maintain some inverse voltage on the plate of a thyatron for some time after the pulse. When such is the case, the time constant of the shunt-diode circuit must not be so short that the normal inverse voltage is removed before the thyatron is completely deionized, lest continuous conduction result.

The effect of the pulser circuit on the magnetron sparking rate in a particular case was studied experimentally by means of electronic spark counters, and by varying the pulser parameters one by one whenever possible. The most reliable data have been obtained on high-power S-band magnetrons,\(^1\) and the results, insofar as they may affect pulser design, are given in Figs. 10.23, 10.24, and 10.25. An exponential curve fits the data obtained for sparking rate as a function of pulse current. It can also be seen that an increase in pulse duration and an increase in rate of rise of voltage both increase the sparking rate. In general, the

pulse duration and the pulse current are determined by the system requirements, and the designer of the pulser for the system has little or no control over these quantities. Changes in voltage rate of rise may be introduced, however, as long as the pulse shape is not affected to the extent that the r-f spectrum becomes unacceptable. For this particular magnetron, the sparking rate can be reduced by a factor of 10 if the rate of rise of voltage at the magnetron is decreased from 300 to 200 kv/sec.

Some magnetrons, however, tend to operate in a high-voltage mode if the rate of rise of voltage is low, and, as has been indicated, the change in mode is often accompanied by sparking. The possible result is indicated by Fig. 10-26, which shows the average trend of sparking rate for six medium-power X-band magnetrons (4J52) as a function of rate of rise of voltage at a constant pulse duration and pulse current. It is seen, in this case, that the value of \( \frac{dv}{dt} \) cannot be decreased indiscriminately in order to minimize sparking.

If the rate of rise of voltage is decreased by connecting a capacitance in parallel with the magnetron, the sparking rate may be increased instead of decreased, presumably because of cathode phenomena in the magnetron. For normal operation of a line-type pulser the short-circuit current does not exceed twice normal value, but, if a capacitance is connected across the magnetron terminals, the instantaneous current produced by the discharge of that capacitance when a spark occurs may be many times the normal current. This high current may, in turn, damage the cathode to a point where the probability of a spark occurring on the following pulse is much greater than normal, resulting in a long burst of sparks.
11.1. A High-power Rotary-gap Pulser. — Early in 1942 there was a need for a pulser that would be simple, compact, and rugged, and would have a pulse-power output as high as 3 MW. The high-power hard-tube pulser did not fulfill this need because of their large size and necessarily complicated design. Line-type pulser using d-c charging were in limited use by this time, but although their design was simpler they required a rectified high-voltage supply. The simplest conceivable pulser consists of a source of alternating current, a transformer, and a rotary spark gap. The secondary of the transformer supplies a voltage equal to the desired charging voltage on the condensers of a pulse-forming network, and the rotary spark gap is synchronized with the supply frequency and phased so as to discharge the pulse-forming network into the load at the end of each full charging cycle, as discussed in Sec. 9.4. The source of alternating current is a motor-generator because commercial supply frequencies are not high enough to give the required pulse recurrence frequencies for most radar applications. When a special generator is used as the source, the obvious method of synchronizing the rotary gap is to mount the rotor on an extension of the generator shaft. Higher efficiency and less amplitude jitter can be obtained by the addition of an inductance in series to make the charging circuit resonant at the supply frequency. In practice, the charging inductance \( L_c \) is built into the transformer as leakage inductance. The basic circuit of this pulser is shown in Fig. 11-1.

**Design.**—The following specific requirements were set up for this pulser:

---

1 By R. S. Stanton.
Pulse power output: 3 Mw.
Pulse duration: 0.9 μsec.
Recurrence frequency: 400 pps.
Load impedance: 50 ohms.

Supply voltage: 220 volts, 3 phase, 60 cycles/sec.
The quantities important to the pulser design are obtained from these requirements and from the relationships between the various pulser parameters that are developed in the preceding chapters.

The pulse voltage for a 50-ohm load is

\[ V_i = \sqrt{P_i Z_l} = \sqrt{3 \times 10^6 \times 50} = 12.3 \text{ kv}, \]

where \( P_i \) is the pulse-power output and \( Z_l \) is the load impedance. When the network impedance is equal to 50 ohms, the total capacitance of the network becomes

\[ C_N = \frac{\tau}{2Z_N} = 0.009 \mu\text{f}, \]

and the network voltage is

\[ V_N = \sqrt{\frac{4P_i Z_l}{\eta_d}} = \sqrt{\frac{4 \times 3 \times 10^6 \times 50}{0.85}} \approx 26.5 \text{ kv}, \]

where \( \eta_d \), the efficiency of the discharging circuit, is assumed to be 85 per cent. The average power taken from the network is given by

\[ P_N = \frac{P \eta_d}{\eta_d} = \frac{3 \times 10^6 \times 0.9 \times 10^{-6} \times 400}{0.85} \approx 1260 \text{ watts}. \]

Choosing full-cycle charging \((n = 2, \varphi = 90^\circ)\), the secondary voltage of the charging transformer, from Eq. (9.66), is

\[ E_{\text{brms}} = \frac{V_N}{\sqrt{2}} \cdot \frac{1}{Q(1 - e^{-\frac{\pi}{2Q}})}. \]

For an assumed value of \( Q = 12 \),

\[ E_{\text{brms}} \approx \frac{0.707 \times 26.5 \times 10^3}{12(1 - e^{-\frac{\pi}{2Q}})} = 6.8 \text{ kv}, \]

and the current in the transformer secondary, obtained from Eq. (9.94), is

\[ I_{\text{brms}} \approx \frac{n \pi C_N E_{\text{rho}}}{2 \sqrt{6}}, \]
where $E_b$ is the peak applied voltage. For this example,

$$I_{crms} \approx \pi (0.009 \times 10^{-6}) \sqrt{2(6.8 \times 10^3)(2\pi \times 400)} \approx 0.285 \text{ amp},$$

so

$$E_{brms} \times I_{crms} \approx 1940 \text{ volt-amp}.$$

The average current is obtained from Eq. (9.95);

$$I_{avr} \approx \frac{C_n E_b \omega_a}{2} \left(1 - \frac{n\pi}{4Q}\right) \approx 0.44 C_n E_b \omega_a \approx 0.097 \text{ amp}.$$

The charging inductance is given by

$$L_c = \frac{1}{C_n \omega_a^2} = \frac{1}{(0.009 \times 10^{-6})(2\pi \times 400)^2} = 17.4 \text{ henrys}.$$

Although this value is the total necessary inductance, the source inductance, transformed by the square of the transformer turns ratio, must be considered when designing the transformer because it supplies an appreciable part of this total. In this high-power pulser, the source inductance is approximately 0.001 henry, and the equivalent secondary inductance is about 3.5 henrys. With the usual circuit $Q$, the value of the resonating inductance is not critical, and it can vary $\pm 5$ per cent without seriously affecting the operation.

Description.—The motor-generator and rotary gap are mounted on vibration-absorbing mounts in a small framework. The contactor box
that houses the control apparatus and the oil tank enclosing the a-c resonant transformer and pulse-forming network are mounted on top of this frame directly over the motor-generator. Except for phase adjustment the pulser is adjusted by remote control, and meters are provided to measure the generator voltage, oscillator average current, and operating time.

The power level is adjusted by a variac in the control box, which varies the generator-field excitation. Over a small range the power output can be controlled entirely by this variac, but, if a large change in output power is required, it is also necessary to rephase the rotary gap by means of a knurled knob on the side of the gap housing.

The complete pulser, which weighs approximately 700 lb, is shown in Fig. 11.2. Figures 11.3 and 11.4 are photographs of some of the pulser components. Figure 11.5 is a complete schematic diagram showing both pulser circuits and control.

Performance.—Typical performance data for this pulser are given in Table 11.1 with a magnetron load and a pulse transformer having a turns ratio of 3/1.

When operating under the proper conditions, the inaccuracy in pulse-timing that results from the use of the rotary spark gap normally amounts to ±25 μsec. An additional winding on the pulse transformer supplies a trigger pulse for self-synchronous operation of the radar system.

The normal shape of the voltage pulse delivered to a magnetron through the pulse transformer and a 50-ohm pulse cable is shown in


Fig. 11-5.—Wiring diagram for the pulser of Fig. 11-1.
Table 11.1.—Typical Performance Data for a High-power Rotary-gap Pulser

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Supply-line power</th>
<th>Generator output</th>
<th>Pulse-forming network</th>
<th>Magnetron input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_s$, watts</td>
<td>$V_G$, volts</td>
<td>$P_i$, watts</td>
<td>$V_N$, kv</td>
</tr>
<tr>
<td>1</td>
<td>1225</td>
<td>68</td>
<td>535</td>
<td>15.5</td>
</tr>
<tr>
<td>2</td>
<td>1680</td>
<td>85</td>
<td>855</td>
<td>19.4</td>
</tr>
<tr>
<td>3</td>
<td>2090</td>
<td>98.5</td>
<td>1135</td>
<td>21.9</td>
</tr>
</tbody>
</table>

### Pulser efficiency

<table>
<thead>
<tr>
<th>Test No.</th>
<th>$V_1 \cdot I_{1av} \times 100$, per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59</td>
</tr>
<tr>
<td>2</td>
<td>62</td>
</tr>
<tr>
<td>3</td>
<td>63</td>
</tr>
</tbody>
</table>

### Over-all pulser efficiency from motor generator to magnetron

<table>
<thead>
<tr>
<th>Test No.</th>
<th>$V_1 \cdot I_{1av} \times 100$, per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>34</td>
</tr>
</tbody>
</table>

Fig. 11.6. The pulse rate of rise is too steep for certain magnetrons and causes mode-changing. In these cases, pulse shape is usually modified by means of "despiking" components in the output circuit. A typical circuit for this purpose consists of a 12-mh inductance in series with the output (at the input to the pulse cable) and a 1600-$\mu$F capacitance in series with a 50-ohm noninductive resistance connected in parallel with the primary of the pulse transformer. A better solution would be to substitute a network that was designed to deliver a pulse to fit the particular type of magnetron used, but this procedure is usually impractical in a general-purpose pulser.

This high-voltage rotary-gap pulser has been used extensively for component development, life-testing, and magnetron-seasoning. For these uses no alterations were necessary except a modification of the output pulse shape in order to adapt it to particular magnetrons. This
pulse generator also served as the system field-test pulser for several of the modern ground-based microwave-radar systems.

11.2. A High-power Airborne Pulser.\(^1\)—The pulser described in this section\(^2\) was designed to supply a pulse power of 600 kw to a 4J50 magnetron at a duty ratio of 0.1 per cent. Since the pulser was intended for airborne use, it was imperative to keep the weight and size of the package as small as was compatible with a reasonable operating life, and it was also necessary to provide an airtight housing, which introduced additional elements to be considered in the design. Accordingly, in addition to electrical design and performance, the following discussion includes a brief outline of mechanical design with particular reference to the problems of heat dissipation. The completed pulser weighed less than 100 lb and had an over-all efficiency (including blower and control circuits) of about 40 per cent.

*Electrical Design Requirements.*—The specific requirements for this pulser were as follows:

- Pulse-power output at full-power operation: 600 kw (22 kv at 27 amp).
- Pulse-power output at reduced power (starting): 400 kw (21 kv at 19 amp).
- Pulse durations: 0.5 and 2.5 \(\mu\)sec.
- Recurrence frequencies: 2000 and 400 pps.
- Supply voltages: 115 v at 400 to 2400 cycles/sec and 24 v d-c.

The requirements of multiple values of pulse duration, recurrence frequency, and pulse-power output made it necessary to use the most flexible circuit possible. Accordingly, d-c inductance charging with a hold-off diode and a hydrogen-thyratron switch was chosen. A pulse-forming-network impedance of 50 ohms was adopted.

*Voltage on the Pulse-forming Network and Switch.*—If the discharging efficiency, \(\eta_d\), is assumed to be 75 per cent, the peak forward pulse-forming-network voltage is given by

\[
V_N = \sqrt{\frac{AZ_xP_t}{\eta_d}} = 2 \sqrt{\frac{50 \times 0.6}{0.75}} \times 10^3 \approx 12.6 \text{ kv}.
\]

Since this value is well within the specifications of the 5C22 hydrogen thyratron, this tube was then selected as the switch.

*Network Capacitance.*—The approximate network capacitance is given by

\[
C_N = \frac{\tau}{2Z_N}.
\]

\(^1\) By J. V. Lebacqz.

For the 0.5-μsec pulse,

\[ C_{N_1} = \frac{0.5 \times 10^{-6}}{100} = 5000 \, \mu\text{f}, \]

and for the 2.5-μsec pulse,

\[ C_{N_1} = 25,000 \, \mu\text{f}. \]

**Charging Inductance.**—In order to insure the best operation of the 5C22 at 2000 pps, nearly resonant charging should be achieved. Then

\[ f_r = \frac{1}{\pi \sqrt{L_C N}}, \]

and

\[ L_C = \frac{1}{\pi^2 f_r^2 C_{N_1}} \approx \frac{1}{10 \times 4 \times 5 \times 10^{-3}} = 5 \, \text{henrys}, \]

which is the value of charging inductance used in this pulser.

**Shunt-diode Circuit.**—In order to maintain a constant peak forward voltage on the network after an accidental short circuit in the load, it is necessary to dissipate the inverse voltage left on the network after such a short circuit as rapidly as possible by means of a shunt-diode circuit across the network. For maximum effectiveness, the time constant of the network capacitance and resistance of the shunt circuit should be as small as possible compared with the charging period. Since most magnetron sparking takes place with long pulses, the charging period to be considered is

\[ T_c = \pi \sqrt{L_C N}, \approx 1100 \, \mu\text{sec}. \]

In general, the diode circuit proves reasonably effective if its time constant is about 1 per cent of the charging period. Then

\[ R_S C_{N_1} = 11 \times 10^{-6}, \]

\[ R_S = \frac{11 \times 10^{-6}}{25 \times 10^{-3}} \approx 450 \, \text{ohms}. \]

A resistance of this value can be obtained by using two 3B26's in parallel, each in series with a 500-ohm resistance. The maximum ratings of the tubes are not exceeded because, for the peak inverse voltage of 13 kv (rating = 15 kv), the peak current after a complete short circuit is \( \frac{1}{2} 13000/900 = 7.2 \) amp, and decreases in 5 μsec to less than 4.5 amp (rating = 8 amp). For a continuous short circuit only the rating for plate dissipation is exceeded. This excess dissipation can be corrected by the protective relay discussed later.

**Power Supply.**—The power supply was designed as a standard full-wave rectifier with a choke input filter to minimize the effect of the input-voltage waveform on the pulser output. The d-c voltage required for normal operation can be arrived at by the use of an estimated charging
ratio; 1.85 was chosen. Then

\[ E_{bb} = \frac{V_{N}}{1.85} = \frac{12.6}{1.85} = 6.8 \text{ kv.} \]

For starting,

\[ E_{bb} = 2 \frac{1.85}{1.85} \sqrt{\frac{50 \times 0.4}{0.75}} = 5.6 \text{ kv.} \]

The average current from the power supply is approximately

\[ I_{av} = \frac{P_{1}}{E_{bb} \times \eta_{d} \times \eta_{e}} = \frac{600}{6800 \times 0.75 \times 0.925} = 126 \text{ ma}, \]

or

\[ I_{av} = C_{N} V_{Nf_{r}} = 5 \times 2000 \times 12.6 \times 10^{-6} = 126 \text{ ma}. \]

A total of eight output voltages was provided, in two groups of four. Each group was given by two taps connected near one end of the primary winding to allow for the change from low (starting) to high (running) power. For each operating power level, four adjustments were provided over a voltage range of approximately ±5 per cent in order to accommodate possible variations in the 4J50 input requirements from tube to tube, as well as to compensate easily for changes in input-voltage waveform.

No particular difficulties were encountered with the power supply, with the possible exception of the filter inductance. Because of the waveforms supplied by aircraft generators, the peak voltage across the inductance was, for some conditions, greater than 1.5 times the expected value for a sinusoidal voltage. Both the insulation stresses and the core loss were therefore increased, and the design required special care.

**Hold-off Diode.**—The maximum expected peak current through the charging circuit occurs for the long pulse duration and is given approximately by

\[ I_{\text{peak}} \approx \sqrt{2} \times 126 \times 2 \times 10^{-6} \approx 400 \text{ ma}. \]

Since the 705A diode satisfies both the peak- and average-current requirements in addition to the voltage requirement for the hold-off diode, it was used in this position as well as in the rectifier.

**Pulse-duration Switching.**—When the pulse duration is changed, it is necessary to shut off the high-voltage supply for a short time before, during, and after the switching operation in order to prevent the buildup of excessive voltage on the network and to eliminate sparking at the switch contacts. In this particular instance, two auxiliary relays (K5 and K7) actuate the main connector relays K2 and K3 as well as the high-voltage network switch (K7), designed especially on a Rototrol mechanism. (See Fig. 11.7.) The main power supply is cut off before
the pulse duration is changed, and the power is restored as soon as the high-voltage switch is again in operating position.

Protection.—Protection against short circuits in the load is normally achieved by the shunt-diode circuit, which prevents dangerous overvolting of any pulser component and keeps the average current very nearly constant. For prolonged short circuits, it is desirable either to turn off the pulser, or at least to change its output from high to low power. Since the largest current change resulting from a fault occurs in the shunt-diode circuit, a protective relay is introduced in this circuit. A thermal relay \( TK_1 \) of Fig. 11.7 was selected for this function because of its long operating delay. The relay chosen in this particular case operates in approximately one second in case of a short circuit in the load (see Sec. 10.3), but takes five seconds to return to its normal position. The resultant decrease in the average plate dissipation in the diode to one sixth of the expected value enables the 3B26 to be operated within ratings.

The pulser components are protected against the effects of an open circuit in the load, or a short circuit across the power supply caused by a fault in the pulser, by means of an overload relay \( (K_1 \) in Fig. 11.7). This relay is of the "flapper" type, and releases when the high voltage is shut off. When the trouble condition is continuous, final protection is assured by overloading the fuses through the resistance \( R_1 \).

Trigger Amplifier.—The trigger pulse supplied by the radar system to the pulser may vary in amplitude from 7 to 150 volts, and in duration from 0.5 to 10 \( \mu \)sec. Because of the trigger and bias requirements of the 5C22 hydrogen thyratron, a special power supply was needed for its grid circuit. The trigger amplifier is shown in Fig. 11.7. A double triode is used, one half of which serves as an amplifier and limiter, and the other half as the tube in a regenerative pulser. The trigger pulse for the 5C22 is obtained from the cathode-follower output from the regenerative pulser tube.

Insulation.—All magnetic components used in this pulser have been designed with Fosterite insulation in order to reduce their weight to a minimum and to enable operation at ambient temperatures higher than those that standard equipment would normally withstand. Results so far have been very satisfactory. It was also desired to use diaplex as network insulation to further reduce the weight. Because of corona difficulties occurring at the operating-voltage levels, a satisfactory diaplex network was not available, and a network with oil-impregnated paper insulation was used instead. By careful location of the network in the air flow, it was possible to reduce its temperature rise and thus insure satisfactory life.

The complete wiring diagrams of the pulser and its control box are given in Fig. 11.7.
Fig. 11.7.—Circuit diagram for the high-power airborne pulser. (Courtesy of the Westinghouse Research Laboratories.)
Mechanical Design and Dissipation of Heat.—A preliminary study and estimates of efficiency indicated that the pulser components could probably be contained in a cylinder less than 15 in. in diameter and 17 in. long, but that the total losses would be 600 to 700 watts. Hence, the ultimate size of the pulser might be determined by temperature-rise considerations and heat transfer through the airtight container. Cooling studies give heat-transfer coefficients of 6 milliwatts per square inch per degree centigrade for turbulent (low-velocity) air on either side of the container, and about 16.8 milliwatts for high-velocity air.\(^1\)

If a value of 95°C is assumed for the maximum air temperature in the container, the maximum temperature rise allowable is 24°C above the value of 71.1°C specified as the ambient operating temperature. Then, the required cooling area for the best conditions of heat transfer is

\[
\text{Area} = \frac{700}{16.8 \times 24} \approx 1750 \text{ in.}^2
\]

In order to obtain a high-velocity air flow along the entire area of the airtight can, a triple-walled can is necessary. A tentative design, based on the estimated size of the pulser components size and of the axial-flow blower, gave an area of about 1200 in.\(^2\) for the center (airtight) can. By forming the cylinder out of a corrugated sheet rather than a smooth sheet, it was possible to increase the total cooling area to about 1750 in.\(^2\) without increasing the outside dimensions of the unit; furthermore, the mechanical rigidity was increased. Figures 11-8 and 11-9 show the airtight corrugated can alone, and mounted with the jackets that assure a

high-velocity flow of air along the corrugations, and Fig. 11·10 gives a comparison of cooling efficiency between plain and corrugated cans. The temperature rise is higher here than expected because the correct blowers were not available for tests, causing a decrease in air velocity from 2500 to 1500 ft/min for the outside air.

**Chassis.**—The pulser components are mounted on a T-shaped chassis welded to the circular-front pressure plate; channel-shaped sections serve as reinforcement and runners for sliding on the guides of the inner can. The location of components on the chassis has been chosen with regard to weight distribution, short connections, and the elimination of electrical noise. Most heavy components are located near the front plate in order to relieve strains on the chassis, the parts have been grouped by functions, and the "noisy" elements of the pulse-forming circuit have been kept in a section by themselves.

![Graph showing temperature rise compared to total power dissipated](Image)

**Fig. 11·10.**—Comparison of the heat dissipation of a plain-wall can versus that of a corrugated-wall can. (Courtesy of the Westinghouse Research Laboratories.)

Relays, tap switches, and line noise filters for all power leads are contained in a relay box on the front of the pressure plate, and the line filters are mounted on a partition that provides a completely shielded input compartment for the control-box connector. Separate shielded cables
are provided for both input and output trigger pulses, and a special pulse-cable connector is also used. Figures 11.11 and 11.12 show the chassis layout, and Fig. 11.13 shows a general view of the pulser with the cover partly removed.

Performance.—Some data covering electrical performance are given in Table 11.2, corresponding to several taps on the input transformer for
both short and long pulses. Measurements applying to all cases are:

1. Short pulse. Recurrence frequency = 2000 pps. Pulse duration = 0.43 μsec, measured at half amplitude of magnetron current pulse.

2. Long pulse. Recurrence frequency = 400 pps. Pulse duration = 2.4 μsec, measured at half amplitude of magnetron current pulse.

The tabulated magnetron input voltage in Table 11.2 has been obtained by plotting an average V-I characteristic from the actual data, and correcting the voltage readings to make the points follow a smooth curve. In no case was the correction greater than 2.5 per cent, which is a reasonable error for voltage measurements with a capacitance divider.

**Table 11.2.—Performance Data for High-power Airborne Pulser**

<table>
<thead>
<tr>
<th>Transformer tap</th>
<th>A-c input power $P_s$, watts</th>
<th>Input to pulser circuit</th>
<th>Magnetron input</th>
<th>Pulser-circuit efficiency $\frac{P_{\text{av}}}{P_i} \times 100$, per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{\text{av}}$, kv</td>
<td>$I_{\text{av}}$, ma</td>
<td>$P_i$, watts</td>
<td></td>
</tr>
<tr>
<td>Short pulse</td>
<td></td>
<td></td>
<td>$I_i$, amp</td>
<td>$V_i$, kv</td>
</tr>
<tr>
<td>1</td>
<td>710</td>
<td>5.20</td>
<td>86</td>
<td>446</td>
</tr>
<tr>
<td>3</td>
<td>780</td>
<td>5.56</td>
<td>92</td>
<td>511</td>
</tr>
<tr>
<td>5</td>
<td>950</td>
<td>6.30</td>
<td>105</td>
<td>660</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>6.50</td>
<td>108</td>
<td>702</td>
</tr>
<tr>
<td>7</td>
<td>1070</td>
<td>6.78</td>
<td>112</td>
<td>760</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long pulse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>825</td>
<td>5.5</td>
<td>100</td>
<td>550</td>
</tr>
<tr>
<td>6</td>
<td>1040</td>
<td>6.5</td>
<td>112</td>
<td>728</td>
</tr>
</tbody>
</table>

The circuit efficiency is approximately 70 per cent for all operating conditions; however, the over-all pulser efficiency—from a-c input to pulse output—is only about 50 per cent at the higher power levels. If the drain of blower motors and d-c relays are included, the best efficiency available is about 40 per cent. Thus, it is seen that the fixed losses—cathode power, cooling, etc.—account, in general, for more than half the total losses in the pulser.

The pulse input to the magnetron and the r-f spectrum are given in Fig. 11.14.

Heat runs on the finished pulser at full output indicated a hot-spot temperature on the can of the network that was 32°C above the external
ambient temperature, and a 35°C temperature rise for the core of the charging reactor. These values are about equal to those expected from the design considerations.

11.3. Multiple-network Pulsers.—In the conventional line-type pulser the load is matched to the network impedance in order to obtain

1 By R. S. Stanton.

optimum power transfer, resulting in a load voltage equal to one half the network voltage before discharge. The use of pulse transformers, of course, enables the load voltage to be stepped up or down by a factor of five, and possibly ten in some cases. It is possible to obtain load voltages equal to or higher than the network voltage without pulse transformers by using several networks in the discharging circuit. Circuits were developed both in England and in this country to accomplish this

Fig. 11.14.—Oscilloscope traces of pulses obtained with the high-power airborne pulser and the 4J50 magnetron. (Courtesy of the Westinghouse Research Laboratories.)
result. The British used a two-network system called the "Blumein circuit," and a general scheme for the use of \( n \) networks was devised by S. Darlington of the Bell Telephone Laboratories. The general principle on which these circuits are based is essentially that of charging the networks in parallel and discharging them in series.

The Darlington Circuit.—A simplified schematic diagram of the Darlington circuit is shown in Fig. 11-15. It consists of \((n - 1)\) four-terminal networks. The \( n \)th network can be of the two-terminal type. One obvious requirement to obtain a single pulse across the load is that all the networks have the same delay time and phase characteristics. In order to obtain a single pulse across the load resistance \( R_i \), some definite relations between the network impedances are required. These impedance relationships may be obtained by making use of a steady-state theorem on equivalent circuits, and applying it to the impulse system.

![Schematic diagram of the Darlington discharging circuit.](image)

This theorem states that a circuit consisting of an ideal transformer in series with a load resistance and a four-terminal network is equivalent to another circuit consisting of a four-terminal network and series resistance, provided that certain relationships exist between the transformer ratio, the series resistances, and the network impedances. By applying this theorem to the discharging circuit of a conventional pulser and introducing a delay line of the same electrical characteristics as that of the original network, an equivalent two-network circuit is obtained. The process is repeated until the \( n \)-network system is developed for which the expression for the impedance of the \( r \)th network is given by

\[
Z_r = R_i \left[ \frac{r(r + 1)}{n^2} \right],
\]

and the impedance of the \( n \)th network is given by \( Z_n = R_i/n \).

Energy considerations show that all the energy stored in the network is dissipated in one pulse in the load resistance when these values are adopted. Hence, the reflections taking place between networks must of necessity cancel each other, and a single pulse be obtained at the load. The voltage of that pulse is equal to \( n/2 \) times the network voltage. The series discharge is obtained by short-circuiting the first network of the series by switch \( S \). By simple transmission-line theory, short-circuiting
one end of a network is equivalent to reversing the potential of the network, thus putting it in series with the second network. The voltage-reversal process is continued until the pulse appears across the load. It must be noted that the reversal process results in a fixed time delay between the firing of the switch and the appearance of the pulse at the load. The recharging of the network can be accomplished by the same methods as have been discussed in the case of a conventional line-type pulser.

The Blumlein Circuit.—If the relations for the network impedance obtained above are applied to the case where only two networks are used, \( Z_1 = R_1/2 \), \( Z_2 = R_1/2 \). For two networks, however, the constraining conditions are not as severe as in the general case described above, and matched conditions are obtained if the sum of the network impedances is equal to the load impedance, or \( Z_1 + Z_2 = R_2 \). In this way it is possible to match a high-impedance load directly to a low-impedance network by the addition of another network.

Some advantages can be derived from using two networks of equal impedance. For instance, the practical pulser described hereafter uses two networks of equal impedance, which can either be connected in series as in the Blumlein circuit to obtain a pulse power of 10 Mw for a pulse duration of 1 μsec, or connected in tandem to obtain a pulse power of 5 Mw for a pulse duration of 2 μsec by connecting the switch as indicated in Fig. 11.16. A-c resonant charging was used, and the rotary spark gap was mounted on an extension of the generator shaft and provided with phasing control. The networks have impedances equal to one half the load impedance (magnetron impedance divided by
the square of the pulse-transformer turns ratio). The specifications for the pulser were:

- Recurrence frequency: 350 pps.
- Power output: 10 and 5 Mw.
- Pulse durations: 1 and 2 μsec.
- Supply voltage: 60-cycle 3-phase.

The following protective devices were introduced in the circuit: (1) a magnetron-average-current underload relay, (2) a pulse reverse-current relay, (3) a thermal overload relay on motor and charging transformer, and (4) fuses for average-current meter, under-current relay, and control circuit. The magnetron-filament voltage may be adjusted by means of a variac, and an automatic two-minute time delay is introduced before the high voltage can be applied to the circuit. The pulser is built as a single unit, approximately 30 in. by 60 in. by 69 in. and weighs about 1700 lb. A photograph of the completed pulser is reproduced in Fig. 11.17.

Design Calculations.—For the conventional circuit having a network impedance of 25 ohms, the pulse-power output is 5 Mw and the pulse duration is 2 μsec. When the Blumlein circuit is used, the network impedance is 50 ohms, the pulse output is 10 Mw, and the pulse duration is 1 μsec. For both arrangements of the circuit the recurrence frequency is 350 pps and the average power is 3500 watts. On the basis of the conventional circuit arrangement, the capacitance for the network is

\[ C_N = \frac{\tau}{2Z_N} = \frac{2 \times 10^{-6}}{2 \times 25} = 40,000 \mu\text{f}. \]

If the discharging efficiency \( \eta_d \) is assumed to be 70 per cent, the network voltage is

\[ V_N = \sqrt{\frac{4P_ZN}{\eta_d}} = 2 \sqrt{\frac{5 \times 10^6 \times 25}{0.7}} \approx 27 \text{ kv}, \]

and the average power taken from the network is

\[ P_N = \frac{P_{rf}}{\eta_d} \approx 5100 \text{ watts}. \]
The rms voltage across the transformer secondary for \( n = 2 \) and \( Q = 12 \) is

\[
E_{\text{rms}} = \frac{V_N}{\sqrt{2}} \approx \frac{0.707 \times 27 \times 10^3}{2.76} = 6920 \text{ volts},
\]

and the rms current in the transformer secondary is

\[
I_{\text{rms}} \approx \frac{n\pi C N E_0 \omega_a}{2 \sqrt{6}} = 1.1 \text{ amp}.
\]

Therefore,

\[
E_{\text{rms}} \times I_{\text{rms}} \approx 6920 \times 1.1 = 7.6 \text{ kv-amp}.
\]

The average current in the transformer secondary is

\[
I_{\text{av}} \approx \frac{C N E_0 \omega_a}{2} \left( 1 - \frac{n\pi}{4Q} \right) \approx 0.44 C N E_0 \omega_a = 0.378 \text{ amp}.
\]

The charging inductance is given by

\[
L_c = \frac{1}{C N \omega_a^2} = 5.15 \text{ henrys}.
\]

This value is the total inductance, but allowance must be made for the source inductance transformed by the square of the turns ratio of the charging transformer. According to experimental tests, a transformer

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Generator volts, \( V_0 \) & Charging current \( I_{\text{av}}, \text{ ma.} \) & Pulse voltage, kv & Pulse power, Mw \\
\hline
\hline
Blumlein circuit & & & \\
\hline
150 & 220 & 13.6 & 3.7 \\
155 & 240 & 15.4 & 4.7 \\
160 & 260 & 16.4 & 5.4 \\
165 & 280 & 18.2 & 6.6 \\
170 & 300 & 19.1 & 7.2 \\
185 & 320 & 20.2 & 8.2 \\
187 & 340 & 21.4 & 9.2 \\
195 & 360 & 22.6 & 10.2 \\
197 & 380 & 23.6 & 11.2 \\
\hline
Conventional circuit & & & \\
\hline
185 & 250 & 8 & 2.5 \\
190 & 300 & 9.9 & 3.9 \\
205 & 340 & 10.9 & 4.8 \\
215 & 375 & 12.0 & 5.7 \\
\hline
\end{tabular}
\end{table}
leakage inductance of 3.6 henrys is necessary in order to obtain a total circuit inductance of 5.15 henrys.

Typical operating characteristics with resistance load for the Blumlein and conventional circuits are given in Table 11-3.

11-4. The Anger Circuit. —In the conventional line-type pulser in use in this country, the pulse-forming network is charged slowly to a potential $V_N$, and then is suddenly discharged through a load whose impedance is very nearly equal to the characteristic impedance of the pulse-forming network.

The Anger circuit was developed in this country by H. O. Anger, in 1942. The British have used the same circuit in some of their pulse generators. In this circuit the network is charged to a potential $V_N$ through a load of impedance very nearly equal to the characteristic impedance of the network, and the pulse appears across the load during the charging of the network.

The Anger circuit also differs from that of the d-c charging line-type pulser in that it is necessary either to discharge the network or to reverse the polarity of the network voltage during the interpulse interval. The network can be discharged by connecting a suitable resistance across its terminals, corresponding to conventional resistance charging. The polarity of the network voltage can be reversed by connecting an inductance across its terminals, and the same possibilities of resonant, hold-off diode, or linear operation exist as in the conventional inductance-charging circuit.

The fundamental circuit as originally designed is given in Fig. 11-18. Assume that thyratron $Th_1$ has been made conducting, so that point $B$ is at potential $-E_{bs}$. If some time later, thyratron $Th_2$ is made conducting, ($Th_1$ nonconducting), it closes a resonant circuit formed by the capacitance of the pulse-forming network and the inductance $L_c$. Since the current cannot reverse in the circuit because of the unidirectional property of the thyratron, a charge is left on the network that is nearly equal in magnitude, but opposite in polarity, to that left on it after the pulse.

Fig. 11-18.—The Anger circuit with a hold-off thyratron.
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Before thyratron $T_h_1$ is made conducting a second time, a potential almost equal to $2E_{bb}$ appears across it. At the time of firing, the equivalent circuit is that shown in Fig. 11·19. The current flowing through the circuit when the switch is closed is given by

$$I_1 = \frac{V_N + E_{bb}}{R_p + R_t + Z_N},$$

and the voltage appearing across the load is

$$V_1 = I_1R_t = \frac{V_N + E_{bb}}{R_p + R_t + Z_N}R_t.$$

Assuming matched conditions ($Z_N = R_t$) and neglecting losses ($R_p = 0$),

$$V_1 = \frac{V_N + E_{bb}}{2}.$$

After the pulse, the pulse-forming network again has a voltage $E_{bb}$ across it, and the schematic diagram of the potential-reversing circuit is given by Fig. 11·20. The pulse-forming network can be represented by its capacitance $C_N$, if the resonant period of $L_e$ and $C_N$ is large compared with the pulse duration.

Then, one half cycle after switch $S_2$ is closed,

$$V_N = E_{bb}e^{-\frac{\pi}{2Q}},$$

where $Q = \omega L_e / R_e$, and $R_e$ is the resistance of the potential-reversing inductance and switch $S_2$ in series.

The load voltage for the following pulses can then be written, for matched conditions and no losses in the switch $S_1$,

$$V_1 = E_{bb}\left(1 + e^{-\frac{\pi}{2Q}}\right).$$

For a value of $Q$ of approximately 15,

$$e^{-\frac{\pi}{2Q}} \approx e^{-0.1} = \frac{1}{1.105} = 0.9,$$

and

$$V_1 \approx 0.95E_{bb}.$$

In general, $V_1$ can be written

$$V_1 = E_{bb}(1 + e^{-\frac{\pi}{2Q}})\frac{R_t}{R_p + R_t + Z_N}.$$
The peak current taken from the power-supply filter condenser is

\[ I_p = \frac{E_{bb}(1 + e^{-\frac{x}{2q}})}{R_p + R_I + Z_N}, \]

and the average current is

\[ I_{av} = \frac{E_{bb}(1 + e^{-\frac{x}{2q}})}{R_p + R_I + Z_N} \cdot \tau \cdot f_r. \]

The average power output is given by

\[ P_{av} = V_I I_{av} = \frac{E_{bb}^2(1 + e^{-\frac{x}{2q}})^2}{(R_p + R_I + Z_N)^2} R_r f_r, \]

the average power input is

\[ P_{in} = E_{bb} \cdot I_{av} = \frac{E_{bb}^2(1 + e^{-\frac{x}{2q}})}{R_p + R_I + Z_N} \tau f_r, \]

and the pulser-circuit efficiency is given by

\[ \eta = \frac{(1 + e^{-\frac{x}{2q}})}{R_p + R_I + Z_N} R_l. \]

It can be seen from these relations that the performance of this circuit is essentially the same as that of the conventional line-type pulser.

A modification of this circuit was introduced a little later in order to eliminate the necessity of the thyatron \( Th_2 \). The value of the inductance \( L_c \) was increased until the natural period of oscillation of the \( L_cC_N \)-combination was exactly twice the pulse recurrence period. Under these conditions the network potential-reversing process occupies the full interval between pulses, corresponding to normal resonant charging of the standard pulser circuit. A circuit diagram is given in Fig. 11.21.

Further investigation also showed that the value of the inductance could be made larger than that corresponding to resonance. In this case, the current in \( L_c \) never drops to zero, and the potential across the pulse-forming network reverses in a more linear fashion, corresponding to linear d-c charging of the normal line-type pulser circuit.

Since the Anger circuit gives essentially the same performance as the circuit discussed in Chap. 9, the reasons for using it must depend on practical considerations. Probably the principal disadvantage is that the rectifier-output filter capacitance must be able to withstand the additional
heat produced by the pulse current flowing through it, and must also be large enough to prevent an appreciable drop in the pulse voltage. From a practical standpoint, a capacitance ten times the pulse-forming-network capacitance should prove ample. In general, it is found that this value is also required to keep the rectifier ripple within reasonable limits.

The principal advantage of the circuit is apparent in applications requiring high voltages in crowded places. It may be noted that, in the Anger circuit, the maximum instantaneous voltage to ground at any point in the circuit does not exceed the d-c supply voltage, whereas, in the usual line-type circuit, it is twice the d-c supply voltage.

Little difference in the transformers may be expected, the rectifier filaments are at ground potential instead of $E_{th}$, but the thyatron cathode is at $-E_m$ instead of ground potential, requiring, of course, the addition of an insulated trigger transformer for the thyatron grid.

11.6. The Nonlinear-inductance Circuit. This section is concerned with pulse generators in which nonlinear inductances are used as the switching elements. These pulsers can produce a high voltage across the load from a low-voltage power supply without the use of a pulse transformer. By suddenly reducing the current in a linear inductance to zero, the energy stored in the associated magnetic field is transferred to a capacitance. The resultant high voltage across the condenser causes a large current to build up in a nonlinear inductance, which soon reaches current saturation. Upon saturation, the inductance of the nonlinear coil immediately diminishes to a very small value and, together with the capacitance, acts as a high-impedance pulse-forming network and delivers the pulse to the load.

The coil has a toroidal winding on a spirally wound molybdenum permalloy tape core. The tape has a thickness of about 1 mil and an initial permeability of at least 10,000. The switching impedance ratio and the time of saturation of the coil are controlled by the proper proportioning of both the weight of the core material and the diameter and number of turns on the coil. For a typical coil the inductance changes from approximately 1.5 $\mu$h to 100 $\mu$h at a pulse recurrence frequency of 3600 pps, and the time jitter can be held to less than 0.05 $\mu$sec.

The nonlinear-inductance pulser operates in the following manner. The tube $T_1$ (shown in Fig. 11.22), which is normally cut off, is made conducting by means of a rectangular-wave grid excitation ($E_r$ in Fig. 11.23). Plate current from a high-voltage source flows through the linear inductance $L_1$, and the tube is allowed to conduct for a time sufficient to permit this plate current to build up to a point nearing current saturation ($I_{L_1}$ in Fig. 11.23). This duration is made equal to approximately 25 per cent of the interval between pulses. At the time

---
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when the current is built up to the greatest usable amplitude for the excitation applied, the tube is suddenly cut off. Peak current amplitudes between 0.5 and 3.5 amp are obtained in $L_1$, depending on the output requirements. A 5D21 tetrode is very satisfactory as tube $T_1$ for a pulser output of about 200 kw. During the time the tube conducts, the nonlinear inductance $L_2$ operates in the linear region where its inductance is about 1 to 1.5 henrys. At the cutoff instant the energy in the inductance $L_1$ begins to transfer to the capacitance $C_1$, and current of the opposite sign begins to build up in the nonlinear inductance. This inductance is designed so that the time required for the core to saturate is equal to the time for the condenser to become fully charged. At this instant the condenser suddenly discharges and energizes the magnetron ($I_{nl}$ in Fig. 11.23). The pulse applied to the magnetron from the pulse-shaping elements has a trapezoidal shape ($E_{mag}$ in Fig. 11.23); the voltage pulse has a base about 1 µsec long and a flat top of about 0.3 µsec duration. For the operating conditions shown in Fig. 11.23, the threshold voltage for the magnetron is about 11 kv. Therefore, it is apparent that both the current pulse and r-f pulse have a base time duration equal to the duration of the voltage pulse at the threshold value ($E_{mag}$ and $I_{mag}$ in Fig. 11.23). The resultant r-f pulse has a base about 0.5 µsec long and a top 0.3 µsec long.

It may be noted, from Fig. 11.24, that the nonlinear inductance is operated with a d-c bias. For circuit simplicity an external bias source is shown here, and circuit arrangements that require no external bias source are described later. With the application of bias, the cycle of...
Sec. 11·5] THE NONLINEAR-INDUCTANCE CIRCUIT

operation is started with the nonlinear inductance in saturation, as shown on the $B$-$H$ characteristic of Fig. 11·25 at point $I_s$. When the tube $T_1$ starts to conduct, current flows through the tube from two sources: (1) the linear inductance $L_1$, and (2) $C_2$ and the nonlinear inductance $L_2$. Current flows from source (2) because $C_2$ has assumed the full voltage of the high-voltage power supply (1200 volts) during the cutoff period. This current is in a direction opposite to the bias current and causes the nonlinear inductance to move its operating point to the linear range as shown by the arrow indicating a rising $B$. The bias current is adjusted to limit the maximum $B$ to a value just below the saturation point shown on the positive side of the characteristic.

The pulse-shaping circuit (Fig. 11·26) was evolved from the attempt to use an equivalent of the Guillemin circuit, a pulse-shaping circuit that can be represented by sections of series-tuned circuits in parallel. The variation attempted here was an equivalent circuit that used the nonlinear inductance and capacitance in series for the first section, and introduced shunt-tuned circuits in series with the above combination.

This attempt to square the pulse left much to be desired because of parasitic effects introduced by component proximities. In its final form, which was determined experimentally, the first element in the network consisted of a nonlinear inductance and its shunt capacitance in series with $C_1$. The inductance $L_5$ was adjusted to tune to a higher harmonic of the pulse recurrence frequency with the tube capacitance $C_T$, and $L_6$.
was adjusted similarly to tune with the capacitance of the diode and magnetron. The resultant circuit is effectively a three-terminal network in which \( C_1, C_T, \) and \( C_{NL} \) are charged to the full circuit voltage. Upon saturation of \( L_2 \), the condenser \( C_{NL} \) discharges through \( L_2 \) and defines the slope of the pulse voltage up to the threshold value of the magnetron. The voltage from threshold is maintained by the energy in \( C_1 \), and declines at a rate that depends on the product of the higher order elements in the network. The final pulse shape resulted from a compromise between the desire for a rectangular pulse and that for simplicity in the network.

Dependent on the application, three basic transmitter circuits have been used. The first, see Fig. 11-22, is described with the operation of the basic circuit, and uses an external source of bias supply. The other two circuits use no external power for the supply of bias, and, as a consequence, they have been more widely used in practical applications. The first of these, shown in Fig. 11-27, is called the dynamic-bias circuit. It employs the combination \( R_1C_2 \) to provide the bias. The values are so chosen that the charge which accumulates on \( C_2 \) during the cutoff time and is dissipated during the period of tube conduction does not saturate the nonlinear inductance. Also, \( C_2 \) must be so large compared with \( C_1 \) that appreciable energy is not lost during the discharging period. Likewise, \( R_1 \) must be large enough to limit the tube current through the nonlinear inductance to a value that is less than the saturation value. During the discharge, the value of \( C_2R_1 \) must be such that the current in the nonlinear inductance builds up to the saturation value in a time equal to the charging time of \( C_1 \). It is found possible to meet these requirements with relatively noncritical values of \( C \) and \( R \). The second internal-bias circuit shown in Fig. 11-28 is called the multifilar-bias circuit. The biasing circuit is very similar to that shown in Fig. 11-22,
the difference being that the average plate current of the tube $T_1$ supplies the bias for the nonlinear inductance. Since the plate current is predetermined by the operating conditions, the proper biasing point is obtained by adjusting the number of turns on the nonlinear inductance until the proper number of ampere-turns of bias is obtained. Since this number of turns is greater than the optimum number for the discharge, the additional turns are obtained by winding them in multifilar fashion with the winding value that is optimum for the discharging circuit. As a result, the nonlinear inductance has between two and four filar windings, depending on the power-output requirement. Since the proper bias polarity is opposite in direction to the normal plate-current flow, the current must be supplied through a linear inductance in order to allow current reversal in the nonlinear inductance. The linear inductance is also proportioned by multifilar means in order to allow a division of inductance between the elements of the nonlinear inductance. An auxiliary consideration is that the voltage across the nonlinear and choke coils be kept at a minimum; this is also accomplished by the multifilar windings.

A photograph of the nonlinear inductance used in the circuit of Fig. 11.27 is reproduced in Fig. 11.29a, and three stages in the construction of a multifilar-winding coil for the circuit of Fig. 11.28 are shown in Fig. 11.29b. The core for the coil shown in Fig. 11.29a weighs about 400 grams, and the finished unit weighs about 1.5 lb for a pulser having a pulse-power output of about 200 kw. Photographs of the assembly

![Fig. 11.28.—Diagram showing the elimination of external bias by multifilar windings in the inductances. (Courtesy of the Bell Telephone Laboratories.)](image-url)

![Fig. 11.29.—Photographs of nonlinear-inductance coils. (Courtesy of the Bell Telephone Laboratories.)](image-url)
of the pulser components for the circuit of Fig. 11-27 are reproduced in Fig. 11-30a and b. The completed assembly is enclosed by an oiltight box, and contains all of the components shown in the diagram with the exception of the tubes and the resistor $R_1$.

In pulse generators using a nonlinear inductance as the switching element, it is possible to obtain small time jitter, and to operate continuously at high pulse recurrence frequencies (greater than 4000 pps) if necessary. The pulser operates also at pulse durations longer than those mentioned above, but for durations greater than 1 µsec the efficiency becomes poor compared with that of conventional line-type and hard-tube pulsers.

**Fig. 11-30.**—Photographs of the component assembly for the nonlinear-inductance pulser circuit of Fig. 11-27. (Courtesy of the Bell Telephone Laboratories.)

11-6. Special-purpose Output Circuits.¹ Half-wave Single-phase Charging.—The a-c resonant pulsers described previously in this chapter have full-wave, or single-cycle, charging circuits. In these circuits a simple switch that is synchronized with the supply frequency and made conducting in proper phase relation with the charging voltage serves to deliver a unidirectional pulse to the load, and the pulse recurrence frequency is, in general, equal to the supply frequency.

For half-wave charging, discussed in Chap. 9, the pulse recurrence frequency is twice the supply frequency, but the charge on the network is of opposite polarity on alternate pulses. Accordingly, a conventional discharging circuit would lead to output pulses of alternating polarity. Two special switching arrangements have been used in order to obtain a series of unidirectional pulses across the load by rectifying action.

The first of these is shown in Fig. 11-31, in which the rotary gap $G$

¹ By R. S. Stanton.
is of a special design that provides the rectifying element in the circuit as follows. When the network voltage assumes a maximum value with terminal \(a\) positive and \(b\) negative, the switch assumes the position shown in the figure; \(a\) is therefore connected to ground, and a negative voltage appears at the terminal \(c\) of the load. One half cycle later, the polarity on the network is reversed, the switch connects \(b\) to ground and \(a\) to the load at \(c\), and again a negative pulse appears across the load.

One pulser based on the circuit described above was required to deliver 5-\(\mu\)sec pulses to a load impedance of 450 ohms at a maximum pulse power of 1.8 Mw. The pulse recurrence frequency was 120 pps, and the a-c supply was a 115-volt 60-cycle single-phase line. The rotary-gap switch was driven by an 1800-rpm synchronous motor with electrical means for automatically selecting the phase required to deliver a negative pulse. A special transformer was designed to provide the correct inductance for resonant charging.

**Design Calculations.**—The requirements for the pulser are:
- Pulse power \(P_i\): 1.8 Mw.
- Pulse duration \(\tau\): 5 \(\mu\)sec.
- Pulse voltage \(V_i\): 28.5 kv.
- Load impedance \(Z_l\): 450 ohms.
- Average power: 1080 watts.
- Pulse recurrence frequency \(f_r\) = 120 pps.

Assuming a pulse-forming-network impedance of 50 ohms to match the pulse-cable impedance, the following values are obtained:
- Pulse-forming-network capacitance \(C_N = 0.05 \mu\)f.
- Pulse-transformer stepup ratio \(\sqrt{\frac{Z_l}{Z_N}} = \frac{3}{1}\).
- Discharging efficiency \(\eta_d = 70\) per cent (assumed). Using the above values, the network voltage is given by

\[
V_N = \sqrt{\frac{4P_iZ_N}{\eta_d}} = \sqrt{\frac{4 \times 1.8 \times 10^6 \times 50}{0.7}} \approx 23\text{ kv},
\]
and the power to be taken from the network is

\[ P_N = \frac{P_{\text{eff}}}{\eta_d} = \frac{1.8 \times 10^6 \times 5 \times 10^{-6} \times 120}{0.7} \approx 1580 \text{ watts.} \]

The transformer-secondary voltage is

\[ E_{\text{rms}} = \frac{V_N}{\sqrt{2}} \frac{n}{Q(1 - e^{-\frac{n\pi}{2Q}})} \]

with \( n = 1 \) (half-cycle charging) and \( Q = 12 \),

\[ E_{\text{rms}} \approx 0.707 \times 23 \times 10^3 \times 1.47 \approx 11 \text{ kv}, \]

and the transformer-secondary current is

\[ I_{\text{rms}} \approx \frac{n\pi \mu C_v E_{\text{rms}}}{2 \sqrt{6}} = \frac{\pi \times 5 \times 10^{-8} \times 11 \times 10^3 \times \sqrt{2} (2\pi)60}{2 \times 2.45} \approx 0.19 \text{ amp.} \]

Therefore,

\[ E_{\text{rms}} \times I_{\text{rms}} \approx 2100 \text{ volt-amp.} \]

The charging inductance is

\[ L_c = \frac{1}{C_v \omega^2} = \frac{1}{(5 \times 10^{-8})(2\pi \times 60)^2} = 138 \text{ henrys.} \]

This value was used in designing the a-c resonant transformer because the source inductance could be neglected.

*The Thyatron Bridge.*—A thyatron bridge can be used instead of the rotary gap to obtain pulses of identical polarity, as indicated in Fig. 11-32.

When terminal \( a \) of the pulse-forming network has reached its maximum positive charge, a trigger pulse is supplied to \( VT1a \) causing it to conduct. Its plate is thus brought very nearly to ground potential, and a negative impulse is applied to the cathode of \( VT1b \) through the capacitance of the pulse-forming network. Because of interelectrode capacitance, the grid does not become negative as rapidly as does the cathode. Thus, \( VT1b \) is also made conducting, and the discharging circuit is completed through \( R_b, VT1b, \) the pulse-forming network, and \( VT1a \). At the peak of the next charging cycle (the succeeding half-cycle of supply voltage), \( VT2a \) and \( VT2b \) are made to conduct in a similar manner. Thus, the thyatron bridge serves the same purpose as the rectifying rotary gap switch.

Assuming perfect voltage division across the bridge, the network voltage may be twice the voltage rating for a single tube and, since each
pair of tubes conducts at only half of the output pulse recurrence frequency, the duty ratio may be twice that for a single tube. The pulse current is limited to the current rating of a single tube, so the maximum average power output may be four times that for a single thyratron switch.

A special trigger-pulse generator is required for use with the thyratron-bridge circuit. It must supply alternate trigger pulses to VT1a and VT2a spaced exactly 180° in the supply cycle, and phased with respect to the charging voltage so that each tube is caused to conduct when the network voltage reaches a maximum.

An experimental pulser was constructed and tested at the Radiation Laboratory using 4C35 thyratrons and a 400-cycle a-c supply. The pulse recurrence frequency was therefore 800 pps. The 4C35 thyratrons have maximum pulse ratings of 8 kv and 90 amp, but, since the two tubes are in series, the maximum allowable network voltage is 16 kv. Assuming matched load, the value of \( Z_N \) that causes the pulse current to fall within the maximum rating is

\[
Z_N = \frac{1}{2} \frac{V_N}{I_1} = 89 \text{ ohms.}
\]

The network and load impedances were chosen as 100 ohms each, the load being a noninductive resistance. For a pulse duration of 0.9 \( \mu \text{sec} \), the pulse-forming network had a measured capacitance of 4550 \( \mu \text{uf} \).

The charging-transformer characteristics were as follows:

Transformer-secondary voltage,

\[
E_{b_{\text{res}}} = \frac{V_N}{\sqrt{2}} \frac{1}{Q(1 - e^{-\frac{ns}{2Q}})} \approx 7.7 \text{ kv.}
\]
Transformer-secondary rms current,

\[ I_{\text{rms}} = \frac{n\pi C \alpha E \omega_d}{2 \sqrt{6}} \approx 0.8 \text{ amp.} \]

Transformer-secondary average current, \( I_{\text{av}} = 0 \).

Charging inductance, \( L_c = \frac{1}{C \sqrt{\omega_d^2}} = 34.8 \) henrys.

Typical operating data for this pulser are given in Table 11-4.

**Table 11-4.—Typical Operating Data for an A-c Resonant Half-wave-Charging Thyatron-Bridge Pulser**

<table>
<thead>
<tr>
<th>Supply line</th>
<th>Pulse-forming network</th>
<th>Load</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_i ), watts</td>
<td>( V_x ), kv</td>
<td>( P_N ), watts</td>
<td>( V_b ), kv</td>
</tr>
<tr>
<td>150</td>
<td>6.8</td>
<td>84</td>
<td>4.1</td>
</tr>
<tr>
<td>280</td>
<td>9.4</td>
<td>161</td>
<td>5.4</td>
</tr>
<tr>
<td>428</td>
<td>11.7</td>
<td>247</td>
<td>6.7</td>
</tr>
</tbody>
</table>

*Multiple-load Pulser.—* In 1942 the need arose for a pulser to supply pulse power to two magnetrons simultaneously. At that time the problem was solved satisfactorily by placing the two loads in parallel on the output of the pulser described in Sec. 11-1, using separate pulse transformers. With this system the magnetrons and magnets had to be selected carefully in order to assure the equality of load impedance and a reasonably uniform power distribution. When the production system was designed, a circuit was developed that had a common charging circuit and rotary-gap switch, but separate pulse-forming networks and pulse transformers. The problem of power distribution to the two loads does not arise with this arrangement because there is almost no coupling between the output circuits during the pulse interval. Each network, pulse transformer, and magnetron combination behaves essentially as a separate pulser circuit. Figure 11-33 is a simplified schematic diagram of this circuit.

When a pulser was planned for a system requiring five simultaneous outputs of 2-Mw pulse power each, this circuit was extended to make a five-network pulser. Complete schematic diagrams of this pulser, its
FIG. 11-34.—Complete schematic diagram of the multiple-load pulser and its control circuit.
control circuits, and its remote-control panel are shown in Figs. 11.34 and 11.35.

One of the principal problems associated with this pulser was the design of a rotary spark gap that could handle the high current (1070 amp) without excessive electrode wear. A switch that would operate for at least 1000 hours without the replacement of electrodes was finally developed.

**Electrical Design.**—The specific requirements for this pulser were as follows:

Pulse power, $P_1$: five outputs of 2 Mw each.
Pulse duration, $\tau$: 1 $\mu$sec.
Average power, $P_{av}$: 3500 watts (total).
Pulse recurrence frequency, \( f_r \): 350 pps.
Load impedance, \( Z_i \): 450 ohms.
Pulse-forming-network impedance, \( Z_N \): 50 ohms.
Total network capacitance, \( C_N \): \( 0.05 \times 10^{-6} \) farads.
Pulse-transformer stepup ratio: \( \sqrt{Z_i/Z_N} = 3/1 \).

If the discharging efficiency, \( \eta_d \), is assumed to be 70 per cent, the network voltage is

\[
V_N = \sqrt{\frac{4P_f Z_N}{\eta_d}} = \sqrt{\frac{4 \times 2 \times 10^6 \times 50}{0.7}} \approx 24 \text{ kv},
\]

and the average power taken from each network is

\[
P_N = \frac{P_f f_r}{\eta_d} = \frac{2 \times 10^6 \times 10^{-6} \times 350}{0.7} \approx 1000 \text{ watts}.
\]

The rms voltage across the transformer secondary for \( n = 2 \) and \( Q = 12 \) is

\[
E_{b_{\text{rms}}} = \frac{V_N}{\sqrt{2}} = \frac{0.707 \times 24 \times 10^3}{2.76} \approx 6.2 \text{ kv},
\]

and the rms current in the transformer secondary is

\[
I_{b_{\text{rms}}} \approx \frac{n \pi C_N E_b \omega_a}{2 \sqrt{6}}
\]

\[
= 1.28(0.05 \times 10^{-6})(6.2 \times 10^3) \sqrt{2} (2\pi \times 350) = 1.2 \text{ amp}.
\]

Therefore,

\[
E_{b_{\text{rms}}} \times I_{b_{\text{rms}}} \approx 6.2 \times 10^3 \times 1.2 = 7.6 \text{ kv-amp}.
\]

The average current in the transformer secondary is

\[
I_{e_{\text{av}}} \approx \frac{C_N E_b \omega_a}{2} \left(1 - \frac{n\pi}{4Q}\right) \approx 0.44 C_N E_b \omega_a
\]

\[
\approx 0.44(0.05 \times 10^{-6})(6.2 \times 10^3) \sqrt{2} (2\pi \times 350) \approx 0.42 \text{ amp}.
\]

The charging inductance is

\[
L_e = \frac{1}{C_N \omega_a^2} = \frac{1}{(0.05 \times 10^{-6})(2\pi \times 350)^2} = 4.14 \text{ henrys (total)}.
\]

(Only 2.85 henrys of this total value were designed with the a-c resonant transformer; the remainder was provided by the equivalent inductance of the source.)

Typical performance data for this multiple-load pulser are given in Table 11.5, and photographs of the equipment are reproduced in Figures 11.36 and 11.37.
Fig. 11-36.—(a) Motor-generator and rotary-gap switch for the multiple-load pulser.  
(b) Rotary spark gap.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>$f$, pps</th>
<th>Generator output</th>
<th>Pulse-forming networks</th>
<th>Efficiency $\frac{P_N}{P_i} \times 100$, per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_o$, volts</td>
<td>$I_o$, amp</td>
<td>$P_i$, kw</td>
<td>$V_N$, kv</td>
</tr>
<tr>
<td>1</td>
<td>356</td>
<td>158</td>
<td>23.1</td>
<td>3.27</td>
</tr>
<tr>
<td>2</td>
<td>355</td>
<td>179</td>
<td>27.4</td>
<td>4.27</td>
</tr>
<tr>
<td>3</td>
<td>354</td>
<td>198</td>
<td>28.0</td>
<td>5.10</td>
</tr>
</tbody>
</table>

TABLE 11-5.—TYPICAL PERFORMANCE DATA FOR A MULTIPLE-LOAD PULSER

<table>
<thead>
<tr>
<th>Test No.</th>
<th>$V_h$, kv</th>
<th>$I_{av}$, ma</th>
<th>$P_{av}$ watt</th>
<th>$P_i$, Mw</th>
<th>$V_{av}$, kv</th>
<th>$I_{av}$, ma</th>
<th>$P_{av}$ watt</th>
<th>$P_i$, Mw</th>
<th>$\Sigma P_{av}$, kw</th>
<th>Efficiency in per cent $\frac{\Sigma P_{av}}{\Sigma P_N} \times 100$, $\frac{\Sigma P_{av}}{P_i} \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.0</td>
<td>14.1</td>
<td>395</td>
<td>1.15</td>
<td>28.0</td>
<td>13.5</td>
<td>378</td>
<td>1.08</td>
<td>27.4</td>
<td>14.7</td>
</tr>
<tr>
<td>2</td>
<td>29.0</td>
<td>17.7</td>
<td>514</td>
<td>1.50</td>
<td>29.0</td>
<td>16.9</td>
<td>490</td>
<td>1.41</td>
<td>28.2</td>
<td>18.5</td>
</tr>
<tr>
<td>3</td>
<td>29.7</td>
<td>20.0</td>
<td>594</td>
<td>1.73</td>
<td>30.0</td>
<td>18.8</td>
<td>564</td>
<td>1.63</td>
<td>29.2</td>
<td>20.8</td>
</tr>
</tbody>
</table>

11.7. Multiple-pulse Line-type Pulsers.\(^1\)—The problem of obtaining a rapid succession of pulses from a line-type pulser is complicated by the fact that all gaseous-discharge tubes known to date have a deionization time that is too long to enable the network to become recharged if the pulse interval is to be less than approximately 100 μsec. Hence, in order to obtain multiple pulses from a line-type pulser, it is necessary to use artifices.

The following three methods have been tried, one of which is used in practice: (1) a multiple-switch multiple-network circuit, (2) a multiple-switch single-network circuit, and (3) a single-switch multiple-network circuit. The three methods are discussed separately, and their possible uses and respective advantages are compared.

**Multiple-switch Multiple-network Circuit.**—The schematic diagram given in Fig. 11.38 applies where a double-pulse output is required. As can be seen, this circuit is simply a combination of two identical line-type pulsers connected to the same load. When thyratron \(Th_1\) is fired, the network PFN\(_1\) discharges through the load resistance \(R_l\), giving the first pulse of the series. When \(Th_2\) is fired, the second pulse is produced in the load by the discharge of PFN\(_2\). More circuits can similarly be fired in succession to produce so-called "codes" of three or more pulses. Additional stray capacitance, which may affect the pulse shape, occurs across the load when all the pulse-forming networks are connected to the load, or to the primary of the pulse transformer. Also,

\(^1\) By J. V. Lebacqz.
the plates of all the thyratrons are coupled together through the pulse-forming networks. Hence, all output pulse voltages appear, essentially, at the plates of the untriggered tubes. As long as the pulse voltage is negative, no trouble can result. If, however, post-pulse oscillations appear because of the nature of the load or the pulse transformer, difficulties may arise either from exceeding the peak forward voltage of the thyratrons that have not yet been fired, or from the incomplete deionization of the thyratrons that have already been fired.

The spacing between successive pulses of the same code can be obtained in many ways. A practical method is to use a delay circuit that is energized when one thyratron is fired and produces the trigger for the successive pulse. A low-power coded pulser was built on this principle, whose schematic diagram is shown in Fig. 11.39. A brief summary of the design considerations follows.

When thyratron $Th_1$ is fired, the first pulse of the code is sent to the load, and, at the same time, the grid of the first half of $T_4$ is driven well beyond cutoff. When the grid potential again rises to allow the tube to
conduct, the sudden increase in plate current causes a positive trigger to appear on the grid of the second half of $T_4$, starting the regenerative pulser action and applying a trigger to the grid of $Th_2$. The operation is then repeated to trigger $Th_3$. The spacing between pulses can easily be controlled by adjusting the cathode bias of the triodes $T_4$ and $T_5$.

Resistance charging of the pulse-forming network was chosen because this particular pulser was required to operate at random recurrence frequencies from 0 to 2000 pps. Resistance charging presents some special design problems that are discussed here.

When the thyatron is fired, and until it is completely deionized, the charging element short-circuits the power supply. Hence, a current $E_{bb}/R_e$ flows through the tube after the pulse-forming network is discharged. If this current becomes too large, the thyatron does not deionize properly. Even before it stops completely, the deionization becomes erratic and may occasionally take as long as 500 $\mu$sec, resulting in improper charging for the next cycle.

In order to prevent large variations in pulse power when the recurrence frequency is changed, it is necessary that the pulse-forming network be charged nearly to the power-supply voltage at the time of triggering when the highest recurrence frequency is used.

If $T_r$ is the recurrence period, and $T_k$ is the deionizing time corresponding to the chosen value of $R_e$, the network voltage at the time of firing is given by

$$V_N = E_{bb}(1 - e^{-\frac{T_r - T_k}{R_e C_N}}),$$

where $C_N$ is the network capacitance. Thus,

$$e^{-\frac{T_r - T_k}{R_e C_N}} = \frac{E_{bb} - V_N}{E_{bb}},$$

and

$$C_N = \frac{T_r - T_k}{R_e \ln \frac{E_{bb}}{E_{bb} - V_N}}.$$

If a variation of $X$ per cent in the network voltage is allowed, $V_N$ is within $(1 - X/100)$ of $E_{bb}$, and the pulse output power does not vary by more than $2X$ per cent; the maximum network capacitance is then given by

$$C_N = \frac{T_{r\min} - T_k}{R_e \ln \frac{100}{X}}.$$
Under these conditions, the maximum energy per pulse in the load is

\[
P_{\tau} = \frac{1}{2} C_N V_N^2 \eta_d = \frac{E_{bb}^2 (T_{r_{\text{min}}} - T_b)}{2 R_c \ln \frac{100}{X}} (\frac{100 - X}{100})^2 \eta_d.
\]

As has previously been shown, \(R_c\) depends on the maximum current that the switch tube can pass and still deionize satisfactorily. If \(I_t\) is the value of this current, \(R_c = E_{bb}/I_t\), and

\[
P_t = \frac{E_{bb} I_t (T_{r_{\text{min}}} - T_b)}{2 \ln \frac{100}{X}} (\frac{100 - X}{100})^2 \eta_d.
\]

Thus, from a design standpoint, the maximum energy per pulse that can be obtained is proportional to the supply voltage and to the minimum charging time \((T_{r_{\text{min}}} - T_b)\) of the pulse-forming network.

**Double-switch Single-network Circuit.**—The schematic diagram of this circuit is given in Fig. 11·40. Assume that the pulse transformer is an ideal transformer of turns ratio 1/1/1 and that \(R_t = Z_N\) (matched conditions). Assume also that the filter condenser is charged to a potential \(E_{bb}\) and that the pulse-forming network is completely discharged. If losses are neglected, the pulse-forming network becomes charged to a potential \(V_N = E_{bb}\) when the thyratron \(Th_1\) is triggered. Because of the properties of pulse-forming networks, a pulse of voltage \(E_{bb}/2\) appears across \(R_t\) during the charging of the network. During the pulse both the plate and the cathode of thyratron \(Th_2\) are driven negative to \(-E_{bb}\), the plate by the addition of the voltage at point 4 and that induced in the transformer winding 5–6. At the end of the pulse, however, a voltage equal to \(E_{bb}\) suddenly appears from anode to cathode of \(Th_2\), and, to keep this tube from firing, it is necessary to prevent the grid from becoming more than a few volts positive with respect to the cathode. The use of negative grid bias and the addition of capacitance between grid and cathode easily accomplishes this result.

Until thyratron \(Th_2\) is triggered both the filter condenser and the network are charged to a voltage \(E_{bb}\). When \(Th_2\) is triggered, the pulse-forming network discharges through winding 5–6 of the pulse transformer, and a pulse of amplitude \(E_{bb}/2\) again appears across \(R_t\).
Although the circuit itself is very simple and flexible because any recurrence frequency that allows enough time for thyratron deionization is permissible, the auxiliary triggering circuit is complex. One such circuit that has been operated successfully consists essentially of an electronic switch designed to operate at the shortest interpulse spacing required; its output causes two regenerative pulsers to operate in succession, triggering the thyratrons $T_h_1$ and $T_h_2$ alternately.

In general, the simplified equivalent circuit of Fig. 11.41 can be analyzed by the following equations. Let the network voltage be zero when the switch $S_1$ is first closed. The amplitude of the first pulse across the load is then

$$V_{l_1} = E_{bb} \frac{R_l}{R_l + Z_N},$$

and the voltage left on the network is

$$V_{N_1} = E_{bb} \frac{2Z_N}{R_l + Z_N}.$$

When switch $S_2$ is closed, the second pulse has an amplitude

$$V_{l_2} = -V_{N_1} \frac{R_l}{R_l + Z_N} = -E_{bb} \frac{R_l}{R_l + Z_N} \frac{2Z_N}{R_l + Z_N},$$

and the voltage left on the network is

$$V_{N_2} = -\frac{2Z_N}{R_l + Z_N} V_{N_1} + V_{N_1} = E_{bb} \frac{2Z_N}{R_l + Z_N} \left(1 - \frac{2Z_N}{R_l + Z_N}\right).$$

For simplicity, assume, as in Chap. 7, that

$$\kappa = \frac{R_l - Z_N}{R_l + Z_N}.$$

Then

$$1 - \kappa = \frac{2Z_N}{R_l + Z_N}$$

and

$$1 + \kappa = \frac{2R_l}{R_l + Z_N},$$

and the equations become

$$V_{l_1} = E_{bb} \frac{R_l}{R_l + Z_N} = \frac{E_{bb}}{2} (1 + \kappa),$$

$$V_{N_1} = E_{bb} \frac{2Z_N}{R_l + Z_N} = E_{bb}(1 - \kappa),$$

$$V_{l_2} = -\frac{E_{bb}}{2} (1 - \kappa)(1 + \kappa),$$

$$V_{N_2} = E_{bb} \frac{2Z_N}{R_l + Z_N} \left(1 - \frac{2Z_N}{R_l + Z_N}\right).$$
and 
\[ V_{x_1} = E_{bb\kappa}(1 - \kappa). \]

The third voltage pulse is 
\[ V_{l_3} = (E_{bb} - V_{x_2}) \frac{1 + \kappa}{2} = \frac{E_{bb}}{2} [1 - \kappa(1 - \kappa)](1 + \kappa), \]
and the voltage left on the network after the third pulse is 
\[ V_{x_3} = (E_{bb} - V_{x_2})(1 - \kappa) + V_{x_2}, \]
or 
\[ V_{x_3} = E_{bb}(1 - \kappa)(1 + \kappa^2). \]

The fourth pulse is given by 
\[ V_{l_4} = -V_{x_3} \frac{1 + \kappa}{2} = -\frac{E_{bb}}{2}(1 - \kappa)(1 + \kappa)(1 + \kappa^2), \]
and the voltage left on the network after the fourth pulse is 
\[ V_{x_4} = -V_{x_3} \frac{2Z_N}{R_l + Z_N} + V_{x_2} = E_{bb\kappa}(1 - \kappa)(1 + \kappa^2). \]

In general, for any pulse, 
\[ V_{l_{(2n)}} = -\frac{V_{x_{(2n-2)}}}{2}(1 + \kappa) \]
\[ V_{l_{(2n-1)}} = \frac{E_{bb} - V_{x_{(2n-1)}}}{2}(1 + \kappa), \]
\[ V_{x_{(2n)}} = \kappa V_{x_{(2n-1)}}, \]
and 
\[ V_{x_{(2n+1)}} = (1 - \kappa)E_{bb} + \kappa V_{x_{(2n)}}. \]

These values can now be rewritten in the form of series as follows:
\[ V_{l_{(2n)}} = -\frac{E_{bb}}{2}(1 + \kappa)(1 - \kappa)(1 + \kappa^2 + \kappa^4 + \cdots + \kappa^{2n-2}). \]
\[ V_{l_{(2n+1)}} = \frac{E_{bb}}{2}(1 + \kappa)[1 - \kappa(1 - \kappa)(1 + \kappa^2 + \kappa^4 + \cdots + \kappa^{2n-2})]. \]
\[ V_{x_{(2n)}} = E_{bb\kappa}(1 - \kappa)(1 + \kappa^2 + \kappa^4 + \cdots + \kappa^{2n-2}). \]
\[ V_{x_{(2n+1)}} = E_{bb}(1 - \kappa)(1 + \kappa^2 + \kappa^4 + \cdots + \kappa^{2n-2}). \]

Since \( \kappa \) is smaller than one, the series are all convergent and the equations can be rewritten
\[ V_{l_{(2n)}} = -\frac{E_{bb}}{2}(1 + \kappa) \frac{1 - \kappa^{2n}}{1 + \kappa} = -\frac{E_{bb}}{2} (1 - \kappa^{2n}), \]
\[ V_{l_{(2n+1)}} = \frac{E_{bb}}{2}(1 + \kappa) \frac{1 - \kappa^{2n}}{1 + \kappa} = \frac{E_{bb}}{2} (1 + \kappa^{2n+1}), \]
\[ V_{x_{(2n)}} = E_{bb\kappa} \frac{1 - \kappa^{2n}}{1 + \kappa}. \]
and
\[ V_{N(t_n+1)} = E_{bb} \frac{1 - \kappa^{2n}}{1 + \kappa}. \]

As \( n \) increases, the value of \( \kappa^{2n} \) or \( \kappa^{2n+1} \) becomes rapidly negligible compared with one, and the voltage across the load becomes
\[ V_l = \pm \frac{E_{bb}}{2}, \]
the plus sign corresponding to odd pulses and the minus sign to even pulses. As has been explained before, a polarity reversal on alternate pulses can easily be accomplished by the use of a pulse transformer.

The network voltage at the end of the charging period is given by
\[ V_N = E_{bb} \frac{1}{1 + \kappa}, \]
and that at the end of the discharging period by
\[ V_N = E_{bb} \frac{\kappa}{1 + \kappa}. \]
The applications of this circuit are not limited to obtaining coded pulses from line-type pulsers. Although it is equally well suited for the constant recurrence frequencies that are common in radar systems, its advantages become particularly impressive when the pulser is required to trigger at random intervals. As was pointed out before, the principal disadvantages are due to the complicated auxiliary circuits required for triggering the two tubes alternately, and to the precautions necessary to prevent the tubes from going into continuous conduction. It is believed, however, that where irregularly spaced high-power pulses are required these disadvantages are outweighed by the great flexibility of operation and the high efficiency. Oscillograms of pulse shapes obtained by this method are shown in Fig. 11-42. Figure 11-42a was taken for a single pulse in order to show the slight difference in pulse shape that results, in practice, from the charging or discharging of the network.

**Single-switch Multiple-network Circuit.**—The following circuit has been tried and found very successful in obtaining two very closely spaced pulses from a line-type pulser. The principle of operation is identical with that of a regular line-type pulser, but an open-ended delay line is connected in parallel with the load, as indicated in Fig. 11-43. Assume that \( \delta_2 \), the delay time of PFN\(_2\), is greater than \( \delta_1 \), the delay time of PFN\(_1\). When the thyatron is fired, a pulse appears across the load and the delay line. This pulse travels down the line and is reflected at the open end. After a time equal to \( 2\delta_2 \), the reflected pulse appears at the load and gives a second signal.

Simple considerations indicate the conditions under which the two pulses have the same amplitude. The voltage amplitude of the first pulse is given by

\[
V_{l1} = V_{n1} \frac{R_l Z_{n1}}{R_l + Z_{n1}},
\]

and that of the second pulse is

\[
V_{l2} = a V_{l1} \left( 1 + \frac{R_l - Z_{n1}}{R_l + Z_{n1}} \right),
\]

where

\[
a = e^{-\alpha t},
\]

\( \alpha \) is the attenuation factor, and \( l \) is the length of the delay line. The two
pulses that appear across the load have equal amplitude when

\[ 1 + \frac{R_t - Z_{N_1}}{R_t + Z_{N_1}} = \frac{1}{a}, \]

or

\[ Z_{N_1} = R_t(2a - 1). \]

To obtain matched conditions for the discharge of the pulse-forming network, PFN₁, the additional condition

\[ Z_{N_1} = \frac{R_t Z_{N_2}}{R_t + Z_{N_1}} = R_t \frac{2a - 1}{a} \]

must be satisfied.

Some limitations of the system become obvious immediately. If \( 2a \) approaches 1, the values of \( Z_{N_1} \) and \( Z_{N_2} \) approach zero. The total attenuation of the line PFN₂ increases rapidly with the length of the line, or the time delay between pulses; hence, a limit on maximum pulse separation is soon reached. Figure 11.44 shows the similarity between the two successive pulses obtained by this method for a delay time of approximately 3 \( \mu \)sec.

If, however, the time delay in PFN₂ is made less than half that in PFN₁, the wave reflected from the end of the delay line appears at the load before the main pulse is ended. If the delay line is open-circuited, the polarity of the reflected voltage is the same as that of the pulse already appearing across the load, and an increase in pulse amplitude results. If the delay line is short-circuited, the reflected voltage is of opposite polarity, and produces a decrease in the amplitude of the main pulse.

General Comparison.—The multiple-switch multiple-network circuit is the most flexible one that produces multiple pulses; there are almost no limitations on the spacings that can be obtained. The main disadvantage is the large number of components that are necessary because a complete pulser circuit is required for each pulse. The double-switch single-network circuit is almost as flexible as the multiple-switch multiple-network circuit, except that the minimum spacing between successive pulses is limited by the deionization time of the particular switch. This time can be decreased somewhat by operating the thyratrons at voltages and currents below the rated values. The main disadvantage of this circuit is the complex electronic switching circuit that is necessary to pulse the two switches alternately, and the necessity of having a power.
supply voltage that is equal to the network voltage (instead of half this voltage, as is usually the case for d-c inductance charging). The high-insulation trigger transformers may also cause some difficulty, but some of these disadvantages are outweighed by the absence of any charging circuit.

The single-switch multiple-network circuit is the least flexible of the three. It has been described here because it represents a very simple method of obtaining two closely spaced pulses, or pulses of irregular step shape.

11.8. Multiple-switch Circuit for Voltage Multiplication.—For high-power line-type pulsers having high-impedance networks, the voltages on the networks tend to become high, and may reach values of 50 kv or more. Such high voltages usually lead to engineering difficulties, and some form of impulse-voltage multiplication is therefore desirable. The Marx multiplier circuit may easily be adapted to this use. The basic circuit uses the Type A pulse-forming network and is shown in Fig. 11.45 for three-stage multiplication.

The condensers $C$ comprise the storage capacitance of the Type A network. Since these condensers are in series, each one must have a capacitance of $nC_N$, where $n$ is the number of stages and $C_N$ is the required capacitance for the network storage condenser. The voltage multiplication is obtained by charging the condensers in parallel and discharging them in series. In the ideal case, the voltage stepup ratio for an $n$-stage circuit is $n$. In practice, however, about 10 per cent of the voltage is usually lost because of currents flowing through the inductances $L$.

The pulse discharge is initiated by firing the spark gaps $G$, which may, of course, be replaced by any other suitable switch. The isolating chokes $L$ serve to prevent the condensers from being short-circuited through the gaps during the pulse.

It is clear that the isolating chokes $L$ must have inductance that is sufficient to prevent an undue portion of the pulse current from being lost through them. An estimate of the required inductance may be made by calculating the circulating currents that flow during the discharge period. Some loss may also occur because of circulating currents if the gaps do not fire simultaneously. Under most conditions, however, the time lag in the firing of the gaps is less than the pulse duration $\tau$, and the approximate calculation remains valid. Triggered switches

\[1\text{ By H. J. White.}\]
such as thyatrons or fixed spark gaps usually have very small time lags. For the purpose of an approximate calculation, it is sufficiently accurate to consider the current flowing through one inductance $L$ and one condenser $C$ in series, the condenser being initially charged to a voltage $V_N$. The current is then

$$i_{LC} = V_N \sqrt{\frac{C}{L}} \sin \frac{t}{\sqrt{LC}}.$$  

The period of the $LC$-circuit must be large compared with the pulse duration $\tau$, and, on the basis of this assumption,

$$i_{LC} \approx V_N \sqrt{\frac{C}{L}} \cdot \frac{t}{\sqrt{LC}} = \frac{V_N}{L} t.$$  

The maximum value that $i_{LC}$ could have during the pulse if the condenser were not otherwise discharged is

$$(i_{LC})_{\text{max}} = \frac{V_N}{L} \tau,$$  

and the pulse current in the load is given by

$$I_l = \frac{n V_N}{2 Z_N}.$$  

Eliminating $V_N$ between these two equations, the expression for $L$ is found to be

$$L = \frac{2 Z_N \tau}{n\left(\frac{(i_{LC})_{\text{max}}}{I_l}\right)}.$$  

As an example of the order of magnitude of $L$, let

$$Z_N = 1000 \text{ ohms}, \quad \tau = 10^{-6} \text{ sec}, \quad n = 3, \quad \frac{(i_{LC})_{\text{max}}}{I_l} = 0.01.$$  

Then

$$L = \frac{2 \times 1000 \times 10^{-6}}{3 \times 0.01} = 67 \text{ mh}.$$  

Experimental data on the effect of the isolating-choke inductance on the current efficiency are given in Fig. 11.46 for a two-stage circuit. Current efficiency is defined as the ratio of $n$ times the average load current to the input average current, where $n$ is the number of stages, or $2(I_{\text{av}}/I_{\text{in}})$. If there were no circulating currents in the isolating chokes, the current efficiency, by Kirchhoff's law, would be 100 per cent. Unequal storage-condenser capacitances $C$ also cause circulating currents, which produce losses in the gaps and the condensers as well as in
the chokes. The isolating chokes usually have an iron core, and, for high-power circuits, they can be mounted conveniently in the tank of the pulse-forming network.

A variation of the circuit of Fig. 11-45 that is particularly applicable to the two-stage Marx circuit is shown in Fig. 11-47. Here the highest voltage to ground at any instant is equal to the load pulse voltage, and the problem of insulation is therefore simpler than that imposed by the original circuit. The rotary spark gap can easily be adapted for use as the switch in a Marx circuit by mounting the rotating electrodes on an insulating rotor and using one set of fixed electrodes for each gap required. An $n$-stage Marx circuit would have $n$ sets of fixed electrodes. The gaps come simultaneously into firing position, and very smooth operation is obtained when the switch is well built.
PART III

PULSE TRANSFORMERS
CHAPTER 12

ELEMENTARY THEORY OF PULSE TRANSFORMERS

By W. H. Bostick

12.1 General Transformer Theory.—Of the devices that have been developed for the transformation of energy and power the electromagnetic transformer, which changes the ratio of voltage and current while maintaining their product constant, has proved one of the most useful. Electromagnetic transformers in general and pulse transformers in particular have been used—

1. To transfer or control energy by raising a voltage above a threshold or barrier level.
2. To invert the sign of voltage.
3. To effect “d-c isolation” between source and load.
4. To deliver the correct amount of power to a load of a given resistance by changing the voltage to the proper value.
5. To effect maximum transfer of energy (or power) from source to load by a transformation of energy to the proper impedance level.

It is possible to conceive of a perfect electromagnetic transformer (see page 504 of Sec. 12.1) which would operate successfully over any range of frequency, impedance, and power levels. For various reasons, which are discussed later, such a perfect transformer cannot be built. Any transformer that can be built has certain limitations in its range of operation and should be designed to give optimum performance under the conditions of operation for which it is intended.

Many different types of transformers have been developed to perform the many functions and to cover the various ranges of operation of electromagnetic transformers. For example, there are filament and “power” transformers, which operate steadily on a sinusoidal input at the various standard power frequencies and voltages. There are audio transformers, which are designed to operate over the audible range of frequencies, some at high-power levels and others at low-power levels. There are r-f transformers, which, when used in the circuits for which they are intended, pass only a narrow frequency band of r-f energy.

The development of pulsed radar created a need for a relatively new type of transformer—a transformer that transforms the energy in a pulse
having a more or less rectangular shape and a duration of the order of magnitude of 1 μsec.

In general, such pulse transformers are used to perform any or all of the functions listed at the beginning of this chapter. One individual pulse transformer is often used over a fairly wide range of pulse durations, voltages, and impedances.

Pulse transformers are also used extensively (usually at low power) in one type of pulse-generating circuit, the regenerative pulse generator or blocking oscillator, in which energy is introduced from the plate to the grid circuit so that the polarity of the voltage is inverted and regeneration occurs. Transformers designed for regenerative pulse generators frequently have extra windings that can be used to transfer power to other circuits.

Pulse transformers are effectively used as interstage coupling and inverting devices in pulse and video amplifiers. These transformers usually operate at medium or low power.¹

Perhaps the most important use of pulse transformers, however, has been the transformation of the energy in a pulse from a pulse generator to the impedance level of an r-f oscillator, which is frequently a magnetron. The pulse-power level at which these output transformers operate is usually between 10 kw and 10 Mw, and it is these transformers with which Part III of this book is primarily concerned.

Discussions of the properties of pulse transformers, the problems of their design, and the use of materials in their design are found in Chaps. 12, 13, 14, and 15.

Since one of the most important functional uses of a transformer is the matching of the impedances of the source and the load, it is well to review the facts relating to the maximum power transfer from source to load.

Maximum Power Transfer in the Steady State.—When a system is being energized steadily at a given frequency, the power absorbed by the load is \( P_{\text{max}} = \int_{0}^{t} \frac{ie}{R_{L}} \, dt \), where

\[
P_{\text{max}} = \int_{0}^{t} \frac{ie}{R_{L}} \, dt
\]

\( i \) and \( e \) are respectively the current in and the voltage across the load, and \( R_{L} \) is the load resistance. Maximum power transfer from source to load obtains when the value of \( P_{\text{max}}^2 R_{L} \) is a maximum.

If the load impedance is fixed, it may easily be shown that the maximum power transfer for the steady state occurs when—

1. The reactive components of the source and load impedances are equal in magnitude and opposite in sign.

2. The resistive component of the source impedance is kept to a minimum.

If the source impedance is fixed, maximum power transfer for the steady state occurs when—

1. The reactive components of the source and load impedances are equal in magnitude and opposite in sign.

2. The resistive component of the load impedance is equal to that of the source impedance.

The condition that the reactances of load and source should be equal in magnitude and opposite in sign is merely the condition for which, on the average or at the respective peak values, the energy stored in the source reactance is equal to the energy stored in the load reactance.

This fact is easily recognized when a simple system such as that whose equivalent circuit is shown in Fig. 12-1 is considered. The peak "kinetic" or inductive energy stored in this system is \( \frac{1}{2} L_o I_{\text{peak}}^2 \), and the peak potential or capacitive energy is \( \frac{1}{2} C_i I_{\text{peak}}^2 / (\omega^2 C_i) \). These two energies are equal when \( L_o = 1 / (\omega^2 C_i) \), which is the condition for which the reactances of source and load are equal and opposite, and therefore, as previously mentioned, a condition for maximum power transfer from source to load.

By a process of reasoning formally analogous to that used in thermodynamics, this source-load system may be considered to possess two degrees of freedom. One degree of freedom may be considered to result from the kinetic energy, the other degree from the potential energy, as in a solid made up of one-dimensional linear oscillators. The "equilibrium thermodynamical state," or the lowest energy state of this system, may then be considered to occur when there is, on the average, equipartition of energy between these two degrees of freedom. Thus, by way of this thermodynamical analogue, it may be stated that both the lowest energy state and the maximum transfer of energy are achieved, as far as the reactances are concerned, when the designer of the circuit makes the proper choice of \( C_i \) if \( L_o \) is fixed, or of \( L_o \) if \( C_i \) is fixed, or of transformation ratio if a transformer is available (see p. 504).

1 The theorem of the equipartition of energy is usually applied to a system containing many particles or oscillators. In the formal analogue here suggested, however, it is being applied to only one oscillator.

As already indicated, the resistances of the system should be chosen to give a maximum transfer of energy from the source from which the energy is available to the load in which it is dissipated.\footnote{Such a choice of resistance may be considered, from the point of view of the thermodynamical analogue, to effect a maximum rate of degradation of energy from source to load.}

Although this process of reasoning by thermodynamical analogue may seem irrelevant and trivial, it proves useful in designing a pulse transformer that stores a minimum of energy in itself and transfers maximum pulse energy to the load. This process of reasoning may also prove useful in the design of transformers of other types inasmuch as its conclusions predict the general shape, size, maximum flux density, and number of turns resulting from good present-day audio-, video-, and pulse-transformer design practice.

It is difficult to state the general conditions for maximum energy transfer in an arbitrary time for load and source systems containing arbitrary arrangements of mass, stiffness, and resistance (or inductance, capacitance, and resistance). This difficulty exists because it is impossible to characterize accurately the behavior of such a set of circuit elements under transient conditions by a concept as simple as that of impedance.

A simple problem in determining the conditions for maximum transfer of energy under transient conditions in a frictionless, gravitationless system is, for example, a man of mass $M_0$ who is capable of exerting an impulse $f\tau$ and wishes to impart maximum kinetic energy to a load of mass $M_1$ by means of a transformer of adjustable force ratio $n$. It is assumed that the man must move his own mass in imparting motion to the load mass, and also that he has at his disposal no elements having compliance. It can easily be shown that the velocity attained by the load is

$$u_1 = \frac{f\tau}{M_0 n^2 + M_1}$$

and that the kinetic energy of the load is

$$\frac{1}{2} M_1 \left( \frac{f\tau}{M_0 n^2 + M_1} \right)^2.$$

It is desired to maximize the kinetic energy imparted to the load with respect to $n$. Thus,

$$\frac{d}{dn} \left( \frac{f\tau}{M_0 n^2 + M_1} \right)^2 = 0,$$

or

$$\frac{d}{dn} \left( \frac{n}{M_0 n^2 + M_1} \right)^2 = 0.$$

The roots of this equation are
and
\[ n = 0, \]
\[ n = \sqrt{\frac{M_i}{M_g}}. \]

the latter of which gives a maximum for the kinetic energy and has physical significance. Thus, maximum transfer of energy in this example occurs when the masses of the source and the load, referred to the same side of the transformer, are equal, and when the kinetic energies of source mass and load mass are equal. If the thermodynamical analogue is again invoked, the kinetic energies of source and load may be considered to be proportional to the "temperatures" of the source and the load. For maximum transfer of energy these temperatures are equal and therefore constant throughout the system. Constancy of temperature throughout an isolated system is, however, one of the properties of the state of lowest energy.

The choice of source and load resistance for the maximum transfer of energy to a resistive load under transient conditions is similar to that under steady-state conditions.

From the foregoing examples employing a formal analogy with thermodynamics the general conclusion may be drawn that devices which transfer maximum energy from source to load, under either transient or steady-state conditions, are so designed that the elements of the system in which energy is stored are in a state of thermodynamical equilibrium or lowest energy.

The general conclusion concerning the state of lowest energy and the examples on which the conclusion is based are used in Sec. 13.2 as a plausibility argument to justify the assertion that a pulse transformer should be designed in such a way that the electromagnetic-energy densities of core and coil are approximately equal.

The General Equivalent Circuit for a Transformer. —Electromagnetic power is equal to the product of voltage and current (or more precisely \( \mathbf{E} \times \mathbf{H} \)), but the form or impedance level of the electromagnetic power is characterized by the ratio of voltage and current.

In considering the basic relationships involved in the transformation of electromagnetic power, it is often useful to introduce the concept of the perfect transformer. A transformation of power wherein no energy is stored or lost in the transformer is considered to be brought about by a perfect transformer. A perfect transformer is represented schematically

---

1 In this particular case there is only one degree of freedom since there is no energy being stored as potential energy, and therefore considerations of equipartition of energy between two degrees of freedom have no significance.
in Fig. 12-2, where $e_1$ and $i_1$ may be any functions of time. In such a perfect transformer, energy and power are transferred immediately from input to output, that is,

$$e_1 i_1 = e_2 i_2,$$

and

$$e_2 = n e_1,$$

and

$$i_2 = \frac{i_1}{n}.$$

A perfect transformer reproduces at the output any voltage and current at the input, except for a factor $n$ or $1/n$.

It is often convenient to refer circuit elements that are connected to the primary to the impedance level of the secondary, and vice versa. For example, calculations may be simplified by removing $R_2$ from the secondary side of the circuit in Fig. 12-2 and placing in the primary a resistance $R'_2$ of such value that the energy and power relationships of the complete circuit are unaltered. Thus,

$$i_1 R'_2 = i_2 R_2,$$

or

$$R'_2 = \frac{R_2}{n^2}.$$

Furthermore,

$$\frac{1}{2} C'_2 e_1^2 = \frac{1}{2} C_2 e_2^2,$$

or

$$C'_2 = n^2 C_2.$$

Also

$$\frac{1}{2} L'_2 i_1^2 = \frac{1}{2} L_2 i_2^2,$$

or

$$L'_2 = \frac{1}{n^2} L_2.$$

If the system is energized at a constant frequency, for a source and a load of impedances $Z_1$ and $Z_2$ respectively,

$$Z'_2 = \frac{Z_2}{n^2}.$$
If $R'_1$ is defined as $R_1$ referred to the secondary,

$$R'_1 = n^2 R_1,$$

$$C'_1 = \frac{C_1}{n^2},$$

$$L'_1 = n^2 L_1,$$

and

$$Z'_1 = n^2 Z_1.$$

In describing the properties of an actual electromagnetic transformer it is customary to employ the lumped quantities $L_1$, $L_2$, and $M$, which are, respectively, the self inductances of coils 1 and 2, and the mutual inductance shown in Fig. 12.3. Kirchhoff’s voltage-law equations for the two loops of the circuit shown in Fig. 12.3 are

$$L_1 \frac{di_1}{dt} - M \frac{di_2}{dt} = e_1$$

$$-M \frac{di_1}{dt} + \left( L_2 \frac{d}{dt} + R_2 \right) i_2 = 0.$$

If $i'_2 = n i_2$,

$$L_1 \frac{di_1}{dt} + \frac{M}{n} \frac{di'_2}{dt} = e_1,$$

and

$$-\frac{M}{n} \frac{di_1}{dt} + \left( \frac{L_2}{n^2} \frac{d}{dt} + \frac{R_2}{n^2} \right) i'_2 = 0.$$

These last two expressions are the Kirchhoff voltage-law equations for the circuit shown in Fig. 12.3b, where $M_1 = M/n$, $L_2 = L_2/n^2$, and $R'_2 = R_2/n^2$. The mutual inductance $M$ referred to the secondary of the transformer is

$$M'_2 = n^2 M_1 = nM.$$

If suitable additions to and subtractions from the last two equations are performed, there results

$$(L_1 - M_1) \frac{di_1}{dt} + M_1 \frac{d}{dt} (i_1 - i'_2) = e_1.$$
and
\[
\left[ (L'_{2} - M_1) \frac{d}{dt} + R'_2 \right] \dot{i}'_2 + M_1 \frac{d}{dt} (\dot{i}'_2 - i_1) = 0,
\]
which are Kirchhoff’s voltage-law equations for the two loops of the equivalent circuit shown in Fig. 12.4a. Equations identical in form can be written in which all elements are referred to the secondary; the equivalent circuit derived therefrom is given in Fig. 12.4b.

If \( L_1 \) and \( L_2 \) are wound close together on the same core (as they are in nearly all pulse transformers),
\[
L_1 \approx \frac{L'_2}{n^2} = L'_2,
\]
where \( n \) is the turns ratio of the two coils. Then, in the circuit of Fig. 12.4a,
\[
L_1 - M_1 \approx L'_2 - M_1.
\]

The inductance \( 2(L_1 - M_1) \), customarily termed “the leakage inductance,” is a series inductance in the equivalent circuit through which the load current in \( R'_2 \) must flow.

It is customary to define the constant \( k \) that is called the “coupling coefficient” by the following equation:
\[
k = \frac{M}{\sqrt{L_1 L_2}} \approx \frac{M_1}{L_1} \approx \frac{M_2}{L_2}.
\]

Thus for most pulse transformers the shunt inductance referred to the primary is \( M_1 \approx kL_1 \), and referred to the secondary is \( M_2 \approx kL_2 \); the leakage inductance referred to the primary is
\[
2(L_1 - M_1) = 2L_1(1 - k),
\]
and referred to the secondary is
\[
2(L_2 - M_2) = 2L_2(1 - k).
\]

If \( 2(L_1 - M_1) = 0 \) (that is, the leakage inductance is zero), or, what is the same thing, if \( k = 1 \), a condition known as “perfect coupling” obtains. Under such circumstances there can be no magnetic energy stored anywhere in or about the transformer by the load current in either the primary or the secondary. Hence any magnetic flux associated with the primary load current must be negated completely by flux associated with the secondary load current. Literature on transformers usually
defines the condition wherein \( k = 1 \) as that in which all the flux associated with the current in the primary links the secondary, and vice versa.

Transformers always have a certain amount of distributed capacitance between primary and secondary; to a first approximation the equivalent circuit for a transformer with distributed capacitance is shown in Fig. 12.5a, where \( C \) is some suitably chosen fraction of the total capacitance between the primary and the secondary. The equivalent circuit shown in Fig. 12.5b, in which all elements are referred to the primary winding, is an approximation to that shown in Fig. 12.5a. It can be shown by an application of Eqs. (6) and (7) of Sec. 12.2 that the capacitance \( C'_2 \), which accounts for the energy stored in \( C \) when the voltage stepup ratio \( n \) is different from 1, is given by

\[
C'_2 = (n - 1)^2 C = \frac{(n - 1)^2}{3} C_o,
\]

where \( C_o \) is the d-c capacitance between primary and secondary, when the transformer has a single-layer primary winding and a single-layer secondary winding whose adjacent ends are connected. When the opposite ends of the two windings are connected,

\[
C'_2 = (n - 1)^2 C = \frac{(n^2 - n + 1)}{3} C_o.
\]

The capacitance \( C'_4 \), which accounts for the current that can flow directly from the source to the load without traversing the leakage inductance and for the capacitive energy stored when a voltage is developed across the leakage inductance, is given approximately by \( C'_4 = C \). From the foregoing expressions for \( C'_2 \) and \( C'_4 \) it is evident that when \( 0 < n < 1 \), \( C'_3 \) is large and \( C'_2 \) is relatively unimportant, but that when \( n \gg 1 \) or \( n \ll 0 \), \( C'_2 \) becomes large and \( C'_4 \) is relatively unimportant.

Usually the core and case of the pulse transformer are grounded, as
indicated in Figs. 12.5 and 12.6, and one terminal of the primary and one of the secondary are grounded. Consequently, there is usually some stray capacitance of the secondary winding to ground, and this capacitance may be lumped into $C_2'$, which will now be called $C_D'$ (or $C_D$ when referred to the high-voltage winding which is usually the secondary). There is also stray capacitance of the primary winding to ground, and this capacitance may be represented by $C_c$ (see Fig. 12.6).

Furthermore, even when $C_2'$ is charged by application of voltage to the secondary (or $C_c'$ by application of voltage to the primary), the charging current has associated with it a magnetic field, and the energy in this field may be taken into account by the insertion of the inductances $L'_D$ and $L_c$, through which the charging currents must flow, in the circuit of Fig. 12.6. (See Sec. 12.2.)

The effect of the winding resistance can be taken into account by the insertion of resistances $R_w$, and $R_w'$, in the circuit of Fig. 12.6.

Finally, the effect of the dissipation of energy in the core of the transformer may be taken into account approximately by the insertion of $R_a$.

The lumped-parameter circuit of Fig. 12.6 is then, to a good approximation, the equivalent circuit for most nonperfect electrical transformers.

**Equivalent Circuit of a Pulse Transformer.**—From the phenomenological point of view, the generator $e_1$ shown in Fig. 12.3 can be considered to be a pulse generator having internal resistance $R_G$ and producing a voltage pulse $e(t)$ that remains different from zero for a time that is short compared with the time between pulses. The usual problem is to design a pulse transformer that will transform the energy in this pulse to the proper impedance level with a minimum amount of energy absorbed or stored in the pulse transformer, and therefore with a maximum amount of pulse energy transferred to the load and a minimum distortion of the pulse shape. It is evident from the circuit of Fig. 12.6 that, in order to accomplish this purpose, the designer should strive to make the shunt inductances and resistances high, the shunt capacitances low, and the series resistances and inductances low.

From a more general point of view, a pulse is a spatial concentration of electromagnetic energy that is in the process of being propagated, the mode of propagation being determined by the disposition of conductors in the vicinity of the pulse. The pulse-transformer designer attempts to design a device that will change the ratio of $\frac{|E|}{|H|}$ in this concentration of
electromagnetic energy with a minimum increase in the entropy of the system (excluding resistance load). Such a device must be so constructed that, at the end of the pulse, it is in a state of energy lower than that of any other device that could possibly be built.

A method whereby an optimum set of values for the circuit elements of Fig. 12.6 can be chosen to effect a maximum transfer of energy, and a method whereby a transformer can be designed so that these values are achieved, are given in Chap. 13. Methods of calculating and measuring the values of these circuit elements for a given transformer are described in Sec. 12.2.

Pulse transformers are used, however, in many special circuits and applications where the pulse shape, and not the maximum transfer of energy, is the primary consideration. Often, for example, certain limits are placed upon the rate of rise, the percentage of droop throughout the pulse, and the shape and magnitude of the backswing voltage. Frequently, especially at low-power levels, pulse transformers (for example, trigger transformers) and differentiation transformers\(^1\) are purposefully designed to distort the pulse shape extensively in a particular manner. If it is desired to shape a pulse with a transformer, it is necessary to investigate the effect on pulse shape of the various parameters in the equivalent circuit of a pulse transformer, a discussion of which is given in Chap. 14.

The circuit of Fig. 12.6 has too many elements to be of practical value, and therefore it is well to try to eliminate or combine some of these elements. For a pulse transformer designed to deliver 11-kv pulses of 0.5- to 2.0-\(\mu\)sec duration to a load of 1250-ohm impedance, and for which \(n = 5\), the following values (all referred to the secondary) achieved in practice are typical:

\[
R'_s + R_w \approx 0.5 \text{ ohm},
\]

which is negligible compared with \(R_s\) and \(R'_t\).

\[
L_2 = 25 \times 10^{-3} \text{ henrys.}
\]
\[
L_L = 2(L_2 - M^2) = 50 \times 10^{-3} \text{ henrys.}
\]

Then

\[
k = \frac{M}{L_1L_2} = \frac{M_2}{L_2} = 1 - \frac{L_L}{2L_2} = 1 - \frac{0.025 \times 10^{-3}}{25 \times 10^{-3}},
\]

or

\[
k = 1 - 0.001 = 0.999,
\]

and

\[
M = kL_1 \approx L_1.
\]

Also

\[
C_D = 40 \mu\text{f},
\]
\[
C_3 = 0.10 \mu\text{f},
\]

\(^1\) Moody, op. cit.
and

\[ C'_c = 0.50 \ \mu\text{f}. \]

Therefore \( C_3 \) and \( C'_c \) may be neglected in comparison with \( C_\circ \).

From the foregoing discussion it is evident that a suitable approximation for the equivalent circuit of such a voltage-stepup pulse transformer is that of Fig. 12.7. Since the emphasis of the discussion in Part III is on high-power pulse transformers, which are, for the most part, stepup transformers, the circuit of Fig. 12.7 is used and is discussed extensively in Chaps. 12, 13, and 14. For voltage-stepdown transformers (that is, for \( 0 < n < 1 \)), or for \( n \approx 1 \), the equivalent circuit of Fig. 12.6 may again be simplified, but \( C'_3 \) should be retained, and in some instances it may prove necessary to retain \( C_c \). For pulse transformers where \( L_e \) becomes appreciable with respect to \( L_e (-kL_1) \) it is necessary to use the equivalent circuit of Fig. 12.4 or that of Fig. 12.6.

### 12.2. Values of Elements in the Equivalent Circuit

The elements in the simplified equivalent circuit shown in Fig. 12.7 can be calculated from the geometrical constants of the transformer, the dielectric constant of the insulation, and the permeability of the core material. Various methods of measuring these elements have been developed.

**Primary Inductance.**—If the core is in the form of a toroid and if the effective pulse permeability of the core during operation is assumed to be a constant, \( \mu_e \) (see Sec. 15.1), \( R_e \), and \( L_e \) in the equivalent circuit shown in Fig. 12.7 may be supplanted by one inductance \( L_p \), which is called the primary inductance. Then

\[ L_p = \frac{4\pi N^2 A \mu_e}{10^9 l} \quad \text{henrys}, \]

where \( N \) is the number of turns, \( A \) is the cross-sectional area in square centimeters, and \( l \) is the mean magnetic-path length in centimeters.

If a more precise evaluation of the performance of the core is desired and \( R_e \) and \( L_e \) are used instead of \( L_p \) in the equivalent circuit shown in Fig. 12.7, and if \( \mu \) is the d-c permeability (see Sec. 15.1, Fig. 15.2) which is effective over the range of operation of the core, the values of \( L_e \) and \( R_e \) as defined in Sec. 15.1 are

\[ L_e = \frac{4\pi N^2 A \mu}{10^9 l} \quad \text{henrys} \quad (15.29) \]

and

\[ R_e = \frac{12N^2 A \rho}{d^2 l}, \quad (15.30) \]
where \( p \) is the resistivity of the core material in ohm-centimeters, and \( d \) is the thickness of the lamination in centimeters.

A still more precise equivalent circuit for the core is a ladder network of \( LR \)-rungs, infinite in number, but this circuit is too complex to be of any practical use and, therefore, either the \( L_e \) and \( R_e \) parallel elements or the \( L_p \) element in the equivalent circuit is used to represent the core.

Measurement of \( L_p \), or of \( L_e \) and \( R_e \), is performed by applying the voltage pulse from a pulse generator to the primary or secondary terminals of the transformer (with the other terminals open-circuited) in such a way as to simulate the actual operating conditions of the transformer with regard to voltage, pulse duration, and reverse current, and by measuring the exciting current \( i_m \) on a synchroscope as shown in Fig. 12.8.

In general, the shape of the trace may be approximated by the sum of a rectangle and a triangle, if the initial oscillations are neglected, and the effective shunt resistance \( R_e \) and inductance \( L_e \) may be determined as shown in Fig. 12.8. However, if \( R_e > 10L_e/\tau \), \( i_{R_e} \), for practical purposes, is negligible in comparison with \( i_L \) at \( t = \tau \). The effect of \( L_e \) and \( R_e \) may then be approximated by the primary inductance \( L_p \), determined as shown in Fig. 12.8b.

If the transformer is rated to operate with a reverse current between pulses, the circuit shown in Fig. 12.8c must be used in the measurement of \( L_p \) (or \( L_e \) and \( R_e \)), and the pulse generator should be of approximately the same design as the one with which the transformer is to be used.

**Leakage Inductance.**—Formulas for the calculation of leakage inductance for coils of almost all shapes and types may be obtained from many different sources. This discussion of leakage inductance is confined to windings of the type commonly used in power-output pulse transformers.

Most pulse transformers for regenerative pulse generators and interstage work have very simple single-layer, noninterconnected windings, and the calculation of the leakage inductance is very simple. However, many of the pulse transformers that have been evolved have been used to pulse the cathode of an oscillator tube. To accomplish this purpose several different types of winding arrangement have been used.
In order to simplify the measurement of oscillator current, the secondary windings of output transformers are isolated from the primary windings with respect to direct current. Furthermore, in order to supply the oscillator filament current through the pulse transformer from a low-voltage-insulated filament transformer, two secondary windings that are isolated from each other with respect to direct current are provided. The two secondaries are identical and are usually separated from each other by a minimum amount of insulation; thus they are closely coupled as far as pulses are concerned. A portion of each secondary winding equal to the primary in number of turns may be placed near the primary winding in a similar fashion; the resultant close coupling makes such a transformer the equivalent of an autotransformer for pulse conditions.

The simplest type of winding consists of a one-layer primary (low-voltage) winding and a one-layer secondary (high-voltage) winding. A second type consists of a one-layer primary and a secondary broken into two equal layers, both outside the primary. (Or, the secondary may be broken into three or more layers.) A third general type consists of a primary interleaved between two equal layers of a secondary. Two two-layer coils can be put on the two legs of a transformer, and (1) the primaries and secondaries both connected in parallel, (2) the primaries and secondaries both connected in series, or (3) the primaries connected in parallel and the secondaries in series. Two-leg variations on the second and third general type can also be constructed. Each of the above winding arrangements can be constructed as an isolation (or "iso") or an "auto" version (that is, iso or auto for pulse operation).

The calculation of leakage inductance as a lumped parameter follows the process of reasoning wherein a given amount of load current $I$ is assumed to be flowing in the coils and the total magnetic energy resulting from this load current is computed and equated to $\frac{1}{2}LLI^2$. In computing the leakage inductance of a transformer on this basis the first example to be considered is a transformer with a one-layer primary and a one-layer secondary of equal length. Since the primary and secondary ampere-turns are approximately equal in magnitude, and since the currents flow in opposite directions around the core, the field between the two winding layers is very nearly equal to that within a solenoid having the same number of ampere-turns. Since the length of the coil is usually large in comparison with the distance between layers, the solenoid may be considered infinite in length, and practically all of the energy in its magnetic field may be considered to be inside the solenoid. Such a solenoid produces the interlayer field distribution shown in Fig. 12.9b, since $\mu = 1$ both in and between the winding layers.

Actually, the current density is not uniform across the layer thickness. Two extreme conditions of current distribution in the wire that might be
used for purposes of computation are (1) the condition where the current is concentrated in two very thin layers, one at the outside of the inside winding layer, and the other at the inside of the outside winding layer, and (2) the condition where the current is concentrated in a very thin layer at the center of each winding layer. The first extreme gives a factor of 0 in the last term of Eq. 12.1, and the second a factor of $\frac{1}{4}$, instead of the factor of $\frac{1}{8}$ obtained in the following discussion in which a uniform distribution is assumed. Since the conditions usually encountered in pulse transformers lie between these two extremes, and since the layer thickness is usually much smaller than the distance between layers, the assumption of uniform distribution does not produce much error.

The magnitude of $H$ in oersteds (and therefore of $B$ in gauss) is given by the following expressions:

In the primary: $H_1 = \frac{4\pi N_p I_p x_p}{\ell} \frac{x_p}{a_p}$ oersteds, where $x_p$ is measured from the side of the primary next to the core; $a_p$ is the thickness of the primary layer in cm; $N_p$ is the number of turns on the primary, $N_s$ on the secondary; $I_p$ is the primary current in amperes, $I_s$ is the secondary current; $\ell$ is the winding length in cm.

Between layers: $H_2 = \frac{4\pi N_s I_s}{\ell}$.

In the secondary: $H_3 = \frac{4\pi N_s I_s}{\ell} \left(1 - \frac{x_s}{a_s}\right)$, where $x_s$ is measured from the inside of the secondary.

The energy in a magnetic field in air ($\mu = 1$) is given by

$$W = \frac{H^2}{8\pi} \text{ ergs/cm}^3,$$

where $H$ is in oersteds. Therefore, the energy stored in the leakage field is given by

$$W = \frac{\mu \ell}{8\pi} \left( \int_0^{a_p} H_1^2 dx_p + \int_0^{a_s} H_3^2 dx_s \right)$$

$$= \frac{\mu \ell}{8\pi} \left( \frac{4\pi N_s I_s}{\ell} \right)^2 \left[ \int_0^{a_p} \frac{x_p^2}{a_p^2} dx_p + \Delta + \int_0^{a_s} \left(1 - \frac{x_s}{a_s}\right)^2 dx_s \right]$$

$$= \frac{2\pi N_s^2 I_s^2 \mu}{\ell} \left( \Delta + \frac{\Sigma a}{3} \right),$$

where $\mu$ is the average circumference of the layers in centimeters, $\Delta$ is
the distance between layers in centimeters, and $\Sigma a$ is the sum of the thicknesses of the layers. Since the energy stored in an inductance is given by $W = \frac{1}{2}LI^2$, the following equation may be solved for the leakage inductance, referred to the secondary:

$$\frac{1}{2} L_L I_s^2 = \frac{2\pi N_s^2 I_s^2 a}{\varepsilon} \left( \Delta + \frac{\Sigma a}{3} \right).$$

From this equation,

$$L_L = \frac{4\pi N_s^2 a}{\varepsilon} \left( \Delta + \frac{\Sigma a}{3} \right) \text{ abhenrys. \hspace{1cm} (1)}$$

The second example to be considered is a transformer with a one-layer primary and a secondary composed of two equal layers, as shown in Fig. 12-10. The flux distribution is shown in Fig. 12-10b, and the magnitude of $H$ is given by the following expressions:

In primary: $H_1 = \frac{4\pi N_p I_p x_p}{\varepsilon} a_p = \frac{4\pi N_s I_s x_p}{\varepsilon} a_p$.

In first interlayer space: $H_2 = \frac{4\pi N_s I_s}{\varepsilon}$.

In first secondary layer: $H_3 = \frac{4\pi N_s I_s}{2\varepsilon} \left( 2 - \frac{x_s}{a_s} \right)$.

In second interlayer space: $H_4 = \frac{4\pi N_s I_s}{2\varepsilon}$.

In second secondary layer: $H_5 = \frac{4\pi N_s I_s}{2\varepsilon} \left( 1 - \frac{x_s}{a_s} \right)$.

In these expressions $x_p$, $x_s$, $x_s$ are measured from the inside of the primary, and of the first secondary and second secondary layers, respectively.

The energy in the field is given by

$$W = \frac{\mu L}{8\pi} \left( \int_0^{a_p} H_1^2 dx_p + H_2^2 \Delta_1 + \int_0^{a_s} H_3^2 dx_s + H_4^2 \Delta_2 + \int_0^{a_s} H_5^2 dx_s \right)$$

$$= \frac{2\pi N_s^2 I_s^2 u}{\varepsilon} \left( \frac{a_p}{3} + \Delta_1 + \frac{7a_s}{12} + \frac{\Delta_2}{4} + \frac{a_s}{12} \right)$$

$$= \frac{2\pi N_s^2 I_s^2 u}{\varepsilon} \left( \Delta_1 + \frac{\Delta_2}{4} + \frac{\Sigma a}{3} \right),$$

if $a_1 = a_s$, and

$$L_L = \frac{4\pi N_s^2 u}{\varepsilon} \left( \Delta_1 + \frac{\Delta_2}{4} + \frac{\Sigma a}{3} \right) \text{ abhenrys. \hspace{1cm} (2)}$$
The third example to be considered is a transformer with a single-layer primary interleaved between two equal layers of a secondary, as shown in Fig. 12.11. From the flux-density distribution across the coil (indicated in Fig. 12.11b) it may be seen that the transformer can be divided into two equal parts by a line drawn through the center of the primary and each part treated as a simple two-layer transformer. The total energy stored is the sum of the energies in the two parts, and the leakage inductance is given by

\[ L_L = \frac{4\pi N_s^2 u}{\varepsilon} \left[ \left( \frac{a_s}{12} + \frac{\Delta_1}{4} + \frac{a_p}{24} \right) + \left( \frac{a_p}{24} + \frac{\Delta_2}{4} + \frac{a_s}{12} \right) \right] \]

\[ = \frac{4\pi N_s^2 u}{\varepsilon} \frac{1}{4} \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right) \text{ abhenrys. (3)} \]

If a simple two-layer transformer is connected as an autotransformer, the number of turns in the outer layer is \( N_s (n - 1)/n \), where \( n \) is the stepup ratio, and the number of ampere-turns is \( N_s I_s (n - 1)/n \). The current in the inner layer is \( I_p (n - 1)/n \), and the number of ampere-turns is \( N_p I_p (n - 1)/n \), which is equal to \( N_s I_s (n - 1)/n \). Therefore, the field between the windings is reduced from that in the iso type by the factor \( (n - 1)/n \), and the energy by the factor \( (n - 1)/n \). Thus,

\[ L_L = \frac{4\pi N_s^2 u}{\varepsilon} \left( \frac{n - 1}{n} \right)^2 \left( \Delta + \frac{\Sigma a}{3} \right). \]  

The expressions for the leakage inductance of the auto versions of more complicated types of winding arrangement are the expressions for the iso versions multiplied by this factor \( (n - 1)/n \).

These equations have been applied to the specific types of windings diagramed in Figs. 12.12 and 12.13, and the values of the leakage inductance recorded in Table 12.1.

Measurement of leakage inductance can be performed by either a pulse method or a steady-stage method. The circuit that is shown in Fig. 12.14a and by which the increase of current through a standard adjustable calibrated inductance \( L_s \) is compared and adjusted to coincide with the increase of current through \( L_L \) produces a synchroscope trace of the type shown in Fig. 12.14b. The value of \( L_L \) is then determined by the setting of the standard inductance.
If leads can be brought out from both vertical deflecting plates of the synchroscope, the alternate circuit shown in Fig. 12.14c may be used, and $L_s$ adjusted to give a null trace of the type shown in Fig. 12.14d.

It is possible to measure leakage inductance (and also to calibrate the standard adjustable inductor of Fig. 12.14) at a frequency of approximately 1 Mc/sec by means of a Q-meter if suitable corrections are made for the distributed capacitances of the circuit. It is also possible to make an accurate measurement of the leakage inductance of a pulse transformer on a Maxwell bridge.

Table 12.1.—Relative Values (in Arbitrary Units) of $L_L$, $C_D$, and $L_L C_D$

<table>
<thead>
<tr>
<th>Winding type</th>
<th>Constant length</th>
<th>Constant secondary-wire size</th>
<th>$L_L C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_L$</td>
<td>$C_D$</td>
<td>$L_L$</td>
</tr>
<tr>
<td>Windings of Fig. 12-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>12.00</td>
<td>16.0</td>
<td>12.00</td>
</tr>
<tr>
<td>$b$</td>
<td>6.75</td>
<td>21.3</td>
<td>9.00</td>
</tr>
<tr>
<td>$c$</td>
<td>6.00</td>
<td>32.0</td>
<td>12.00</td>
</tr>
<tr>
<td>$d$</td>
<td>4.22</td>
<td>34.7</td>
<td>11.25</td>
</tr>
<tr>
<td>$e$</td>
<td>4.30</td>
<td>37.3</td>
<td>12.89</td>
</tr>
<tr>
<td>$f$</td>
<td>3.50</td>
<td>40.0</td>
<td>14.00</td>
</tr>
<tr>
<td>$g$</td>
<td>4.00</td>
<td>37.3</td>
<td>8.00</td>
</tr>
<tr>
<td>$h$</td>
<td>2.53</td>
<td>58.6</td>
<td>6.75</td>
</tr>
</tbody>
</table>

Windings of Fig. 12-13

| $a$ | 4.50 | 36.0 | 9.00 | 18.0 | 162 |
| $b$ | 2.81 | 48.3 | 7.50 | 18.1 | 136 |
| $c$ | 6.00 | 32.0 | 6.00 | 32.0 | 192 |
| $d$ | 3.38 | 42.7 | 4.50 | 32.0 | 144 |
| $e$ | 4.00 | 37.3 | 8.00 | 18.7 | 149 |
| $f$ | 2.53 | 51.0 | 6.75 | 19.1 | 129 |
| $g$ | 3.00 | 64.0 | 6.00 | 32.0 | 192 |
| $h$ | 2.11 | 69.3 | 5.63 | 26.0 | 146 |

Distributed Capacitance.—Like leakage inductance, the effective distributed capacitance of various types of windings can be calculated from general formulas to be found in many different texts and handbooks. The considerations in this section are confined to the calculation of effective distributed capacitance for the various types of power-output pulse-transformer windings that have been developed.

The calculation of distributed capacitance as a lumped parameter
Fig. 12.12.—Various winding schemes that have been used in the construction of pulse transformers for magnetrons:

(a) $L_L = \frac{4\pi N_s^2 U}{d} \left( \Delta + \frac{\Sigma a}{3} \right)$; (b) $L_L = \frac{4\pi N_s^2 U}{d} \left( \frac{n - 1}{n} \right)^2 \left( \Delta + \frac{\Sigma a}{3} \right)$;

(c) $L_L = \frac{4\pi N_s^2 U}{d} \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right)$; (d) $L_L = \frac{4\pi N_s^2 U}{d} \left( \frac{n - 1}{n} \right)^3 \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right)$;

(e) $L_L = \frac{4\pi N_s^2 U}{d} \left( \Delta_1 + \frac{4\Delta_2}{9} + \frac{\Sigma a}{3} \right)$;

(f) $L_L = \frac{4\pi N_s^2 U}{d} \left( \frac{n - 1}{n} \right)^2 \left( \Delta_1 + \frac{4\Delta_2}{9} + \frac{\Sigma a}{3} \right)$;

(g) $L_L = \frac{4\pi N_s^2 U}{d} \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right)$; (h) $L_L = \frac{4\pi N_s^2 U}{d} \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right)$:

follows the process of reasoning wherein a given voltage $V$ is placed across one winding of the transformer and the total energy $W$ stored in the electrostatic field is equated to $\frac{1}{2} C_2 V^2$, where $C_2$ is defined as the effective distributed capacitance.
Fig. 12.13.—Various winding schemes that have been used in the construction of pulse transformers for magnetrons:

(a) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \Delta_A + \Delta_B + \frac{\Sigma a}{3} \right) \);
(b) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \left( \frac{n-1}{n} \right)^2 \left( \Sigma \Delta + \frac{\Sigma a}{3} \right) \right) \);
(c) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \Delta_A + \Delta_B + \frac{\Sigma a}{3} \right) \);
(d) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \frac{n-1}{n} \right)^2 \left( \Sigma \Delta + \frac{\Sigma a}{3} \right) \);
(e) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \Delta_A + \Delta_B + \frac{\Sigma a}{3} \right) \);
(f) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \frac{n-1}{n} \right)^2 \left( \Sigma \Delta + \frac{\Sigma a}{3} \right) \);
(g) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \Sigma \Delta_1 + \Sigma \Delta_2 + \frac{\Sigma a}{3} \right) \);
(h) \( L_L = \frac{4\pi N_s^2 q U_1}{4} \left( \frac{n-1}{n} \right)^2 \left( \Sigma \Delta_1 + \Sigma \Delta_2 + \frac{\Sigma a}{3} \right) \).

The capacitance of a parallel plate capacitor, each of whose electrodes is an equipotential surface, is given by the relation

\[ C_0 = 0.0885 \frac{\varepsilon A \cdot 10^{-12}}{\Delta} \text{ farads,} \]
which can be found in most handbooks of electrical engineering, and the energy stored in a capacitance is given by

\[ W = \frac{1}{2} C V^2 \quad \text{joules.} \]

A pulse transformer with two adjacent winding layers of circumference \( \alpha \) and length \( \ell \) may be considered as a condenser composed of two plates of area \( \alpha \ell \text{ cm}^2 \) and separation \( \Delta \text{ cm} \). Because of the pulse voltages developed across the windings, the plates of this condenser can no longer be considered as equipotential surfaces, and the voltage distribution along the windings must be taken into consideration in the computation of the effective distributed capacitance. The energy stored in a section of width \( \alpha \) and height \( dx \) (see Fig. 12.15) is given by

\[ dW = \frac{1}{2} \left( 0.0885 \frac{\epsilon \alpha}{\Delta} dx \right) (\delta V_x)^2 \cdot 10^{-12} \quad \text{joules}, \]

where \( \epsilon \) is the dielectric constant of the material between the plates.
The quantity $\delta V_z$ is the voltage difference between the plates at a height $x$ from the lower end of the coil. For a linear distribution of voltage along the windings,

$$\delta V_z = V_{z_1} - V_{z_1} = \left[ V_{A_1} + (V_{B_1} - V_{A_1}) \frac{x}{\ell} \right] - \left[ V_{A_1} + (V_{B_1} - V_{A_1}) \frac{x}{\ell} \right]$$

$$= V_{A_1} - V_{A_1} + \left[ (V_{B_1} - V_{B_1}) - (V_{A_1} - V_{A_1}) \right] \frac{x}{\ell}$$

$$= \delta V_A + (\delta V_B - \delta V_A) \frac{x}{\ell}$$

Therefore,

$$dW = \frac{0.0885\epsilon\mu}{2\Delta} \left[ \delta V_A + (\delta V_B - \delta V_A) \frac{x}{\ell} \right]^2 dx \cdot 10^{-12}.$$ 

Integration over the range from 0 to $\ell$ yields

$$W = \frac{0.0885\epsilon\mu \ell}{2\Delta} \left[ \frac{1}{3} (\delta V_A)^2 + \delta V_A \cdot \delta V_B + (\delta V_B)^2 \right] \cdot 10^{-12} \text{ joules. (6)}$$

This equation is used in calculating the energy stored between the core and the first layer, between the first and second layer, and so on. The equivalent capacitance, referred to the secondary, is obtained by solving the equation $\sum W = \frac{1}{2} C_D V_2^2$, that is,

$$C_D = \frac{2\sum W}{V_2^2} \cdot 10^{12} \text{ farads, (7)}$$

where $V_2$ is the pulse voltage developed across the secondary winding.

By a rough calculation made with the equation for the capacitance between parallel wires of infinite length, the interturn capacitance can be shown to be negligible in comparison with the interlayer capacitance.

It is shown in Sec. 13-1 that, if $L_J C_D$ equals a constant, one condition for minimum energy stored in the coil is that the load impedance

$$R_l = \sqrt{\frac{L_J}{C_D}}.$$ 

Another condition for minimum energy stored in the coil, obviously, is that the value of $L_J C_D$ be a minimum. The winding arrangement that gives the lowest values of $L_J C_D$ should therefore be chosen for the transformer.

The leakage inductance and effective distributed capacitance of the various types of pulse-transformer windings shown in Figs. 12-12 and 12-13 have been calculated for $n = 4$, with each of the following sets of assumptions:
1. The thickness of each insulating pad is proportional to the maximum voltage applied across it, and the coil length is the same for all types, but the wire size is variable.

2. The thickness of each insulating pad is proportional to the maximum voltage applied across it, and the secondary wire size is the same for all types, but the coil length is variable.

Values of $L_L$ and $C_D$ (in arbitrary units) calculated with each of the above sets of assumptions and values of the product $L_L C_D$ are given in Table 12.1. Since the product $L_L C_D$ is independent of the length of the winding for a given type, it is the same for both sets of assumptions. The thickness of the winding layers is assumed to be small in comparison with the thickness of the insulation between layers, and is therefore neglected in these calculations.

The results given in Table 12.1 show that all of the auto types have lower values of the product $L_L C_D$ than do any of the iso types, although the value for the highest auto type is identical with that for the lowest iso type. The lowest and highest values for the auto types differ by only about 15 per cent. [Note: If the thickness of insulation between inner winding and core is doubled, the iso types are improved somewhat in comparison with the auto types; also type (h), Fig. 12.12, is improved relative to the other auto types, whereas type (f) becomes relatively poor. Types (f) and (b), Fig. 12.13, still appear to be the best.]

The insertion of an electrostatic shield between the primary and the secondary results in an appreciable increase in $L_L C_D$, and is therefore recommended only where it is absolutely necessary that the direct capacitive coupling between primary and secondary be eliminated.

The preferred method of measuring the effective distributed capacitance of pulse-transformer coils depends upon the type of winding. For transformers with simple one-layer windings, the value of the distributed capacitance may be obtained by measuring the capacitance between windings at 60 or 1000 cycles/sec and applying a factor that depends upon the distribution of voltage on the windings during the pulse.¹

The self-capacitance of an individual duo-lateral winding can be obtained by measurement, by standard methods, at frequencies approximately equal to the highest important frequencies contained in the pulse. For transformers that employ special interleaving or interconnecting to minimize the product of leakage inductance and distributed capacitance, the circuit of Fig. 12.16 may be used to compare the capacitance current in the lower-voltage winding with the capacitance current in the adjustable equivalent circuit. The inductor $L'_e$ and the resistor $R'_e$ are inserted

¹ See Sec. 14.2 for a discussion of the calculation of this factor for regenerative pulse generators.
to simulate the magnetizing current in the transformer and are adjusted first to give a trace which coincides with that of the transformer after the capacitance currents have subsided (that is, toward the latter part of the pulse). The values of $L'_c$ and $C'_D$ are then adjusted to give a capacitance-current spike which coincides with that of the transformer at the beginning of the pulse. The value of $C_D$ may then be read from the setting of $C'_D$, and the value of $L_L$ from the setting of $L'_c$. This value of $L_L$ is referred to the lower-voltage winding; the previously described method of measuring $L_L$ gives greater precision since in that method the measured value is referred to the higher-voltage winding and is therefore numerically larger.

![Diagram](image)

**Fig. 12.16.—Method of measurement of distributed capacitance. (Note: $L'_c$ should be wound so that its effective distributed capacitance is low.)**

The effective distributed capacitance of a pulse-transformer winding can also be measured by means of an r-f bridge.1

**Characteristic Impedance of a Pulse Transformer.**—It is shown in Sec. 13-1 that $\sqrt{L_L/C_D}$ may be thought of as a characteristic impedance of a winding for a transformer that may be represented by the equivalent circuit of Fig. 12.7. For a simple coil with a one-layer primary and a one-layer secondary winding of equal length, and with negligible winding-layer thickness,

$$L_L = \frac{4\pi N^2 \Delta u}{\xi} \times 10^{-9} \quad \text{henrys,} \quad (8)$$

and

$$C_D = f_1 C_o = \frac{0.0885 \epsilon \mu L f_1}{\Delta} \times 10^{-12} \quad \text{farads,} \quad (9)$$

where $C_o$ is calculated by the use of Eq. (5), and $f_1$ is a fraction depending upon the voltage distribution between the primary and the secondary.

---

1 For example, see P. R. Gillette, "Pulse Transformer Committee, Proposed Basic Specifications for Pulse Transformers," RL Report No. 881, Nov. 8, 1945.
Then the characteristic impedance is

\[ Z_T = \sqrt{\frac{L}{C}} = \frac{377N_s\Delta}{\epsilon_0 \sqrt{\epsilon_1}} \text{ ohms.} \]  

(10)

The concept of characteristic impedance is, however, more meaningful when applied to circuits with distributed rather than lumped parameters. A simple example of a circuit having distributed inductance and capacitance and a characteristic impedance \( Z_0 \) is one composed of two long parallel strips of conducting material, 1 meter wide and 1 meter apart, which are part of two conducting sheets infinite in extent. If the permeability and dielectric constant of the material between the sheets are respectively \( \mu_1 \) and \( \epsilon_1 \) in mks units, it can be shown that, for a plane electromagnetic wave propagated between the two strips,

\[ Z_0 = \frac{E}{H} = \sqrt{\frac{\mu_1}{\epsilon_1}} = \sqrt{\frac{\mu}{\epsilon}} \sqrt{\frac{\mu_0}{\epsilon_0}} = \sqrt{\frac{\mu}{\epsilon}} 377 \text{ ohms} \]

where \( \mu_0 \) and \( \epsilon_0 \) are, respectively, the permeability and the dielectric constant of free space in mks units, and 377 ohms is the characteristic impedance of free space.

If the spacing between the strips is reduced to \( \Delta \) meters and the width of the strips becomes \( \mathcal{L} \) meters, and \( \mu = 1 \),

\[ Z_0 = \frac{\Delta}{\mathcal{L}} 377 \text{ ohms,} \]

and \( \mathcal{L} \) and \( \Delta \) may be measured in cm or meters.

If these parallel strips are now wrapped into two concentric cylinders whose circumferences are large compared with the distance \( \Delta \) between the cylinders, and whose length is \( \mathcal{L} \), the characteristic impedance for a plane electromagnetic wave traveling circumferentially in the space between the two cylinders is still equal to \( (\Delta/\mathcal{L}) \sqrt{\epsilon} \) 377 ohms.

If the outer and inner cylinders are now slit helically so that they become coils of \( N_s \) and \( N_p \) turns respectively, and the electromagnetic wave is ushered in at one end of the coil and out at the other end, the inductance per unit length of circumference is greater by a factor of \( N_s^2 \) (for the secondary) than it is for the unslit cylinders. The capacitance per unit length of circumference is different by a factor of \( f_1 \), depending upon the particular type of voltage distribution that is set up between the primary and secondary. Therefore, the characteristic impedance of the secondary winding may be expressed by

\[ Z_T = \frac{N_s\Delta}{\mathcal{L}} 377 \text{ ohms.} \]

The characteristic impedance between the two plus (or the two minus) terminals of primary and secondary of a transformer with a simple winding, such as that of the above example, whose stepup ratio is unity can be measured by the techniques similar to those used in the impedance measurements of pulse-forming networks (see Sec. 6.6). If pulses are applied between the single-layer primary and the single-layer secondary of a 1/1 transformer, as indicated in Fig. 12.17, the voltage waveforms at points A, B, and C are as shown in Fig. 12.18, where δ is the time taken for an impulse to travel along the wires from one end of the coil to the other. When the value of \( R_1 \) is so adjusted that the trace of Fig. 12.18c is obtained, the value of \( R_1 \) is equal to the value of the characteristic
impedance $Z_T$. For a transformer of this type the values of $Z_T$ obtained by this method of measurement and by the method of calculation previously described agree within a few per cent.

The small oscillations appearing at the very beginning of the pulse on traces $B$ and $C$, Fig. 12-18, are the result of turn-to-turn transmission of the impulse. The impulse thus transmitted travels from one end of the coil to the other much more rapidly than the impulse which must travel along the wires.

If a 1/1 transformer is wound symmetrically on two legs of the core, small oscillations appear in the middle of the steps. These oscillations are the result of small reflections that occur where the two coils are connected.

For windings of a more complicated nature the characteristic impedance of part of the winding may be different from that of another part of the winding. Also, if $n > 1$, the measurement of impedance becomes much more difficult to perform. Figure 12-20 shows some drawings of synchroscope traces obtained at various points in the circuit of Fig. 12-19, in which a transformer with $n = 1$ and a transformer with $n = 3$, constructed to have the same $Z_T$ (1200 ohms) for the secondary (high-voltage) winding, were pulsed in turn with various loads attached.

It can be seen from these traces that the general character of the transmission delay of the transformer with $n = 1$ is retained by the transformer with $n = 3$, but that the tops of the steps of the latter are slanting instead of horizontal and that oscillations whose period is either $\frac{1}{6}\delta$ or $\frac{1}{4}\delta$ often appear on these slanting tops. A simplified explanation is that the sloping tops of the steps are the result of charging an effective distributed capacitance through the characteristic impedance $Z_T$ of the transformer winding.

It is interesting to note the nature of the approximation wherein the effect of distributed inductance per unit length of the wire is replaced by a lumped-parameter leakage inductance in the equivalent circuit. For $R_l = 0$ and for $R_\circ$ almost equal to 0, the slope of the average of trace $D$ shown in Fig. 12-20d is $V_\circ/\delta Z_T$, where $\delta$ is the time necessary for an electromagnetic impulse to travel along the secondary winding from one end of the coil to the other. If $S$ is the total length of the wire, and if $L$ and $C$ are respectively the inductance and capacitance per unit length of the winding,

$$\delta = S \sqrt{LC},$$

$$Z_T = \frac{L}{\sqrt{C}},$$
and the slope of the average of trace \( D \) (Fig. 12.20d) is \( V_a/LS = V_a/L_L \) where \( L_L = LS \). This slope \( V_a/L_L \) is simply the rate at which current increases when it is limited by the lumped-parameter leakage inductance.

For multilayer-winding and duolaterally wound transformers the concept of characteristic impedance from the point of view of distributed parameters becomes more and more strained. The characteristic imped-
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Fig. 12.20.—Drawings of oscilloscope traces obtained at the various points of the circuit shown in Fig. 12.19 for transformers with \( n = 1 \) and \( n = 3 \), (a) with \( R_I = \infty \), (b) with \( R_I = 1200 \) ohms, which, for the secondaries of both transformers, is equal to the value of \( \Delta \), and (c) and (d) with \( R_I = 0 \).

ances can then be best thought of as equal to \( \sqrt{L_L/C_D} \), where \( L_L \) and \( C_D \) are lumped parameters.

**Charging Inductance.**—When a pulse transformer is operated into a load of low dynamic impedance (for example, a magnetron), oscillations whose period is usually considerably less than \( 2\pi \sqrt{L_L/C_D} \) often appear on the top of the current pulse. These oscillations may be considered to be the result of the transmission and reflection in the coil of disturbances that are probably initiated at the end of the secondary to which the oscillator is attached. The impedance of the secondary winding to the
transmission of such disturbances is
\[ \frac{N_1 \Delta}{L \sqrt{\varepsilon}} = 377 \text{ ohms.} \]
The time taken for the disturbance to travel along a length of secondary wire of \( N' \) turns to the first discontinuity in the impedance is
\[ \delta = \frac{N' \mu}{c} \sqrt{\varepsilon} \text{ sec,} \]
where \( \mu \) is the mean length of turns of the secondary winding in centimeters, \( c \) is the velocity of light in centimeters per second, and \( N' \) is the number of turns on the secondary winding between the high-voltage end and the first sharp discontinuity in impedance (\( \mu \), of course, is equal to unity for the space between the coils). The time transpired before this disturbance is reflected back to the source is \( 2\delta \), and when, upon successive reflections that set up shock-excited standing waves, the fluctuations of voltage and current at the source take on the approximate semblance of a sine wave, the period \( T \) of the fundamental of these oscillations is either \( 2\delta \) or \( 4\delta \), depending upon the nature of the discontinuity in impedance. The effect is somewhat analogous to the two different fundamental periods of oscillation that are set up in closed and open organ pipes.

Figures 12.18 and 12.20a show examples of such sine-wave oscillations occurring in the operation of the circuits of Figs. 12.17 and 12.19 respectively.

Figures 2.44 and 2.45 show such sine-wave oscillations appearing on the current pulse in a magnetron. The fundamental period of these oscillations is usually
\[ T = 2\delta = \frac{2N' \mu}{c} \sqrt{\varepsilon}, \]
and the periods of various harmonics are integral divisions of this period. The periods thus calculated agree with the periods of oscillation observed if there are no interfering effects resulting from capacitance across the primary winding. For each discontinuity in impedance along the coil there is observed among the oscillations sine-wave components of a fundamental period corresponding to each of the resulting reflections.

In the equivalent circuit for a pulse transformer and a biased-diode or magnetron load (Fig. 12.7) the effect of these reflections can, to a crude approximation, be taken into account by inserting in series with \( C_d \) an inductance \( L_d \) such that
\[ T = 2\pi \sqrt{L_d C_d} = \frac{2N' \mu}{e} \sqrt{\varepsilon} \]
or

\[ L_D = \frac{N^2 \mu^2 \zeta}{\pi^2 c^2 C_D}. \]

If the coil is assumed to be constructed with a single-layer primary winding and a single-layer secondary winding of equal length,

\[ C_D = \frac{0.0885 \cdot \mu \zeta c f_1 \cdot 10^{-12}}{\Delta} \text{ farads,} \]

where \( f_1 \) is a factor depending upon the stepup ratio. Then

\[ L_D = \frac{1}{\pi^2 \cdot 9 \cdot 10^{20} \cdot 0.0885 \cdot 10^{-12} \cdot \mu \zeta f_1}, \]

and

\[ \frac{L_D}{L_L} = \frac{1}{\pi^2 \cdot 9 \cdot 10^8 \cdot 0.0885 \cdot N^2 \mu \zeta} \cdot \frac{\mathcal{L} \cdot 10^9}{4\pi N^2 \mu \Delta} = \frac{0.1}{f_1}. \]

If, for example, the stepup ratio \( n \) is very high, and if \( \delta V_x \approx V_y \) and \( \delta V_z = 0 \) in Eq. (6), then Eq. (7) yields a value of \( C_D \) equal to \( \frac{1}{3} \) of the total capacitance between primary and secondary, and \( f_1 \) is equal to \( \frac{1}{3} \). Thus, for this simple coil where \( f_1 \) is taken to be \( \frac{1}{3} \), \( L_D/L_L = 0.3 \).

For transformers of the type usually employed with magnetrons, the value of \( L_D \) that is obtained from measuring the period of oscillation on the current pulse and using the expression \( T = \frac{\pi}{\mathcal{L}} \sqrt{L_D C_D} \) is such that

\[ \frac{L_D}{L_L} \approx 0.25. \]

P. D. Crout assumes that certain so-called "current modes" in the transformer are associated with generalized coordinates. The result is a set of equations, one for each mode, which duplicate the mesh equations of a lumped network.

The particular current mode which is of interest at this point in the discussion of pulse transformers is that associated with the charging of distributed capacitance (that is, Crout’s modes B, C, and D). In illustrating the delineation of the simplest of such current modes (that is, mode B) the voltage distribution between the primary winding and the grounded core shown in Fig. 12.21, where \( \mathcal{L} \) is the length of the winding, should be considered first.

The charge per unit axial length of primary may be denoted by \( kx \), and the total charge that has passed point \( x \) toward the right is equal to

\[ \int_x^\mathcal{L} kx \, dx = \frac{k}{2} (\mathcal{L}^2 - x^2). \]

In order that the mode may produce no net mmf on the core, it is required that there flow in the opposite direction in the primary winding a current which is constant along the primary and whose mmf cancels that of the current flowing toward the right. Since the number of turns per unit length is constant along the primary, the desired average current flowing toward the left is \( \frac{kL^2}{3} \).

Then, if the primary current outside the winding is denoted by \( dq_s/dt \) (see Fig. 12-21b), \( k = q_s \), and the primary current in the winding (positive for flow to the left) is

\[
\frac{dq_s}{dt} - \frac{3}{2L^3} (L^2 - x^3) \frac{dq_s}{dt} = \frac{1}{2} \frac{dq_s}{dt} \left( \frac{3x^2}{L^2} - 1 \right).
\]

The displacement current from primary to core per unit length of winding is \( \frac{3x}{L^2} dq_s/dt \).

As \( q_s \) is varied it is evident that this so-called "mode B" has the following properties:

1. No mmf acts upon the core.
2. The primary winding behaves as an autotransformer to charge the primary-to-core distributed capacitance with a linear voltage distribution.

The displacement current per unit length of winding and the net primary current are plotted in Fig. 12-21c. It is evident that at all points except one along the length of the coil the net primary current is different from zero (although the net mmf on the core is zero). The energy stored in the magnetic field associated with this primary current may be represented to a first approximation by an inductance in series with the effective distributed capacitance in the equivalent circuit (whence \( L_c \) in Fig. 12-6).

By the same process of delineation of current modes it may be shown that, to a first approximation, an equivalent inductance \( L_B \) may be placed in series with the effective distributed capacitance \( C_D \) existing between the primary and the secondary (see Fig. 12-6).

Thus, where there is a voltage distribution that increases along the
length of the coil between primary and core, or between secondary and primary, there are capacitance currents that flow in such a way that magnetic fields ("squirted" flux) are created outside the coil as well as inside. These fields, obtained with a combination of a transformer with \( n = 3 \) and the circuit of Fig. 12.19—a combination that is pulsed at a time \( t = 0 \) for a duration \( \gg \delta \)—and observed in the axial direction of the coil with a magnetic probe and a synchroscope, are shown for various positions along the coil in Fig. 12.22a. It is obvious from the traces that both fundamentals and harmonics exist in the time variation of the magnetic fields associated with charging currents. A plot of values of these fields for the first and second harmonics has been constructed in Fig. 12.22b, and a rough schematic pattern of these fields about the coil for the first and second harmonics has been drawn in Fig. 12.22c. The charging inductance \( L_D \) (or several \( L_D \)'s, one for each harmonic) may be introduced into the equivalent circuit to take into account the energy that is stored in these magnetic fields when charging currents flow in the transformer coil.

There is no contradiction between the concepts of transmission-reflection and squirted flux, as they are merely different aspects of the same phenomenon, a phenomenon which is similar to the oscillations that occur in an organ pipe or along a vibrating string. In all of these phenomena the reflection of traveling waves sets up sinusoidal displacements in the form of standing waves. The difference between the two concepts is that, with a transformer coil in which the voltage distribution is such that the voltage difference increases along the coil, the squirted-flux theory predicts external magnetic fields of the type shown in Fig. 12.22, whereas the pure reflection theory does not.
Summary.—This chapter has given a brief treatment of general transformer theory, has indicated a workable equivalent circuit for a pulse transformer, has shown how the elements in this equivalent circuit may be calculated and measured, and has introduced and briefly discussed the concepts of characteristic impedance and modes of oscillation of a pulse-transformer winding.
CHAPTER 13

PULSE-TRANSFORMER DESIGN

By W. H. Bostick

In this chapter, Sec. 13·1 discusses the relationship between the elements in the equivalent circuit and the rated load impedance, rated pulse duration, and efficiency of a pulse transformer. Section 13·2 presents methods of achieving a design that meets the requirements of specified load impedance, specified pulse duration, and maximum efficiency. Section 13·3 provides design data for a number of successful pulse transformers covering a wide range of pulse durations and impedance levels.

13·1. General Pulse-transformer Design Considerations.—Many successful pulse transformers have been designed without consideration or cognizance of certain relationships between the elements in the equivalent circuit and the transformer rating and efficiency. It is the author’s belief, however, that these relationships which are discussed in this section form the most rational general basis for the design of pulse transformers giving maximum transfer of pulse energy to the load.

In developing these relationships, it is helpful to consider the system of Fig. 13·1 where

\[ V_G \] is a source voltage,
\[ R_G \] is the source impedance,
\[ L_e \] is the effective shunt inductance,
\[ R_e \] is the effective shunt resistance,
\[ R_l \] is the load impedance (a resistance),
\[ C_c \] which represents the capacitance between the low-voltage winding of a transformer and the core (which is grounded), is generally neglected, and
\[ L_L C_D \] equals a constant (a relationship that is true for a constant mean coil perimeter and a constant number of turns for pulse transformers).
It is desirable to transfer a maximum of energy to \( R_l \) in a given interval of time during which switch (1) is closed (that is, the pulse duration \( \tau \), which in average design practice is usually considerably greater than \( 2\pi \sqrt{L_L C_D} \)), and hence to transfer a minimum of energy to \( R_e, L_e \) (or \( L_p, \) see Sec. 12.2), \( L_L \), and \( C_D \). In a treatment of this problem it is helpful to introduce the quantity \( \alpha \);

\[
\alpha = \frac{\text{Energy flowing into the core during the pulse}}{\text{Energy transmitted to the load during the pulse}}
\]

Then

\[
\alpha = \frac{\int_0^\tau V_i \dot{i}_m \, dt}{V_i I_l \tau} = \int_0^\tau \left[ \frac{V_i^2 t}{L_e} + \frac{V_i^2}{R_e} \right] \frac{dt}{V_i I_l \tau} = \frac{V_i}{I_l} \left( \frac{\tau}{2L_e} + \frac{1}{R_e} \right),
\]

where the core is represented by an equivalent circuit consisting of \( L_e \) and \( R_e \) in parallel, and \( i_m \) is the magnetizing current that builds up in \( L_e \) and \( R_e \).

If, as is often true, the laminations are very thin, or if the pulse duration is long compared with the time constant of the lamination (see Sec. 15.1), the core may be approximately represented in the equivalent circuit by \( L_p \), instead of by \( L_e \) and \( R_e \).

Then

\[
\alpha = \frac{V_i \tau}{I_l 2L_p}
\]

It is also useful to define the quantity \( \beta \);

\[
\beta = \frac{\text{Energy stored in leakage inductance and distributed capacitance during the pulse}}{\text{Energy transmitted to the load during the pulse}}
\]

Then

\[
\beta = \frac{\frac{1}{2} LL_i^2 + \frac{1}{2} C_D V_i^2}{V_i I_l \tau}
\]

For a variable winding length and a variable spacing between the primary and the secondary, \( L_L C_D = \) constant [see Eqs. (12.4), (12.6), and (12.7)]. A maximum amount of pulse energy is transferred to the load (as far as the coil is concerned) if a minimum amount of energy is stored in the coil. Therefore, \( \beta \) is minimized under the condition that \( L_L C_D = \) constant.

Thus,

\[
\frac{d\beta}{dL_L} = \frac{1}{2V_i I_l \tau} \left( 1 - \text{constant} \frac{L_i^2}{L_L} \cdot R_i \right) \left( \frac{V_o}{R_o + R_i} \right)^2 = 0
\]

or

\[
\sqrt{\frac{L_L}{C_D}} = R_i,
\]

(1)
and

\[ \frac{1}{2} L_L \left( \frac{V_o}{R_o + R_l} \right)^2 = \frac{1}{2} C_D \left( \frac{V_o R_l}{R_o + R_l} \right)^2. \]

This condition for maximum energy transfer might be obtained by way of a thermodynamical analogy by reasoning that the system would be in its equilibrium state if there were an equipartition of energy between the two degrees of freedom, that is, that

\[ \frac{1}{2} L_L I_t^2 = \frac{1}{2} L_L \left( \frac{V_o}{R_o + R_l} \right)^2 = \frac{1}{2} C_D V_t^2 = \frac{1}{2} C_D \left( \frac{V_o R_l}{R_o + R_l} \right)^2. \]

The quantity \( \sqrt{L_L/C_D} \), which has the dimensions of impedance, may be thought of as the transient or characteristic impedance of the \( L_L C_D \)-network. When the impedance of this network is equal to the load impedance, maximum energy transfer to the load is effected.

The resultant value of \( \beta \) for minimum energy stored in the coil is

\[ \beta = \frac{L_L I_t^2}{V_t I_t} = \frac{L_L}{R_I} = \frac{\sqrt{L_L C_D}}{\tau}. \]

For transformers in which the voltage stepup ratio \( n > 2 \) or \( n < -1 \) (that is, transformers for which the equivalent circuit of Fig. 13-1 applies), and which are operated on a resistance load, observation and calculation (see Fig. 14-12) of pulse shapes show that pulse shape is approximately optimum when the sum \( \alpha + \beta \) is a minimum.\(^1\)

For stepup transformers operated on a magnetron load, both calorimetric measurement of efficiency and observation of the shape of the current and voltage pulses show that the efficiency (for fixed \( R_o \) and \( R_l \)) is maximum and, in general, the pulse shape and performance are optimum when \( \alpha + \beta \) is a minimum. The value of the pulse duration \( \tau \) at which the transformer with a given \( L_o, R_o \) (or \( L_p \)), and \( C_D \) gives a minimum of \( \alpha + \beta \) can be determined as follows:

\[ \frac{d}{d\tau} (\alpha + \beta) = \frac{d}{d\tau} \left[ \frac{L_L}{C_D} \frac{\tau}{2L_o} + \sqrt{\frac{L_L}{C_D} \frac{1}{R_o}} + \frac{\sqrt{L_L C_D}}{\tau} \right] = 0, \]

\[ = \frac{\sqrt{L_L C_D}}{2L_o} - \frac{\sqrt{L_L C_D}}{\tau^2} = 0, \]

or

\[ \tau_{\text{opt}} = \sqrt{2L_o C_D}. \quad (2) \]

\(^1\) The criteria for optimum pulse shape constitute a very controversial subject. A good pulse shape is the result of a skillful compromise among high rate of rise, low overshoot, small amount of droop, high rate of fall, and low backswing voltage. It is the author's belief that the most suitable compromise among these quantities is obtained by making \( \alpha + \beta \) a minimum.
The quantity \( \alpha + \beta \) for \( \tau_{\text{opt}} \) is defined as \( (\alpha + \beta)_{\text{opt}} \), and

\[
(\alpha + \beta)_{\text{opt}} = \sqrt{\frac{2L_L}{L_c}} + \frac{1}{R_e} \sqrt{\frac{L_L}{C_D}}.
\]

If the effect of \( R_e \) is neglected,

\[
(\alpha + \beta)_{\text{opt}} = \sqrt{\frac{2L_L}{L_p}},
\]

\[\tau_{\text{opt}} = \sqrt{2L_pC_D},\]

and if

\[
\tau = \tau_{\text{opt}}
\]

\[
\alpha = \beta.
\]

Then, at any \( \tau \) such that \( \tau/\tau_{\text{opt}} = f \),

\[
\alpha + \beta = (\alpha + \beta)_{\text{opt}} \left( \frac{f}{2} + \frac{1}{2f} \right).
\]

Thus, if \( f = 2 \) or \( \frac{1}{2} \),

\[
\alpha + \beta = \frac{3}{2} (\alpha + \beta)_{\text{opt}},
\]

if \( f = 3 \) or \( \frac{1}{3} \),

\[
\alpha + \beta = \frac{5}{2} (\alpha + \beta)_{\text{opt}},
\]

and if \( f = 4 \) or \( \frac{1}{4} \),

\[
\alpha + \beta = \frac{17}{8} (\alpha + \beta)_{\text{opt}}.
\]

It is obvious that, if the transformer is to be operated over a range of pulse durations from \( \tau_{\text{min}} \) to \( \tau_{\text{max}} \), \( \tau_{\text{opt}} \) should be chosen to be equal to \( \sqrt{\frac{\tau_{\text{min}} \tau_{\text{max}}}{2}} \).

It is of some interest to relate \( (\alpha + \beta)_{\text{opt}} \) to the coupling coefficient \( k \).

From Fig. 12.4 it is apparent that \( 2(L_1 - M_1) = L_L \), or

\[
M_1 = L_1 - \frac{L_L}{2}.
\]

Since

\[
k = \frac{M}{\sqrt{L_1L_2}} \approx \frac{M_1}{L_1},
\]

\[
k = 1 - \frac{L_L}{2L_1},
\]

or

\[
k = 1 - \frac{(\alpha + \beta)^2_{\text{opt}}}{4}.
\]

If the transformer is a noninverting transformer with a stepup ratio \( n = 1 \), then \( C_D = 0 \), and no electrostatic, only magnetic energy is stored in the coil. Minimum energy stored as \( \frac{1}{2} L_L I_1^2 \) in the coil is then achieved, and the relationship \( R_I = \sqrt{L_L/C_D} \) is most nearly approximated when \( L_L \) is a minimum.
The capacitance $C_c$ of the low-voltage winding to core is, of course, always present, and energy is stored in $C_c$. However, $C_c$ does not bear the close relationship to $L_L$ that $C_D$ does, and $C_c$ may be kept small merely by using adequate winding-to-core insulation. In properly designed pulse transformers, $C_c$ is always negligible compared with $C_D$ when $n > 2$ or $< -1$. Therefore, the value of $C_c$ is of little significance in design considerations, except for the fact that it is usually kept negligibly small.

In addition to $C_D$ there is the input capacitance $C_l$ of the load, which is usually smaller than $C_D$. For a system using one transformer, the energy stored as $\frac{1}{2}C_D V_t^2 + \frac{1}{2}L_L I_t^2$ for a constant product $L_L C_D$ is a minimum when $R_l = \sqrt{L_L/\pi C_D}$, but the pulse shape is usually optimum (for a voltage-stepup transformer) when $R_l = \sqrt{\pi L_L/(C_D + C_l)}$ (see Sec. 14.1). In a system using stepdown and stepup transformers separated by a cable whose transit time is less than $\sqrt{L_L C_D}$, the energy stored as $\frac{\pi}{2}C_D V_t^2 + \frac{\pi}{4}L_L I_t^2$ for a constant product $L_L C_D$ is a minimum when $R_l = \sqrt{\frac{\pi}{2} L_L/\pi C_D}$, but the pulse shape is optimum when $R_l = \sqrt{\frac{\pi}{2} L_L/(C_D - C_l)}$ (see Sec. 14.1), where $C_D$ is the effective primary-to-secondary capacitance of the stepup transformer. Therefore, a compromise must be struck between maximum efficiency of the transformer or transformers and optimum pulse shape. Because the assumption that $\sqrt{L_L C_D}$ should be equal to $R_l$ generally gives good results and leads to simpler relationships, this assumption is employed in the design methods discussed in Sec. 13.2.

In summary, it is evident that, in order to design a good pulse transformer (that is, one which effects maximum transfer of pulse energy) for a given $\tau$ and $R_l$, the following conditions should be fulfilled:

$$Z_T = \sqrt{\frac{L_L}{C_D}} = R_l,$$

or

$$\frac{1}{2}L_L I_t^2 = \frac{1}{2} C_D V_t^2. \quad (4)$$

$$\alpha = \beta,$$

or

$$\sqrt{2L_s C_D} \approx \sqrt{2L_s C_D} = \tau_{opt} = \tau. \quad (5)$$

$$(\alpha + \beta)_{opt} = \sqrt{\frac{2L_L}{L_s}} + \frac{1}{R_s} \sqrt{\frac{L_L}{C_D}} \approx \sqrt{\frac{2L_L}{L_p}} = \text{a minimum}. \quad (6)$$

13.2. Design Methods.—In the early history of pulse transformers it was customary to use the following design procedure: the magnetizing current $I_m$ at the end of the pulse was permitted to be equal to 0.1 of the load current $I_l$. Then, from the relationships (see Sec. 15.1)

$$\Delta \dot{B} = \frac{10^9 V_T}{NA},$$

$$H = \frac{4\pi NI_m}{10l},$$

1 When the transit time of the cable is appreciably greater than $\sqrt{L_s C_D}$, the considerations are the same as those for a line-type pulser.
and
\[ \Delta B = \mu H, \]
the core volume was computed to be
\[ Al = \frac{4\pi \cdot 10^7 \mu_e V_\text{r} I_n}{(\Delta B)^2} = \frac{4\pi \cdot 10^6 \mu_e V_\text{r} I_n}{(\Delta B)^2} \]
where
\[ \Delta B \] is the increment in gauss (at the end of the pulse) of the average flux density of the core above the remanent value of \( B \),
\( H \) is the magnetic field in oersteds created by \( I_n \),
\( A \) is the cross-sectional area of the core in square centimeters,
\( l \) is the mean magnetic-path length of the core in centimeters,
\( \mu_e \) is the effective permeability of the core,
\( V \) is the pulse voltage, and
\( N \) is the number of turns on the winding to which is applied the pulse voltage \( V \).

A guess was made as to a suitable value of \( \Delta B \), the core volume \( Al \) was computed, and a core having this product, for which the factors \( A \) and \( l \) were suitably estimated, was then chosen. The value of \( N \) was computed, and a simple winding scheme selected. The insulation thickness \( \Delta \) was chosen so that it would be sufficient to withstand the voltage puncture stress, and sufficient coil margins were left to withstand the voltage creep stress.

Formerly, an operational requirement frequently placed on a pulse transformer was the specification of \( t_{\text{max}} \), the maximum allowable time taken for the pulse to rise to 0.9 of the full amplitude of the output of the pulse transformer on a resistance load \( R_t \). For the transformer and load, the resultant time of rise \( t_r \), usually computed without a consideration of the effective distributed capacitance, was obtained from the expression
\[ 0.9 = 1 - e^{-\frac{R_t}{R_1} t_r}, \]
or
\[ t_r = -\frac{L_L}{R_1} \ln 0.1 = \frac{L_L}{R_1} \ln 10. \]
If the computed \( t_r \) exceeded the specified \( t_{\text{max}} \), \( L_L \) had to be reduced by reducing \( N \) or \( A \), thereby increasing \( \Delta B \), or by reducing \( \Delta \). If the computed \( t_r \) was less than \( t_{\text{max}} \), the design was considered satisfactory.

In more careful designs where the distributed capacitance was taken into account, the time of rise was calculated on the basis of Eqs. (14.1) and (14.2), and an effort was made to choose a design which had a value of \( \sigma \) (see Sec. 14.1) of about 0.5. Except for this occasional effort, which satisfies the criterion of Eq. (4), early design procedure involved no conscious attempt to satisfy the criteria of Eqs. (4), (5), and (6). To take
full cognizance of these criteria constitutes a more rational and direct approach to the problem of pulse-transformer design. This direct approach, or an approximation thereto, should be used whenever the conditions of design call for maximum transfer of pulse energy.

It is possible, for a given type of winding, to express $\alpha$ and $\beta$ as functions of the number of turns, maximum allowable creep stress, the voltage on the high-voltage winding, the wire diameter, etc., and to minimize $(\alpha + \beta)_{\text{opt}}$ under the constraining conditions of Eqs. (4), (5), and (6). This method is straightforward and leads to the optimum design. The algebraic equation resulting from this procedure is, however, of such high degree that its numerical solution for each new transformer design is prohibitively laborious. An alternative, but nevertheless equivalent, procedure is to approach the optimum design by a series of approximating designs. It is possible to use the criteria of Eqs. (4) and (5) as constraints on the design, and then to make an estimate as to the optimum flux density, the number of turns, or the core volume. Although the resultant transformer satisfies Eqs. (4) and (5), but not necessarily Eq. (6), its design may be sufficiently good for the intended purpose. If, however, the best possible performance is desired in this transformer, it is necessary to make several estimates of flux density, number of turns, or core volume, and either to calculate or measure $(\alpha + \beta)_{\text{opt}}$ for these designs. When the design possibilities have been thoroughly explored and the design has been found which satisfies, by measurement as well as calculation, the criteria of Eq. (6) as well as those of Eqs. (4) and (5), and which operates satisfactorily in the intended circuit, the design may be considered to be completed.

There are, of course, complicating factors such as the saturation characteristics of the core, the range of pulse durations that must be passed, and the magnitude of the backswing voltage that can be tolerated. A compromise must often be struck between these circumstances and adherence to the criteria of Eqs. (4), (5), and (6). Also, except under unusual circumstances, an approximate core size must be used because, for economic reasons, cores are manufactured in a set of standard sizes, finite in number.

This process of design wherein it is attempted to satisfy the criteria of Eqs. (4), (5), and (6) has been carried out at the Radiation Laboratory for a number of power-output pulse transformers for magnetrons. Some of these designs for various power ranges and pulse durations are recorded in Sec. 13.3. These designs are useful in the design of new transformers because they provide a good starting point in the initial estimates of the number of turns, flux density, or core size to be used.

Given also in Sec. 13.3 are the designs of several interstage and regenerative-pulse-generator low-power pulse transformers in which the
criteria of Eqs. (4) and (5) were approximately satisfied, but in which no particular exploratory effort was made to satisfy the criterion of Eq. (6).

With the use of Eqs. (4), (5), and (6), analytical expressions, which are algebraically simple, are now developed to show the general dependence of optimum flux density, optimum number of turns, and optimum core volume on the effective permeability of the core, the dielectric constant of the insulation, the winding arrangement, wire size, output voltage, load impedance, and pulse duration. These relationships prove especially useful in providing a means of extrapolating from a successful design to a new design of the same winding type, but perhaps different voltage, impedance, pulse duration, wire size, dielectric constant of insulation, and effective permeability of core.

It is helpful at the outset to express the second law of thermodynamics in the following way: the equilibrium or most probable state of an unisolated system is usually achieved when the energy of that system has become a minimum. In a corollary of the second law of thermodynamics (see Sec. 12.1), the law of equipartition, it may be stated that the energy of the system tends to be distributed equally to each degree of freedom that enters quadratically into the expression of the energy of the entire system.

In the pulse transformer (shown in Fig. 13.2), the total volume of the coil is assumed to be equal to the space between the primary and secondary windings, and the total volume of the transformer in which energy is stored is assumed to be equal to the sum of the volumes of the core and coil. If this transformer is to be used to transform and transfer a pulse of electromagnetic energy, it is obviously desirable to have a minimum of energy in the transformer at the end of the pulse, that is, to leave the transformer in a minimum-energy state. If the energies stored in the core and coil are considered, by way of a thermodynamical analogue, to constitute two degrees of freedom for the transformer, the equilibrium or minimum energy state of the transformer is that wherein \( \alpha = \beta \) (which, as has been proved in Sec. 13.1 also, gives a minimum for \( \alpha + \beta \) when \( \tau = \tau_{\text{opt}} \)). Furthermore, according to the second law of thermodynamics, the equilibrium (and hence the minimum-energy) state of the transformer is (among other things) that in which the "electromagnetic temperature" is constant throughout the transformer, and

---

1 Here electromagnetic temperature may be thought of as analogous to ordinary temperature which, in a gas for example, is proportional to the average kinetic-energy density.
hence that in which the energy densities of core and coil are equal. This latter condition effects a minimum of \((\alpha + \beta)_{\text{int}}\), and, coupled with the condition that \(\alpha = \beta\), lays down the additional condition that the volumes of the core and coil should be equal.\(^1\)

If the core and coil are of rectangular cross section \(a \times b\) and \(c \times d\) respectively (Fig. 13.2), and if each completely fills up the rectangular hole in the other, as each should if the transformer volume is to be kept to a minimum,

\[
\text{Core volume} = ab(2d + 2c + 4a) = 4a^2b + 2abd + 2abc,
\]

and

\[
\text{Coil volume} = cd(2b + 2a + 4c) = 4c^2d + 2cdb + 2cda.
\]

Since the core volume should equal the coil volume,

\[
4a^2b + 2abd + 2abc = 4c^2d + 2cdb + 2cda. \quad (7)
\]

Equation (7) can hold for any arbitrarily chosen \(a\) and \(b\) only if \(a = c\) and \(b = d\). Therefore the mean perimeter of coil should be equal to the mean magnetic-path length of core.

Because in practice there are complicating factors such as the length of the coil margin, the necessary spacing between the high-voltage winding and the core, the volume taken up by the copper, and complicated windings, it is desirable to change the equalities of energy density, volume, and perimeter of the core and coil to approximations and, in some cases, to proportionalities.

Of the criteria of Eqs. (4), (5), and (6) for optimum pulse-transformer design the last is then achieved by designing a transformer such that

\[
\text{The energy density of core} \approx \text{the energy density of coil}, \quad (8)
\]

and

\[
\text{The mean perimeter \(\mu\) of coil} \approx \text{the mean magnetic-path length \(l\) of core}. \quad (9)
\]

\(^1\) The foregoing procedure bears some formal resemblance to general practice in the design of power transformers. In power transformers operating at a constant frequency, the energy stored in the coil and core is, for the most part, not lost but returned to the circuit. It is the sum of the average power dissipated in the iron of the core and the copper of the coil that is of primary importance. It might be said by way of thermodynamical analogue that a power transformer will remain in its lowest or equilibrium energy state if the rate of dissipation of energy per unit volume is approximately constant throughout its whole volume. Minimum total power will then be dissipated in the transformer when the transformer volume is a minimum (consistent, of course, with the saturation properties of the core and maximum temperature characteristics of the insulation). The transformer volume will be a minimum when the perimeters and volumes of core and coil are approximately equal. The resultant power transformer will thus have total iron losses and copper losses that are approximately equal.
The average energy density of the coil (that is, of the space between the primary and the secondary) is

\[
\frac{\varepsilon f_1 V^2}{9 \cdot 10^4 \cdot 8\pi \Delta^2} + \frac{H^2}{8\pi} \text{ ergs/cm}^3,
\]

where

- \( \varepsilon \) is the dielectric constant of the insulation,
- \( V \) is the pulse potential of the high-voltage winding in volts,
- \( \Delta \) is the spacing between the primary and secondary in cm,
- \( f_1 \) is a constant depending upon the voltage distribution between the windings that results from a given winding configuration and stepup ratio,
- \( H = 4\pi N I / 10\Omega \) oersteds,
- \( N \) = the number of turns on the high-voltage winding,
- \( I \) = the load current in that winding in amperes,
- \( L \) = the length of the windings in cm (the primary and secondary windings are equal in length).

Because of Eq. (12.10) and relationship (4)

\[
Z_T = \frac{377N\Delta \sqrt{f_2}}{\varepsilon f_1} = R_T,
\]

where \( f_2 \) is a factor relating \( L_L \) to the winding arrangement, and also

\[
\frac{\varepsilon f_1 V^2}{9 \cdot 10^4 \cdot 8\pi \Delta^2} = \frac{H^2}{8\pi}.
\]

If the average energy density in the coil is now made proportional to the energy density in the core at the end of the pulse,

\[
\frac{\varepsilon f_1 V^2}{9 \cdot 10^4 \cdot 4\pi \Delta^2} = \frac{f_3 (\Delta B)^2}{8\pi \mu_0} = \frac{f_3}{8\pi \mu_0} \left( \frac{V T 10^6}{NA} \right)^2,
\]

where \( f_3 \) is a factor of proportionality. If the average energy densities of core and coil are made equal, \( f_3 = 1 \). The actual value of \( f_3 \) used in practice is usually \( 1 \pm 0.5 \).

Relationships (5) and (11) yield

\[
\mu \Delta \varepsilon = \frac{1}{f_3} A l.
\]

Also,

\[
L = f_4 N d_2,
\]

where \( d_2 \) is the wire diameter of the high-voltage winding, and \( f_4 \) is a constant of proportionality, depending upon the winding configuration and stepup ratio. For a winding with a single-layer secondary, for
example, \( f_4 = 1 \). Equations (12) and (13) then yield

\[
\Delta = \frac{A}{f_3 f_4 N d_2},
\]

(14)

where, because of Eq. (9), \( u \) and \( l \) are assumed to be proportional and their factor of proportionality, which is close to unity, has been absorbed in \( f_3 f_4 \). Equation (11) becomes

\[
\frac{\varepsilon_f V^2}{9 \cdot 10^4 A^2} (f_3 f_4 N d_2)^2 = \frac{f_3}{2 \mu_e} \left( \frac{V \tau 10^8}{N A} \right)^2,
\]

or

\[
N_{opt}^4 = \frac{9 \cdot 10^{20} \tau^2}{2 \mu_e \varepsilon_f f_3 (f_4 d_2)^2},
\]

or

\[
N_{opt} = \left( \frac{9^{14} 10^5 \tau^{14}}{2^{14} (\mu_e \varepsilon_f f_3) (f_4 d_2)^{14}} \right)^{1/2} = k_N \left( \frac{f_4 d_2}{f_3} \right)^{14},
\]

(15)

Equations (10) and (14) yield

\[
R_1 = \frac{377 N A \sqrt{f_2}}{\sqrt{\varepsilon_f f_3 f_4 N d_2 f_4 N d_2}} = \frac{377 A \sqrt{f_2}}{\varepsilon_f f_3 N (f_4 d_2)^2},
\]

or

\[
A = \frac{R_1 \sqrt{\varepsilon_f f_3 N (f_4 d_2)^2}}{377 \sqrt{f_2}},
\]

(16)

Then

\[
(\Delta \bar{B})_{opt} = \frac{V \tau 10^8}{N_{opt} A} = \frac{V \tau 10^8 \cdot 2^{14} (\mu_e \varepsilon_f f_3) (f_4 d_2) 377 f_2^{14}}{10^{20} R_1 (\varepsilon_f f_3) f_3 (f_4 d_2)^2 \cdot 9^{14} \cdot 10^2},
\]

or

\[
(\Delta \bar{B})_{opt} = \frac{2^{14} \cdot 377 f_3^{14} V \mu_e^{14}}{3 \cdot 10^2 \cdot f_3^{14} f_4 d_2 R_1},
\]

or

\[
(\Delta \bar{B})_{opt} = \frac{k_{R} f_2^{14} V \mu_e^{14}}{f_3^{14} f_4 d_2 R_1}.
\]

(17)

On the basis of Eqs. (15) and (16), the volume of the transformer core can be calculated under the condition that \( A = 2a^2 \) (see Fig. 13-2). The volume of the transformer is dependent upon \( b/a \), and, to minimize the volume with respect to \( b/a \), a value of \( b/a \approx 2 \) is suitable. Hence the value of

\[
A = ab = 2a^2
\]

(18)

is chosen.

If the cross section of the coil is assumed to be approximately equal to that of the core, \( l \) will be approximately equal to \( 10a \).
Then,

\[
\text{core volume} \approx 20a^3 = \frac{20 \cdot 10^6 \cdot 9^{3/4} \cdot 10^{3/4} \cdot R_1^{3/4}(e_1)^{3/4}(f_2)^{3/4}(f_3)^{3/4}(r_2)^{3/4}}{2^{3/4} \cdot 377^{3/4} \cdot f_2^{3/4} \mu_e^{3/4}} \\
= k_{\text{vol}} \cdot \frac{R_1^{3/4}(e_1)^{3/4}(f_2)^{3/4}(f_3)^{3/4}(r_2)^{3/4}}{f_2^{3/4} \mu_e^{3/4}} \text{ cm}^3.
\] (19)

Also,

\[
(\alpha + \beta)_{\text{opt}} = \frac{(\Delta B)_{\text{opt}}^2}{4\pi \mu_e} \cdot \text{core volume} \cdot \frac{1}{V^2r} \\
= \frac{2^{3/4} \cdot 377^{3/4} \cdot 10^7 \cdot (e_1)^{3/4} f_2^{3/4} f_3^{3/4} (f_4 d_2)^{3/4} R_1^{3/4}}{4\pi \cdot 9^{3/4} 10^{3/4} \mu_e^{3/4} r_2^{3/4}} \\
= k_{(\alpha + \beta)_{\text{opt}}} \frac{(e_1)^{3/4} f_2^{3/4} f_3^{3/4} (f_4 d_2)^{3/4} R_1^{3/4}}{\mu_e^{3/4} r_2^{3/4}}. \tag{20}
\]

Equations (15), (17), (19), and (20) are valuable in that they express the general dependence of \(N_{\text{opt}}\), \((\Delta B)_{\text{opt}}\), \((\alpha + \beta)_{\text{opt}}\), and core volume on the quantities \(\mu_e\) and \(\epsilon\), the properties of the materials a designer has at his disposal, and on \(R_i\), \(\tau\), \(V\), and \(d_2\), the requirements which must be met in the design.

When a transformer of a certain winding type has proved successful (that is, \(\alpha = R_l, \tau = -D = T, \text{ and } (\alpha + \beta)_{\text{opt}}\) is low) these equations are of further value in that they can be used to extrapolate (or scale) from this design to designs of the same winding type but for different values of \(R_i\), \(V\), and \(\tau\). This procedure of extrapolation essentially determines the constants \(k_{\text{N}}, k_{\beta}, k_{\text{vol}}, \text{ and } k_{(\alpha + \beta)_{\text{opt}}}\) on the basis of previous design experience. It is also possible to compute the values of these constants. These computed values are, however, less satisfactory because they do not take into consideration the margin length, the insulation between the primary and the core, etc.

It is to be noted that in Eq. (20) \(d_2\) appears explicitly. If \((\alpha + \beta)_{\text{opt}}\) should be expressed with \(d_2\) given implicitly in terms of \(V\) and \(R_i\), as it occasionally can be, the \(R_i^{3/4}\) term is altered in the equation.

It is interesting to note that the manner of dependence of \((\Delta B)_{\text{opt}}\) on \(V\) and \(R_i\) corresponds roughly with existing practice in the design of audio transformers: for example, when the power handled is low the transformer is designed to operate at low flux densities; when the power is high, the transformer is designed to operate at high flux densities.

It may prove instructive to illustrate an attempt at meeting the criteria of Eqs. (4), (5), and (6) with a design of a regenerative-pulse-generator transformer and a power-output pulse transformer for a magnetron.

**Design of a Regenerative-pulse-generator or Blocking-oscillator Transformer.**—It is assumed that the regenerative-pulse-generator transformer that is used as an example operates in a circuit with an effective series
impedance in the grid loop of about 500 ohms and a tube whose \( r_p \) is about 500 ohms. It is also assumed for simplicity that this transformer has only two windings and that practically no power is delivered to an external circuit during the pulse. The characteristic impedance \( Z_T \) of the grid winding of the transformer is chosen to be approximately 500 ohms. The pulse duration is specified to be 1.0 \( \mu \)sec, the stepup ratio is \( n = -1 \), and the voltage to be applied to the plate winding of the transformer is not more than 500 volts.

In this example the core selected is a 0.002-in., type C Hipersil core whose \( u \) for this type of application, as experience has shown, is about 400. The dielectric constant \( \varepsilon \), for the insulation chosen is 3.5.

The effective distributed capacitance of this transformer, which, it is hoped, will have a simple single-layer primary winding and a single-layer secondary winding, is equal to the total capacitance between primary and secondary, that is,

\[
C_D = \frac{0.0885\varepsilon u L\cdot 10^{-12}}{A} \text{ farads,} \quad (12.5)
\]

and \( f_1 = 1 \) [see Eq. 12.9], where \( u \) is the mean perimeter of the coil, \( \varepsilon \) is the dielectric constant of the insulation, and \( L \) is the winding length. The leakage inductance

\[
L_L = \frac{4\pi N^2 \Delta u}{10^9 L} \text{ henrys,} \quad (12.8)
\]

and hence \( f_2 = 1 \) [see Eq. (13.10)]. Also,

\[
L_p = \frac{4\pi N^2 A \mu_e}{10^9 l} \text{ henrys.} \quad (15.8)
\]

By satisfying the criterion of Eq. (4), that is, \( \sqrt{L_L/C_D} = R_i \), the relationship

\[
\Delta = \frac{R_i L C_D}{377 N} \quad (21)
\]

is obtained. Equation (5), that is, \( \tau_{opt} = \sqrt{2 L_p C_D} = \tau \), gives the relationship

\[
\tau^2 = \frac{8\pi N^2 A \mu_e}{10^9 l} \cdot \frac{0.0885\varepsilon u L\cdot 10^{-12}}{\Delta} = \frac{8\pi N^2 A \mu_e}{10^9 l} \cdot \frac{0.0885\varepsilon u \cdot 10^{-12} \cdot 377 N}{R_i \sqrt{\varepsilon}} = \frac{8\pi \cdot 0.0885 \cdot 10^{-21} \cdot 377 \mu_e \sqrt{\varepsilon} N^3}{R_i l} \cdot A \frac{u}{l}
\]

\[
= \frac{84 \times 10^{-20}}{R_i} \mu_e \sqrt{\varepsilon} N^3 \frac{A u}{l}. \quad (22)
\]
If a core is designed with complete latitude in the choice of dimensions, the dimensions should be chosen approximately in accord with the principles set forth in Eqs. (5), (8), (9), and (18). The type C Hipersil cores are manufactured in a set of more or less "quantized" sizes that have been wisely chosen and that are approximately in accord with the principles set forth in Eqs. (5), (8), (9), and (18). From the relationships given by Eqs. (15), (17), and (19), a knowledge of the approximate wire size required, and from past experience with transformers operating under the specified conditions, it is evident that two suitable candidate sizes of the Hipersil cores available are:

Core No. 1: window \( \frac{1}{4} \) in. by \( \frac{1}{4} \) in., strip width \( \frac{1}{4} \) in., build \( \frac{1}{4} \) in.;
\[ A = 0.2 \text{ cm}^2, \quad l = 5.4 \text{ cm}, \quad Al = 1.1 \text{ cm}^3. \]
Core No. 2: window 1 in. by \( \frac{5}{8} \) in., strip width \( \frac{5}{8} \) in., build \( \frac{1}{4} \) in.;
\[ A = 0.6 \text{ cm}^2, \quad l = 9.4 \text{ cm}, \quad Al = 5.6 \text{ cm}^3. \]

For any transformer whose core dimensions are thus established, \( Au/l \) may be expressed in terms of \( a \) (see Fig. 13.2). For example, for core No. 2, which is a well-proportioned core (except that \( l \) is slightly large and \( b/a \) is a little too low), \( l = 15.7a, \ A = 1.67a^2, \ u \approx 9a, \) and
\[
\frac{Au}{l} = \frac{9 \cdot 1.67a^2}{15.7} = 0.95a^2.
\]

Then for Core No. 2, Eq. (22) yields
\[
N^2a^2 = \frac{R_1 \cdot 10^{20} \cdot 2}{0.95 \cdot 84\mu_s \sqrt{\varepsilon}} = \frac{500 \cdot 10^{20} \cdot 10^{-12}}{0.95 \cdot 84 \cdot 400 \cdot 3.5}
= 0.83 \times 10^{-6}.
\]

Since, for core No. 2, \( a = 0.6 \text{ cm} \)
\[
N^3 = \frac{0.83}{0.36} \times 10^6 = 2.3 \times 10^6,
\]
or
\[
N = 132.
\]

In such transformers the average power dissipated in the winding, even if the wire diameter is very small, is usually negligibly small as far as permissible temperature rise is concerned. The wire size is consequently chosen on the basis of ease of winding and window size of the core, and on keeping the winding resistance negligible in comparison with the load resistance.

If size No. 38 heavy Formex wire (diameter = 0.0048 in. = 0.0122 cm) is used,
\[
\mathcal{L} \approx 1.65 \text{ cm}.
\]
Then

\[
\Delta = \frac{R_e L \sqrt{\varepsilon}}{377N} = \frac{500 \cdot 1.65 \cdot 1.87}{377 \cdot 132} = 0.031 \text{ cm} = 0.012 \text{ in.},
\]

and

\[
C_B = \frac{0.0885 \cdot 3.5 \cdot 5.4 \cdot 1.65 \cdot 10^{-12}}{0.031} = 89 \times 10^{-12} \text{ farads},
\]

\[
L_L = \frac{4\pi \cdot 132^2 \cdot 0.031 \cdot 5.4}{10^8 \cdot 1.65} = 22.2 \times 10^{-6} \text{ henrys},
\]

and

\[
L_p = \frac{4\pi \cdot 132^2 \cdot 0.6 \cdot 400}{10^9 \cdot 9.4} = 5 \cdot 6 \times 10^{-3} \text{ henrys}.
\]

The quality of the design may then be assayed by computing

\[(\alpha + \beta)_{opt}\]

for this transformer as follows:

\[
(\alpha + \beta)_{opt} = \sqrt{\frac{2L_L}{L_p}} = \sqrt{\frac{2 \cdot 22.2 \times 10^{-6}}{5.6 \times 10^{-3}}} = \sqrt{7.94 \times 10^{-4}}
\]

\[
= 0.0282 \approx 0.03.
\]

This value of \((\alpha + \beta)_{opt}\) corresponds to an efficiency of approximately 97 per cent, which is creditably high for a pulse transformer. The designer should, however, not take all the credit for himself; this low value of \((\alpha + \beta)_{opt}\) is possible because of the low value of impedance (see Eq. (20)) for which the transformer is designed, and also because the current-carrying requirements on the wire are such as to permit the choice of a small-diameter wire.

Perhaps the value of \((\alpha + \beta)_{opt}\) for this transformer could, if necessary, be reduced by choosing a better proportioned core, that is, one with a lower value of \(l\). For example, the transformer may be constructed on two loops of core No. 1, for which \(a = 0.32\), \(l = 16.9a\), \(A = 3.92a^2\), \(\mu \approx 15.5\). Then

\[
\frac{A\mu}{l} = \frac{3.92a^2 \cdot 15.5}{16.9} = 3.58a^2,
\]

and

\[
N^3a^2 = \frac{500 \cdot 10^{20} \cdot 10^{-12}}{3.58 \cdot 84 \cdot 400 \cdot 1.87} = 0.222 \times 10^{-6},
\]

and

\[
N^3 = \frac{0.222 \times 10^6}{0.102} = 2.18 \times 10^6,
\]

and

\[N = 130.\]
This transformer is then constructed on two loops (side by side) of core No. 1 by putting two single-layer windings each of 65 turns and of No. 38 HF wire on each leg of the core. The total winding length is then

\[ \ell = 0.8 \cdot 2 = 1.6 \text{ cm}. \]

Then

\[ \Delta = \frac{500 \cdot 1.6 \cdot 1.87}{377 \cdot 130} = 0.0305 \text{ cm} = 0.012 \text{ in.} \]

Thus, this transformer on two loops of core No. 1 has practically the same values of \( N, \ell, \mu, A/l, \) and \( \Delta, \) and therefore has very nearly the same values of \( C_D, L_L, L_p, \) and \( (\alpha + \beta)_\text{opt} \) as the transformer on core No. 2. The transformer constructed on two loops of core No. 1 has a lower mean magnetic-path length, but is less favorably proportioned with regard to a low value of \( \mu \) than the transformer on core No. 2. The two cores are therefore equally suitable. If only one loop of core No. 1 were employed, it would prove necessary to increase the number of turns and hence to use very fine wire, which is difficult to handle and whose resistance may become an appreciable fraction of 500 ohms. In fact, the winding resistance of each of these two transformers wound with No. 38 is about 16 ohms, which is three per cent of 500 ohms and therefore dissipates 3 per cent of the output power, thereby cutting the over-all efficiency of the transformer from 97 per cent to 94 per cent. This efficiency may be improved 1 to 2 per cent by the use of core No. 2 which permits a longer winding length and hence an increase in wire size. If the impedance of the load were higher, it would be possible to use wire with a smaller diameter.

**Design of a Power-output Pulse Transformer for a Magnetron.**—It is assumed that the power-output pulse transformer that is used as an example is one which is intended for use on small lightweight airborne equipment and which must meet the following requirements:

- Voltage out/voltage in: 12.5 kv/2.5 kv; \( n = 5, \)
- Impedance out/impedance in: 1250/50,
- Pulse durations: 0.5, 1.0, and 2.0 \( \mu \text{sec}, \)
- Pulse recurrence frequencies: 2000, 1000, and 500 pps,
- Filament current supplied to the magnetron: 1.0 amp.

The lower limit to the wire sizes in this transformer is fixed not by the value of the load impedance (as it is in the previous example) but by the permissible temperature rise of the windings, which is the result of the "effective currents" in the primary and secondary windings. The effective current is the effective sum (as far as energy dissipation in the wire is concerned) of the filament current and the pulse current, with skin effect and proximity effect taken into consideration. In the primary winding there is, of course, no filament current. In order to
keep the operating temperature of the winding at a safe value, it is, in
general, desirable to limit the effective current density to a value of about
5000 amp/in.² The current density for a filament current of 1.0 amp in
several wire sizes is given as follows: No. 24, 3170 amp/in.²; No. 25, 4000
amp/in.²; No. 26, 5000 amp/in.².

It should be remembered that this pulse transformer is required to
perform satisfactorily at a pulse duration of 0.5 μsec as well as at 1.0 and
2.0 μsec. To achieve a favorable value of $\alpha + \beta$ over this range of pulse
durations and to keep the transformer small and light, the wire diameter
must be kept to a minimum. Since this transformer is to be insulated
with oil and hence oil-cooled, it is possible to use No. 25 or even No. 26
wire for the secondary, even though the filament current densities therein
approach 5000 amp/in.²

A rough calculation should be made to ascertain how much effective
pulse current, in addition to the filament current, will dissipate power in
the secondary winding. The load current in the secondary is about 10
amp, and since there are two wires of No. 26 in parallel to carry this cur-
rent, the pulse current per wire is 5 amp. The duty ratio is 0.001. The
skin depth for a 0.5-μsec pulse may be computed to be

$$\Delta_p \approx \sqrt{0.5 \cdot 10^{-2}} \text{ cm} = 0.007 \text{ cm} = 0.0028 \text{ in.}$$

(see Sec. 15.3). Since the bare-copper diameter of No. 26 wire is 0.0159
in., the skin-effect factor is approximately

$$\frac{d}{4\Delta_p} = \frac{0.0159}{4 \cdot 0.0028} \approx 1.5.$$

The proximity factor is $2 \cdot 1.4 = 2.8$ (see Sec. 15.3). The effective pulse
power dissipated in the winding is then

$$0.001 \cdot I_{\text{pulse}}^2 \cdot R \cdot 1.5 \cdot 2.8 = 0.0042 I_{\text{pulse}}^2 R,$$

where $R$ is the resistance of the winding and $I_{\text{pulse}}$ is the pulse current.
The total effective current $I_{\text{eff}}$ may then be calculated by the equation

$$I_{\text{eff}}^2 R = I_{\text{fil}}^2 R + 0.0042 I_{\text{pulse}}^2 R,$$

or

$$I_{\text{eff}} = \sqrt{1.0^2 + 0.0042 \cdot 25} = \sqrt{1.0 + 0.10}$$

$$= 1.05 \approx 1 \text{ amp.}$$

It is therefore obvious that practically all of the power dissipated in
the secondary winding is the result of filament current and that the effect-
ive current density in this winding for both pulse and filament current is
about 5000 amp/sq. in. for No. 26 wire.
With winding arrangement (f) in Fig. 12.13 it is often advantageous to use the same wire size in the primary as in the secondary. If No. 26 wire (one wire on each leg of the core) is also used in the primary, the effective current therein is \( I_{\text{eff}} \approx 25 \cdot \sqrt{0.0042} \approx 1.6 \) amp if the proximity factor of 2.8 is used in the calculations. This value of \( I_{\text{eff}} \) means an effective current density in the primary wire of about 8000 amp/in.\(^2\). The actual value of \( I_{\text{eff}} \) will be somewhat less than 1.6 amp because the proximity factor for the primary is actually less than 2.8. The effective current density in the primary will, at any rate, be greater than 5000 amp/in.\(^2\). However, because the weight, space, and pulse-performance requirements placed upon the transformer are rigorous, it is justifiable to use No. 26 wire on the primary, notwithstanding the high effective current density.

For this type of transformer (as has been shown in Sec. 12.2) the winding arrangement (f) in Fig. 12.13 (the Lord-type winding) has the lowest \( L_c C_o \)-product and therefore represents a transformer whose coil stores less pulse energy than the coil of any other type of winding that could be chosen. Therefore winding arrangement (f) is the most suitable one for this transformer. Now, from the equation for \( L_L \) for winding (f), the total leakage inductance for the coils on both legs is

\[
L_L = \frac{4\pi N^2 u}{\xi} \left( \frac{n-1}{n} \right)^2 \left( \Delta_1 + \Delta_2 + \frac{\Sigma a}{3} \right),
\]

where \( n = 5 \), and \( \Sigma a/3 \) is, for the purposes of simplification, to be neglected.

The total distributed capacitance between primary and secondary for the coils on both legs, according to Eq. (12.5) and (12.6), is

\[
C_o = \frac{2 \Sigma W}{V_1^2} = \frac{0.0885 e u}{V_1^2} \left[ \frac{(\delta V_1)^2 + \delta V_1 \cdot \delta V_2 + (\delta V_2)^2}{\Delta_1} + \frac{(\delta V_1)^2 + \delta V_1 \cdot \delta V_2 + (\delta V_2)^2}{\Delta_2} \right] = \frac{0.0885 e u}{25} \left[ \frac{1^2 + 1 \cdot 2 + 2^2}{\Delta_1} + \frac{3^2 + 3 \cdot 4 + 4^2}{\Delta_2} \right] = \frac{0.0885 e u}{25} \left[ \frac{7}{\Delta_1} + \frac{37}{\Delta_2} \right].
\]

It is desirable to keep the characteristic impedances of the first and second legs of the transformer approximately equal. The characteristic impedance \( Z_1 \) of leg No. 1 is proportional to \( \sqrt{7\Delta_1^2} \). The characteristic impedance \( Z_2 \) of leg No. 2 is proportional to \( \sqrt{37\Delta_2^2} \). If \( Z_1 = Z_2 \),

\[
\frac{\Delta_1}{\Delta_2} = \sqrt{\frac{37}{7}} = 2.3 \approx 2.
\]
Also, in order to make the voltage stress on the insulation pads 1 and 2 the same, \( \Delta_1/\Delta_2 \) should equal 2. If

\[
\Delta_{av} = \frac{\Delta_1 + \Delta_2}{2} = \sqrt{\Delta_1 \Delta_2},
\]

\[
\Delta_{av} = \frac{3}{4} \Delta_1 = \frac{3}{4} \Delta_2.
\]

Then Eqs. (23) and (24) become, respectively,

\[
L_L = \frac{4\pi N_e^2 A \mu_s}{E} \left( \frac{n - 1}{n} \right)^2 \cdot 2\Delta_{av} = \frac{4\pi N_e^2 A \mu_s \Delta_{av}}{2E} f_2,
\]

where

\[
f_2 = \left( \frac{n - 1}{n} \right)^2,
\]

and

\[
C_D = \frac{0.0885 \mu EL}{25} \cdot \frac{1}{\Delta_{av}} \left( 7 \cdot \frac{3}{2} + 37 \cdot \frac{3}{4} \right)
\]

\[
= \frac{0.0885 \mu EL}{3 \cdot 25} \cdot \frac{1}{\Delta_{av}} \cdot 1.53
\]

\[
= \frac{2 \cdot 0.0885 \mu EL}{2 \cdot 3} \cdot \frac{1.53}{\Delta_{av}} = \frac{2 \cdot 0.0885 \mu EL}{\Delta_{av}} f_1,
\]

where

\[
f_1 = \frac{1.53}{2 \cdot 3} = 0.255.
\]

Also, it should be remembered that

\[
L_p = \frac{4\pi N_e^2 A \mu_s}{10^9 l} \text{ henrys},
\]

\[
L_L = \frac{4\pi N_e^2 A \mu_s \Delta_{av}}{10^9 2E} f_2 \text{ henrys},
\]

\[
C_D = \frac{2 \cdot 0.0885 \mu EL}{\Delta_{av}} f_1 \times 10^{-12} \text{ farads},
\]

and

\[
R_1 = \frac{377 N_e \Delta_{av} \sqrt{f_2}}{2 \cdot E \sqrt{f_1}} \text{ ohms}.
\]

Then

\[
\Delta_{av} = \frac{2 \cdot R_1 \sqrt{f_1}}{377 N_e \sqrt{f_2}} \text{ cm},
\]

and

\[
\tau_{opt}^2 = 2C_D L_p = \frac{4 \cdot 0.0885 \mu EL \cdot 10^{-12}}{\Delta_{av}} \cdot f_1 \cdot \frac{4\pi N_e^2 A \mu_s}{10^9 l} \text{ sec}^2,
\]

\[
= \frac{16 \pi \cdot 0.0885 \cdot 10^{-12}}{10^9} \mu_0 f_1 N_e^2 \cdot \frac{LAu}{l} \cdot \frac{377 N_e \sqrt{f_2}}{2R_1 \sqrt{f_1}}
\]

\[
= \frac{8 \pi \cdot 377}{10^9} \cdot 0.0885 \cdot 10^{-12} \mu_0 \sqrt{f_1} f_2 \frac{N_e^2 A u}{R_1 l}.
\]
or
\[ \tau_{\text{opt}}^2 = 84.0 \times 10^{-10} \frac{\mu_\varepsilon \sqrt{\epsilon f_1 f_2}}{R_1} N_s^2 A u. \]

Then
\[ N_s^2 A u \frac{\tau_{\text{opt}}^2}{l} = \frac{84 \times 10^{-10} \mu_\varepsilon \sqrt{\epsilon f_1 f_2}}{1.19 \times 10^{18} \tau_{\text{opt}}^2 \mu_\varepsilon \sqrt{\epsilon f_1 f_2}} = 1.19 \times 10^{6} \frac{R_1}{\mu_\varepsilon \sqrt{\epsilon f_1 f_2}}, \]

where \( \tau_{\text{opt}} \) is given in \( \mu\text{sec} \).

A core which may be tried is a 0.002 in. Hipersil core: window, 1\( \frac{1}{4} \) in. by \( \frac{1}{8} \) in.; strip width, 1 in.; build, \( \frac{7}{8} \) in. For this core
\[ a = 1.1 \text{ cm}, \]
\[ A = 2.82 \text{ cm}^2 = 2.31a^2, \]
\[ l = 13.2 \text{ cm} = 12a, \]
and
\[ u \approx 11.2 \text{ cm} = 10.2a. \]

Then
\[ \frac{u A}{l} = \frac{10.2a \cdot 2.31a^2}{12a} = 1.96a^2 = 2.38 \text{ cm}^2. \]

Also, \( \mu_\varepsilon \) for this core material in this type of application is about 600, \( \epsilon = 3.5 \), and as has been seen, \( \sqrt{f_1} = 0.505 \), and \( \sqrt{f_2} = \frac{1}{3} \).

Then
\[ N_s^2 = \frac{1.19 \times 10^6 \cdot 1250}{2.38 \cdot 1.87 \cdot 0.505 \cdot 0.8 \cdot 600} = 1.38 \times 10^6 \]
or
\[ N_s \approx 111. \]

This transformer, with \( N_s = 110 \) turns, the appropriate \( \Delta_1 \) and \( \Delta_2 \), and approximately adequate creep distances, can be wound according to winding scheme (f), Fig. 12.13, with No. 25 heavy Formex wire on the secondary.

It is customary to try a new pulse-transformer design in the circuit for which it is intended before the design is considered satisfactory. It is intended that this particular transformer be used with both hard-tube and line-type pulzers. Therefore a pair of such transformers is constructed and operated in tandem with a hard-tube pulse generator and magnetron. Unfortunately, it is found that the backswing voltage on the pulser switch tube is excessive on the 2-\( \mu\text{sec} \) pulse operation. (A discussion of backswing voltage is given in Sec. 14.1.) From Eq. (14.13) it can be shown that the backswing voltage can be reduced by increasing \( L_2 \). A compromise transformer is therefore designed on this same core.
with \( N_s = 125 \) with No. 26 wire on the secondary in an attempt to satisfy this backswing requirement. Thus, some sacrifice is made in the accuracy with which Eq. (5) (that is, \( \tau_{\text{opt}} = \sqrt{2C_D L_p} \)) is satisfied. Equation (4) (that is, \( \sqrt{L_L/C_D} = R_l \)) may be satisfied by choosing \( \Delta_{\text{av}} \) according to the equation

\[
\Delta_{\text{av}} = \frac{R_l \cdot 2 \varepsilon \sqrt{\varepsilon}}{377N_s \sqrt{\varepsilon}} = \frac{1250 \cdot 2 \cdot 2.38 \cdot 1.87 \cdot 0.505}{377 \cdot 125 \cdot 0.8} = 0.149 \text{ cm}
\]

\( \approx 0.058 \text{ in.} \)

where

\[ \varepsilon \approx 50 \cdot 0.0178 \text{ in.} \approx 0.9 \text{ in.} = 2.38 \text{ cm.} \]

The transformer is then constructed with \( \Delta_1 = \frac{3}{4} \Delta_{\text{av}} \) and \( \Delta_2 = \frac{1}{4} \Delta_{\text{av}} \). Its \( C_D \) and \( L_L \) are measured, and the nominal pad thicknesses \( \Delta_1 \) and \( \Delta_2 \) further adjusted to make \( \sqrt{L_L/C_D} \approx R_l \), with the thought in mind that the insulation must be fitted into the window and that the puncture stress of the insulation must be kept at a safe value.

The parameters of the new transformer are measured and the following values (referred to the secondary) are obtained: \( L_L = 54 \times 10^{-8} \) henry, \( C_D = 50 \times 10^{-12} \) farad, and \( L_p = 24 \times 10^{-3} \) henry. From these values it can be calculated that

\[ Z_T = \sqrt{\frac{L_L}{C_D}} = 1040 \text{ ohms,} \]

\[ \tau_{\text{opt}} = \sqrt{2L_p/C_D} = 1.5 \mu\text{sec}, \]

\[ (\alpha + \beta)_{\text{opt}} = 0.067, \]

and that the efficiency at 1.5 \( \mu\)sec is

\[ \eta = 100[1 - (\alpha + \beta)_{\text{opt}}] = 93.3 \text{ per cent.} \]

This value of \( Z_T = 1040 \) ohms, though not exactly equal to the load impedance \( R_l \) (1250 ohms), is considered to be satisfactorily near to this value. Furthermore, optimum pulse shape on a magnetron load is obtained with a hard-tube pulser when

\[ \sqrt{\frac{2L_L}{C_D + C_l}} = R_l, \]

and with a line-type pulser when

\[ \sqrt{\frac{L_L}{C_D + C_l}} = R_l, \]

where \( C_l(\approx 15 \mu\text{f}) \) is the load capacitance (see Sec. 14.1). For a pair of
these transformers used with a hard-tube pulser,

$$\sqrt{\frac{2L_L}{C_D + C_I}} = 1270 \text{ ohms.}$$

For one of these transformers used with a line-type pulser,

$$\sqrt{\frac{L_L}{C_D + C_I}} = 910 \text{ ohms.}$$

Since the most important use for this transformer is in a radar system employing a hard-tube pulser, the value of $Z_T$ for the transformer is considered to be satisfactory from the point of view of pulse shape as well as from that of maximum energy transfer. The value of $\tau_{opt} = 1.5 \mu\text{sec}$, though greater than $\sqrt{\frac{1}{2}} \mu\text{sec} \cdot 2 \mu\text{sec}$, is considered to be satisfactory; it is impossible to have $\tau_{opt} = 1 \mu\text{sec}$ because of the maximum allowable backswing voltage. The value of the efficiency is considered to be sufficiently high to make unnecessary the trial of any other core sizes in the design.

The measured values of $L_L$, $C_D$, and $L_p$ are usually more accurate than the calculated values because it is very difficult to control the coil dimensions with great accuracy and to have exact knowledge of the effective permeability of the core under the particular conditions of operation.

The resultant design is that of transformer 232BW2 given in Tables 13.1 and 13.2. Two such transformers are built, operated in tandem on a magnetron, and are found to hold the backswing voltage on the pulse-generator switch tube to an acceptably low value. Transformer 232AW2, somewhat similar, but a simon-pure autotransformer, is then designed to be used in the stepdown position.

Calorimetric measurements are then performed on transformer 232BW2 (as a cased unit) under operating conditions, and its calorimetric efficiency (exclusive of power dissipated by the filament current) is found to be 93 per cent at 1 $\mu\text{sec}$. This value of efficiency agrees within 1 per cent with $(\alpha + \beta)_{opt}$ calculated from the measured values of $L_p$ and $L_L$.

It is not clear, however, that all the difficulties have been overcome. The creep stress of the high-voltage end of the secondary to ground is about 100 volts/mil, and therefore it is doubtful that the transformer will stand the voltage of 12 kv for any length of time. With No. 26 wire the effective current density in the primary winding is very high. If there is any doubt that oil and paper insulation will withstand the high ambient temperatures encountered by these transformers (which are assumed to be used, for example, on equipment for carrier-based aircraft in the Pacific), a life test under operating conditions should be performed with the stepup transformer in a simulated ambient temperature of 85°C.
Successful operation after 2000 hours of this life test is sufficient to justify the recommendation that this transformer be used in the equipment.

A photograph of the core-and-coil assembly of transformer 232BW2 is shown in Fig. 13-3, together with the core-and-coil assembly of a 600-kw pulse transformer (transformer 410AW2 in Tables 13-1 and 13-2).

Departures from Customary Design Practice.—It is desirable, in general, to try to meet criteria of Eqs. (4), (5), and (6) in the design of a pulse transformer. Often, however, it may prove advantageous to depart from the practice of using single-layer primary and single-layer secondary windings of the same length. For example, if the pulse duration is long, and if the effective impedance of the load is very high (as it is in a trans-

![Core-and-coil assemblies of oil-filled pulse transformers (a) 120 kw (232BW2), 0.5 to 2.0 μsec. (b) 600 kw (410AW2) 0.5 to 2.0 μsec.](image)

former used in the triggering of series gaps), the high-voltage winding may be composed of several layers. The consequent increase in \( L_L \) is acceptable since it is desirable to make

\[
\tau_{opt} = \sqrt{2L_P C_D} = \sqrt{\frac{2L_P L_L}{R_l}}
\]

and

\[
\frac{L_L}{C_D} = R_l
\]

where \( R_l \) and \( \tau_{opt} \) are both large.

Where pulse transformers must operate into loads of very high resistance and/or low capacitance it is frequently desirable to use a duolaterally wound coil. This duolaterally wound coil facilitates winding with small wire sizes and has, in general, low effective distributed capacitance. The higher leakage inductance associated with duolaterally
wound coils can be tolerated because of the high load resistance for which these transformers are designed. There are many possible arrangements of duolateral “pies” and layers, and the designer should choose the arrangement which, for his purpose, stores a minimum amount of energy in the transformer coil. Such duolaterally wound transformers are suitable for use at both low- and high-voltage levels. Duolaterally wound transformers for operation at high-voltage levels are particularly suitable for use as trigger transformers.

According to customary design practice, pulse transformers that are to operate at very high voltages require a core of very large $l$ since the margins of the coil must be made long enough to withstand the high creep stress. If the load impedance for such a transformer is high (as it usually is), this difficulty can be obviated by a design of the type shown in Fig. 13.4. This particular transformer design employs a toroidal core, Teflon insulation (to reduce $C_d$ and withstand the voltage stress) impregnated with oil, and primary and secondary windings of unequal length. This transformer is capable of supplying current to the filament whose cathode it pulses. The insulation and wire for this transformer must, of course, be wound on the core with a bobbin. Pulse transformers with a winding of this type have operated successfully at an output voltage of 100 kv on a load impedance of about 20,000 ohms, at 0.5 $\mu$sec pulses, with a stepup ratio $n = 5.5$.

When special requirements such as the maximum amount of overshoot, droop, or backswing are placed upon the pulse-transformer design, it is necessary to consider the effect of the various individual elements in the equivalent circuit on pulse shape, a discussion of which is given in Sec. 14.1. Even when satisfying such special requirements, it frequently proves effective to make the preliminary or trial design on the basis of the criteria of Eqs. (4), (5), and (6).

13.3. Typical Pulse-transformer Designs.—A number of successful pulse-transformer designs were developed by the Radiation Laboratory
for various applications in radar systems. These designs were usually achieved by the process of a series of successive approximations in design outlined in Sec. 13.2. Diagrammatic winding specifications and ratings for some of the more widely used of these designs are included in this section. The designs are divided into two groups, regenerative-pulse-generator transformers and pulse-generator-output transformers.

Regenerative-pulse-generator transformers, which have three or four single-layer windings with turns ratios near unity may also be used as coupling transformers between amplifier stages.

All but two of the pulse-generator-output transformers (Nos. 148-CW2 and 232AW2) were designed to drive magnetrons from low-impedance pulse-cable or line-type pulsers. They have windings of a type [winding arrangement (f), Fig. 12.13] designed to minimize the product of leakage inductance and distributed capacitance, and bifilar secondaries to permit the supply of cathode-heater power to magnetrons from low-voltage-insulated filament transformers. One example of a stepdown transformer, No. 232AW2, is included to indicate, by comparison with the corresponding stepup design (No. 232BW2), how the other designs in this group may be modified for use as stepdown transformers to be employed between hard-
tube pulsers and low-impedance cable. All of these transformers, except No. 148 CW2 and 148 DW2, have values of \( n \) between 3 and 5.

The values of pulse duration and load impedance given in Table 13.1 for these transformers are, in general, those determined from the values of shunt inductance, leakage inductance, and distributed capacitance by the method outlined in Sec. 13.1. The voltages given are determined from insulation thicknesses and from a stress factor of 250 volts per mil for oil-impregnated units, or 100 volts per mil for small dry-type units.

In Figs. 13-5 to 13-8 a single coiled line represents a single winding layer, which is, in general, to be centered on the coil form. In general all windings on one leg of the core are wound in the same direction. In these figures, however, the windings on one leg are wound in the opposite direction from the windings on the other leg. Connections between winding layers are indicated by straight lines. The wire size and the number
### Table 13.1.—Operating Data for Typical Pulse Transformers

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse voltage, kv</td>
<td>1/1/1</td>
<td>0.5/0.5/0.5</td>
<td>1/1/1/0.3</td>
<td>2/0.2(a)*</td>
<td>2/0.4(b)</td>
<td>2/0.4(c)</td>
<td>12.5/2.5</td>
<td>12.5/2.5</td>
<td>16.5/3.3</td>
<td>28/7</td>
<td>36/12</td>
<td>15/3.3</td>
</tr>
<tr>
<td>Pulse duration, μsec</td>
<td>0.3–1.5</td>
<td>1–5</td>
<td>0.1–0.5</td>
<td>0.6–3(a)†</td>
<td>0.25–2.5(b)</td>
<td>0.5–2.5(c)</td>
<td>0.5–2.5</td>
<td>0.5–2.5</td>
<td>0.25–1.25</td>
<td>1–2</td>
<td>1.5–2.5</td>
<td>1–5</td>
</tr>
<tr>
<td>Maximum duty ratio</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.001</td>
<td>0.0005</td>
<td>0.001</td>
</tr>
<tr>
<td>Load impedance, ohms</td>
<td>250</td>
<td>500</td>
<td>1000</td>
<td>1600(a)</td>
<td>1000(b)</td>
<td>2000(c)</td>
<td>50 step-down</td>
<td>1250</td>
<td>1250</td>
<td>400</td>
<td>450</td>
<td>1000</td>
</tr>
<tr>
<td>Noninduced voltages, volts</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* (a), (b), and (c) refer to the voltage ratios obtained with the various ways of connecting the transformer.

† (a), (b), and (c) refer to the various pulse durations that can be obtained at rated voltage with the various connections which give rise to voltage ratio (a), (b), and (c).
of turns are given in Table 13.2. The total thicknesses of the insulating pads between the winding layers and between the inner winding and the core are given in mils. Pads between windings that are 15 mils thick or greater are usually wound with 5-mil unsized Kraft paper; those of less thickness are wound with 2-mil Kraft paper. A part of the thickness of the pads between inner windings and cores may consist of a fiber coil form; this form should fit closely around the core in order to make the mean perimeter of the coil a minimum. Vacuum (less than 1 mm of mercury) impregnation with a good grade of transformer oil is recommended for all units rated at greater than 6 kv. Any of the varnishes of the solventless type, which harden without leaving voids, may be used for the dry-type units (which are rated at less than 6 kv). Good solvent-type varnishes may also be used for units rated at less than 2 kv. Standard sizes of Westinghouse 0.002-in. oriented Hipersil cores are specified throughout, except in some cases where two standard loops may be placed side by side to make up the specified strip width.

Figure 13.9 shows several examples of low-power regenerative-pulse-generator transformers that have been developed; Fig. 13.10 shows three 120-kw pulse transformers; and Fig. 13.11 shows three pulse transformers of pulse powers of 120 kw, 2 Mw, and 10 Mw. Two of these latter transformers have wells into which the magnetron may be plugged. The well of the 10-Mw transformer is form-fitting and is greased with Dow-Corning Compound to exclude air when the magnetron is plugged in. Figure 13.12 shows pulse transformers employing permalloy cores and
Fig. 13-12.—Three pulse transformers constructed with continuously wound permalloy cores (Western Electric Company). (a) Rectangular core of 1-mil 4-79 molybdenum permalloy and pulse transformer in which it is used. Pulse power: 100 kw. (b) 3-lb. rectangular core of 2-mil 46 permalloy and 1-lb. core of 1-mil 4-79 molybdenum permalloy with the pulse transformers in which they are used.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Core window, in.</td>
<td>1 x 1</td>
<td>1 x 1</td>
<td>1 x 1</td>
<td>1 x 1</td>
<td>1 x 1</td>
<td>1 x 1</td>
<td>2 x 1</td>
<td>3 x 1</td>
<td>1 x 1</td>
<td>3 x 1</td>
<td>3 x 1</td>
<td>2 x 1</td>
</tr>
<tr>
<td>Strip, in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Build, in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assembly wire</td>
<td>Fig. 13-5</td>
<td>Fig. 13-5</td>
<td>Fig. 13-5</td>
<td>Fig. 13-6</td>
<td>Fig. 13-7</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
<td>Fig. 13-8</td>
</tr>
<tr>
<td>A, in.</td>
<td>0.015</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.040</td>
<td>0.040</td>
<td>0.040</td>
<td>0.040</td>
<td>0.040</td>
</tr>
<tr>
<td>B, in.</td>
<td>0.010</td>
<td>0.005</td>
<td>0.010</td>
<td>0.020</td>
<td>0.050</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>b</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
<td>110-535</td>
<td>50-520</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
<td>25-520</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
</tr>
<tr>
<td>C, in.</td>
<td>0.010</td>
<td>0.005</td>
<td>0.010</td>
<td>0.020</td>
<td>0.050</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>c</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
<td>110-535</td>
<td>50-520</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
<td>25-520</td>
<td>32-530</td>
<td>125-538</td>
<td>35-532</td>
</tr>
<tr>
<td>D, in.</td>
<td>0.015</td>
<td>0.020</td>
<td>0.010</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>d</td>
<td>10-521</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E, in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A', in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B', in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C', in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D', in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E', in.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† 3 wires in primary, 2 in secondary, 2 cords.
†† 3 cotton cords equal in diameter to the wire, wound in parallel with the wire to effect space-winding.
Parallel.
QF Quadruple formex.
HF Heavy formex.
32-530 means 32 turns of No. 30 wire.
constructed with diaphragms to accommodate the thermal expansion of the oil.

In these figures are exhibited some of the final results of the designer's effort.

Summary.—Chapter 13 has established relationships between the elements in the equivalent circuit of the pulse transformer and the optimum load impedance, pulse duration, and efficiency. General design methods for achieving these relationships in building the pulse transformer have been advanced, and two examples of the application of these methods are given. The design data on a number of successful pulse transformers are given, and methods for employing these data and the general design methods used in designing new transformers are outlined.
CHAPTER 14
EFFECT OF PULSE-TRANSFORMER PARAMETERS ON CIRCUIT BEHAVIOR

BY W. H. BOSTICK

14.1. The Effect of Pulse-transformer Parameters on Pulse Shapes on Resistance and Biased-diode or Magnetron Loads.—This section treats in turn, the effect of the pulse transformer upon the rise, the top, and the tail of rectangular pulses applied to the primary when resistance and biased-diode loads are connected to the secondary. In this treat-

![Diagram of pulse generator, pulse transformer, and resistance load](image1)

![Diagram of equivalent circuit for the computation of the rise of the pulse on a resistance load](image2)

ment the simple equivalent circuit of Fig. 14.1 is, for the most part, employed, and the rectangular pulses are considered to be generated by the closing and opening of the switch shown in the circuit.

The Rise of the Pulse on a Resistance Load.—The rise of the pulse on a resistance load $R_1$ is considered for a transformer in which the effect of $R_e$ is assumed to be negligible compared with that of $R_1$, and where the time of rise is so short that the effect of $L_e$ is also negligible. The initial energies in $L_L$, $L_e$, and $C$ are assumed to be zero. The mesh currents may be chosen as shown in Fig. 14.2. The Laplace transforms of the mesh equations may be written as follows:

$$
\left( p^2 + \frac{R_a}{L_L} p + \frac{1}{L_L C} \right) i_1(p) - \frac{1}{L_L C} i_2(p) = \frac{V_a}{L_L}
$$

$$
-\frac{1}{R_1 C} i_1(p) + \left( p + \frac{1}{R_1 C} \right) i_2(p) = 0,
$$

563
whence
\[ e_i(p) = R \dot{i}_p(p) = \frac{V_o}{L_iC} \left[ \frac{1}{p^2 + \frac{R_o}{L_i} p + \frac{1}{L_iC}} \right] \left( \frac{1}{p + \frac{1}{R_i C}} - \frac{1}{L_iC R_i C} \right) \]

or
\[ R \dot{i}_p(p) = \frac{V_o}{L_iC} \frac{1}{p(p^2 + 2a_p + b)} \]

Then
\[ e_i(t) = \frac{V_o R_i}{R_o + R_i} \left[ 1 - e^{-at} \left( \frac{a}{k} \sinh kt + \cosh kt \right) \right], \tag{1} \]

where
\[ 2a = \frac{R_o}{L_i} + \frac{1}{CR_i}, \]
\[ b = \frac{1}{L_iC} \left( 1 + \frac{R_o}{R_i} \right), \]

and
\[ k^2 = a^2 - b. \]

When
\[ b > a^2, \]
\[ k = j\omega, \]
\[ \omega^2 = b - a^2, \]

and
\[ e_i(t) = \frac{V_o R_i}{R_o + R_i} \left[ 1 - e^{-at} \left( \frac{a}{\omega} \sin \omega t + \cos \omega t \right) \right]. \tag{2} \]

To show how the rise of the pulse is affected by variation in the values of the elements in the equivalent circuit of Fig. 14:2,

\[ \frac{e_i}{V_o} \left( 1 + \frac{R_o}{R_i} \right) \]

is plotted in Fig. 14:3 against \( T = \frac{\sqrt{b}}{2\pi} \) for different values of the parameter \( \sigma \), where
\[ \sigma = \frac{a}{\sqrt{b}} = \frac{CR_o R_i + L_i}{2 \sqrt{R_i L_i C (R_o + R_i)}}. \]

If \( R_o \) is so small that \( R_o \ll R_i \) and \( CR_o \ll L_i/R_i \), as it is in a hard-tube pulse generator, and if \( \sqrt{L_i/C} \) is made equal to \( R_i \), as has hitherto been found advisable, \( \sigma = 0.5 \). If \( R_o = R_i \), as it does in a line-type pulse
generator, and if $\sqrt{L/L/\sqrt{C}}$ is made equal to $R_l$, $\sigma = 1/\sqrt{2} = 0.71$. From the curves of Fig. 14-3 it may be seen that these two values of $\sigma$ give reasonably good compromises between maximum rate of rise and minimum overshoot.

Rise of the Pulse on a Magnetron or a Biased-diode Load.—The rise of the pulse on a magnetron or biased-diode load is considered for a transformer in which the effect of $R_e$ is negligible compared with that of $R_o$, and where the time of rise is so short that the effect of $L_e$ is also negligible.

![Graph](image)

**Fig. 14-3.**—Plot of $e(t) (1 + R_o/R_l)$ vs. $T = \sqrt{\frac{b}{2\pi}} t$.

Both a magnetron and a biased-grid load exhibit the general load characteristics of a biased diode, which is represented in the equivalent circuit of Fig. 14-4 by a battery, series resistance, and switch that closes when the voltage across the load is equal to or greater than the battery voltage.

If switch 1 closes at $t = 0$ and switch 2 is open,

$$\dot{e}_1(t) = \frac{V_g}{L_L} \left[ \frac{e^{-\frac{R_o}{2L_L}}}{\sqrt{\frac{1}{L_L C} - \left(\frac{R_o}{2L_L}\right)^2}} \right] \sin \sqrt{\frac{1}{L_L C} - \left(\frac{R_o}{2L_L}\right)^2} t, \quad (3)$$

and $e(t)$ can be obtained from Fig. 14-3 by choosing a curve corresponding to a value of $\sigma$ obtained by letting $R_l = \infty$ and $R_o = 0$ for the hard-tube pulse generator, or $R_o = \sqrt{L/L/\sqrt{C}}$ for the line-type pulse generator.
Although the energy stored in $L_D$ (see Fig. 12.7) has some effect upon the shape of the current and voltage pulses in the load, it is neglected thus far in this computation for two reasons. First, the introduction of $L_D$ in the equivalent circuit represents only approximately the actual conditions existing in a transformer; and second, it is desirable to keep the set of assumptions for the design of a transformer simple, and thus to include only the most important circuit elements. For these reasons also, $L_D$ is neglected in the treatment of pulse-transformer design in Secs. 13.1 and 13.2, and later in this section the effect of $L_D$ on pulse shape is treated as a second-order effect.

It is desired, to a first order of approximation, to design the transformer so that the current flowing in $L_L$ and into $C$ at the time $t_1$ when switch 2 closes is equal to the current that the load will eventually pass when there are effectively only the two batteries and two resistances in series. There will then be no high "spike," or excessive rounding-off of the front edge of the current pulse in the load.

The first type of pulser operation that is discussed is that of a biased-diode load and pulse transformer with a hard-tube pulse generator, where usually $i_1 R_G \ll V_o$, $i_2 R_G \ll V_o$, and $i_2 r_I \ll V_s$ (see Fig. 14.4). The pulse generator is usually designed so that $V_o \approx V_s \approx$ the desired voltage on the load. Since $R_G$ is small, Eq. (3) may be written

$$i_1(t) = \frac{V_o}{L_L} \sin \sqrt{\frac{1}{L_L C}} t.$$

It may be seen from Fig. 14.3 that, for the curve $\sigma = 0$ (that is, for $R_G = 0, R_I = \infty$),

$$\frac{e_I}{V_o} = 1 \approx \frac{e_I}{V_s},$$

at the moment when

$$\sin \sqrt{\frac{1}{L_L C}} t = \sin \sqrt{\frac{1}{L_L C}} t_1 = 1.$$

At this moment

$$i_1 = \frac{V_o}{L_L} \sqrt{\frac{1}{C}},$$

and if $\sqrt{L_L/C}$ is chosen to be equal to $R_I$, the static impedance of the
load at the point at which the tube is to be operated, \( i_1 \) has the proper value at the time \( t_1 \) when switch 2 closes. Immediately after the time \( t_1 \) there is a very brief interval of time during which a small additional rise in \( e_t \) requires some of the current which is flowing in \( L_L \) to flow into \( C \). For the remainder of the pulse, however, \( e_t \) remains at a practically constant value, and all the current flowing in \( L_L \) flows through the load \( r_L \).

The value of \( i_t \) as a function of \( t \), reckoned from the time of the closing of the switch 2, is

\[
\dot{i}_t(t) \approx \left( i_0 - \frac{V_g - V_s}{R_G + r_L} \right) e^{-\frac{(R_G + r_L)}{L_L}t} + \frac{V_g - V_s}{R_G + r_L} \approx i_2(t),
\]

where \( i_0 \) is the initial current in \( L_L \) at the closing of switch 2. If

\[
\sqrt{\frac{L_L}{C}} < R_l,
\]

\( i_0 \) is too large, and there is exhibited on the front edge of the current pulse a spike that decays to the equilibrium value of the current with a time constant approximately equal to \( L_L/(R_G + r_L) \).

If \( \sqrt{L_L/C} > R_l \), \( i_0 \) is too small, and the current pulse has an initial value that is too low. The equilibrium value of the current pulse is approached with the same time constant approximately equal to

\[
\frac{L_L}{(R_G + r_L)}.
\]

There are, of course, oscillations on the current pulse. These oscillations, to a first order of approximation, may be said to be caused by the shock excitation of the \( L_C \) branch of the equivalent circuit of Fig. 12-7. They are, in most cases, of a period shorter than the time constant \( L_L/(R_G + r_L) \) and are superimposed upon the general trends that occur with this time constant.

The observed rise of current pulses on a magnetron and calculations according to the foregoing assumptions are in good agreement (see, for example, Figs. 2-44 and 2-45).

The second operation to be discussed is that of a biased-diode load and pulse transformer with a line-type pulse generator, where usually \( V_g \approx 2V_s \), \( R_G = R_l \) (after the closing of switch 2), and \( R_G \gg r_L \) (when all values are referred to the same impedance level). Prior to the closing of switch 2 in Fig. 14-4 it is assumed that \( R_i \) is infinite. Then, if

\[
\sigma = 0.50 \text{ and } \sqrt{\frac{1}{L_L C} - \left( \frac{R_G}{2L_L} \right)^2} = \sqrt{\frac{3}{4L_L C}} = 0.866 \sqrt{\frac{1}{L_L C}}.
\]
Eq. (3) then becomes
\[ i_1(t) = \frac{V_a}{0.866 R_a} e^{-\frac{R_o}{2 L_L}} \sin 0.866 \sqrt{\frac{1}{L_L C}} \sqrt{t}. \]

Also
\[ \sqrt{b} = \sqrt{\frac{1}{L_L C}} \]

and
\[ T = \frac{\sqrt{b}}{2\pi} t = \sqrt{\frac{1}{L_L C}} \frac{1}{2\pi} t. \]

In Fig. 14.3, for the curve corresponding to \( \sigma = 0.5 \),
\[ \frac{e_i}{V_a} = \frac{1}{2} \left( \approx \frac{V_a}{V_o} \right) \quad \text{at } T = 0.207. \]

Then
\[ e^{-\frac{R_o t}{2 L_L}} = e^{-0.207 \cdot \pi} = e^{-0.660} = 0.52. \]

Also,
\[ \sin 0.866 \sqrt{\frac{1}{L_L C}} t = \sin 0.866 \cdot 2\pi \cdot 0.207 = \sin 65^\circ = 0.903. \]

Thus
\[ i_1 = \frac{V_o \cdot 0.52 \cdot 0.903}{R_o} = 0.54 \frac{V_a}{R_o} \approx \frac{V_o}{2 R_o} = \frac{V_o}{R_o + R_i}. \]

Thus, in a line-type pulser, if \( \sqrt{L_L C} = R_i \), the current flowing in \( L_L \) at the time when switch 2 closes is equal, to a reasonable approximation, to the equilibrium current (that is, the current that flows when \( V_o, V_a, R_o, \) and \( r_i \) are connected in a series circuit). If \( \sqrt{L_L C} \neq R_i \), the same exponential approach to the equilibrium value of the load current occurs, but in this case the time constant \( L_L/(R_o + r_i) \) is much shorter.

The Top of the Pulse on a Resistance Load.

The beginning of the top of the pulse on a resistance load is influenced by \( L_L \) and \( C_L \), as may be seen from Fig. 14.3. There is also a droop in the pulse when \( R_o > 0 \), because of the fact that current builds up in \( L_p \). Since the effects of \( L_L \) and \( C_D \) usually are relatively unimportant as far as this droop is concerned, the equivalent circuit of Fig. 14.5 may be used in the computation of this droop. The initial current in \( L_p \) is assumed to be zero, and \( t \) is reckoned from the beginning of the top of the pulse. Then
\[ e_i(t) = \frac{V_o R_i}{R_o + R_i} e^{-\frac{1}{L_p \left( R_o + R_i \right)}}. \]
When, as in most line-type pulse generators, \( R_o = R_i \),

\[
e_i(t) = \frac{V_o}{2} e^{-\frac{R_i}{2L_i}}.
\]

The Top of the Pulse on a Magnetron or a Biased-diode Load.—The beginning of the top of the pulse on a magnetron or biased-diode load has oscillations which, as already shown, may be considered to be caused by the shock excitation of the \( LDC_d \) circuit in Fig. 12.6, and may also have a spike or an upward slope depending upon the value of \( \sqrt{L_i/C} \) relative to \( R_i \). When \( R_o > 0 \), there is a general droop on the pulse, and this droop may be calculated approximately from a consideration of the equivalent circuit of Fig. 14.6, whence

\[
i_2(t) = \left[ \left( \frac{V_o - V_s}{R_o + 1} + \frac{V_s}{1} \right) e^{-\frac{1}{L_p R_o + 1}} - \frac{V_s}{1} \right]
\]

and

\[
e_i = V_s + i_2 R_i.
\]

(When \( e_i \) becomes equal to or less than \( V_s \), the \( i_2 \)-branch of the circuit must, of course, be considered to be open-circuited and the above expression for \( i_2 \) does not hold thereafter.)

Thus the top of the current pulse \( i_2 \) on a biased-diode load suffers much more droop than the top of the corresponding voltage pulse, or than the top of the pulse on a resistance load. For the same reason any voltage oscillations caused by the transformer produce much larger fluctuations in the current pulse because these voltage oscillations produce current flow through the relatively small resistance \( R_i \) instead of through the higher resistance \( R_t \). Calculations and measurements of the droop of the pulse on resistance and magnetron loads agree within the experimental error.

General Backswing on the Tail of the Pulse.—Figure 14.7 shows a pulse with the characteristic backswing produced by the pulse transformer.
Since the flux density must return to the same remanent point $B_r$ before the beginning of each pulse [see Fig. 15.2 and Eq. (15.10)],

$$\text{area (1)} = \int_0^{t_1} e_1 \, dt = -\frac{NA}{10^8} \int_{B_r}^{B_{\text{max}}} dB = -\frac{NA}{10^8} \left( B_{\text{max}} - B_r \right),$$

and

$$\text{area (2)} = \int_{t_1}^{t_4} e_1 \, dt = -\frac{NA}{10^8} \int_{B_r}^{B_{\text{max}}} dB = -\frac{NA}{10^8} \left( B_r - B_{\text{max}} \right),$$

area (2) = −area (1). The interval of time $t_4 - t_3$ is chosen to be so large that, for all practical purposes, $e_1$ has become equal to zero. Thus, when a pulse transformer is used, there is always a general voltage backswing whose area is equal to that of the pulse itself, but whose shape is determined by the values of $R$, $C$, $L$, and $R_l$ if a resistance load is still connected, and by the charge on $C$ and the current in $L_p$ at $t_2$. When $R_l$ becomes infinite, at a time very shortly after $t_2$, there are oscillations of a higher frequency superimposed upon the general backswing because of energy stored in $L_e$.

The shape of the general backswing may be calculated by assuming that the constant-voltage generator $V_\alpha$ is disconnected from the circuit at the time $t_2$ (see Fig. 14.7). The equivalent circuit is then that of Fig. 14.8 where, to a good approximation, the initial current in $L_e$ is $V_\alpha t_2/L_e$, and the initial voltage on $C$ is $V_\alpha$.

Then, if $t = 0$ at the time $t_2$,

$$e_c(t) = V_\alpha e^{-at} \left( \cosh \omega t - \frac{t_2}{L_e C} + \frac{a}{k} \sinh \omega t \right)$$

for the nonoscillatory condition, and

$$e_c(t) = V_\alpha e^{-at} \left( \cos \omega t - \frac{t_2}{L_e C} + \frac{a}{\omega} \sin \omega t \right)$$

for the oscillatory condition, where

$$a = \frac{1}{2RC},$$

$$\omega = \sqrt{\frac{1}{L_e C} \left( \frac{1}{2RC} \right)^2},$$

and

$$k = -j\omega.$$
When a pulse transformer is used on a resistance load, \( R = R_t \), and the pulse tail is usually "well damped" (see Fig. 14-9). When a pulse transformer is used on a biased-diode or magnetron load, the load is disconnected very shortly after \( t_z \) and \( R \) is essentially equal to \( R_e \) (if no artificial diode or resistance damping is used in the circuit). A typical backswing (without the superimposed oscillations) for this latter case is also shown in Fig. 14-9.

When a pulse transformer is used with a line-type pulse generator, the effective value of \( C \) in Fig. 14-8 is equal to the sum of the distributed capacitance of the pulse transformer and the capacitance of the load. When a hard-tube pulse generator is employed with stepdown and stepup transformers, the effective values of \( R \) and \( L \) are respectively equal to \( R_e/2 \) and \( L_e/2 \), and the effective value of \( C \) is equal to the sum of the effective distributed capacitance of the two transformers, the load, and the pulse generator. Calculations and measurements of the general shape of the tail of the pulse obtained with hard-tube and line-type pulsers employing pulse transformers and either resistance or magnetron loads agree within the experimental error.

Oscillations on the Pulse Tail.—The tail of the voltage pulse from a transformer on a resistance load usually exhibits no oscillations superimposed on the general backswing (that is, the energy stored in \( L_L \) has very little influence on the voltage-pulse tail).

However, on a biased-diode or magnetron load, oscillations usually appear which are superimposed on the general voltage backswing. In the analysis of these oscillations the example of the hard-tube pulse generator with two pulse transformers, the effective equivalent circuit
of which is shown in Fig. 14.10, is considered first. The load current $I_1$ flowing in $L_L$ at the end of the pulse is suddenly interrupted by the opening of switch 2, and the pulse-generator voltage source has been disconnected. To a good approximation, the circuit of Fig. 14.10 may be replaced by that of Fig. 14.11, where

$$L = 2L_L,$$

$$\frac{1}{C} = \frac{1}{C_a + C_D} + \frac{1}{C_D'}$$

$$R = 2R.$$

The initial current in $L$ is $I_1$, and, for the purpose of calculating the oscillations occurring on the backswing, the effective initial charge on $C$ is zero. The voltage $e_1$ is then given by

$$e_1(t) = \frac{I_1}{C} e^{-\frac{1}{2RC} t} \sin \sqrt{\frac{1}{LC} - \left(\frac{1}{2RC}\right)^2} t.$$

If, as is usually the case,

$$\frac{1}{LC} \gg \left(\frac{1}{2RC}\right)^2,$$

then

$$e_1(t) = \sqrt{\frac{L}{C}} I_1 e^{-\frac{1}{2RC} t} \sin \frac{t}{\sqrt{LC}}.$$

These high-frequency oscillations are superimposed upon the general backswing to produce a pulse tail such as is shown in Fig. 14.12a. If a cable is used between the stepdown-stepup pulse transformers, the period of oscillation $2\pi \sqrt{LC}$ is increased by twice the transit time of the cable.

There is good agreement between the calculated and the observed pulse tails obtained with a hard-tube pulser, pulse transformers, and magnetron load.

(a) With a hard-tube pulse generator.  (b) With a line-type pulse generator.

Fig. 14.12.—Typical voltage-pulse tails on a magnetron load.
In a line-type pulse generator with a magnetron load there is a mismatch in impedance at the magnetron when the pulse voltage drops at the end of the pulse. As a result, a small portion of the energy is left in the circuit in the form of a negative voltage spike that is propagated down the pulse-forming network, reflected at the open end, and propagated back to the pulse transformer, where it appears as a negative spike on
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(a) $R_G = 0$, $\tau = \tau_{opt}$, $Z_T = R_l$
$\gamma = 0, 0.05, 0.1, 0.2, 0.3$

(b) $R_G = R_l$, $\tau = \tau_{opt}$, $Z_T = R_l$
$\gamma = 0, 0.05, 0.1, 0.2, 0.3$

(c) $R_G = 0$, $Z_T = R_l$, $\gamma = 0.1$
$\tau = \frac{1}{2}, 1, 2\tau_{opt}$

(d) $R_G = R_l$, $Z_T = R_l$, $\gamma = 0.1$
$\tau = \frac{1}{2}, 1, 2\tau_{opt}$

(e) $R_G = 0$, $\tau = \tau_{opt}$, $\gamma = 0.1$
$Z_T = \frac{1}{2}, 1, 2R_l$

(f) $R_G = R_l$, $\tau = \tau_{opt}$, $\gamma = 0.1$
$Z_T = \frac{1}{2}, 1, 2R_l$

Fig. 14-13. —Pulse shapes on a resistance load calculated for various values of the parameters. $(\alpha + \beta)_{opt} = \gamma \frac{Z_T}{R_l} = \frac{1}{R_l} \sqrt{\frac{L_L}{C_D}} \frac{\tau}{\sqrt{2L_L C_D}} = \frac{\tau R_G}{\tau_{opt} R_l}$

the tail of the voltage pulse. Such a series of spikes, drawn from a scope trace obtained with a line-type pulse generator having a rotary spark gap as the switch, is shown in Fig. 14-12b.

The General Pulse Shape on a Resistance Load.—With the assumption of a resistance load having no appreciable capacitance, the effect on pulse shape of varying the values of the parameters
\[(\alpha + \beta)_{opt} = \gamma,\]
\[
\frac{Z_T}{R_t} = \frac{1}{R_t} \sqrt{\frac{L_L}{C_D}},
\]
\[
\frac{\tau}{\sqrt{2L_LC_D}} = \frac{\tau}{\tau_{opt}},
\]

and \(R_0/R_t\) is calculated on the basis of the equivalent circuit of Fig. 13.1, and is shown in Fig. 14.13. For increasing values of \(\gamma\), as shown in Fig. 14.13a and b, the approximations used in formulating the simplified equivalent circuit of Fig. 13.1 become greater, and hence the error in the calculated pulse shapes becomes greater.

Current Transformers.—A pulse transformer is sometimes used with its primary in series with a load in such a way that the load current passes through the transformer primary. A transformer of this type has been termed a “current transformer” although the transformer actually transforms power, as do all transformers. Such transformers are often used in the generation of trigger pulses of about 100 volts, and a typical circuit is shown in Fig. 14.14a.

The equivalent circuit for the current transformer and the associated circuit is given in Fig. 14.14b, where the stepup pulse transformer with magnetron load is replaced by a resistance \(R_t = 50\) ohms. All quantities are referred to the primary of the current transformer.

If \(L_p\) is sufficiently large to be neglected in comparison with \(R/n^2\), and if the effects of \(L_L\) and \(C_D\) may be neglected, the voltage \(V\) divides between \(R_t\) and \(R/n^2\) in such a way that the voltage across the primary of the current transformer is

\[
\frac{VR}{n^2} \approx \frac{VR}{R_t n^2},
\]

The voltage across the secondary of the current transformer is then \(VR/R_t n\). It is thus seen that, for a given value of \(R\), the voltage across
the secondary of the current transformer increases if \( n \) is decreased, provided that the current in \( L_p \) remains small compared with that in \( R/n^2 \).

Obviously, it is desirable to have only a small fraction of \( V \) across the primary of the current transformer, and it is therefore desirable to choose values of \( R \) and \( n \) such that the proper output voltage is obtained, parasitic oscillations (from \( L_L \) and \( C_D \)) are sufficiently damped, and a sufficiently small voltage is applied at the primary.

Current transformers of this type may be used to view the current pulse in a magnetron or other load. Under these circumstances the "primary winding" may be the lead (or leads) carrying the load current, and in most instances this lead need only be passed through the core window to produce sufficient output voltage at the secondary terminals.

14.2. The Effect of Pulse-transformer Parameters on the Behavior of Regenerative Pulse Generators.—The general criteria of Eqs. (13.4), (13.5), and (13.6) hold for regenerative-pulse-generator (blocking-oscillator) transformers as they do for most pulse transformers. Thus, for a regenerative-pulse-generator transformer the optimum pulse duration is equal to \( \sqrt{2L_pC_D} \), and the excellence of the transformer is judged by the value of \( (\alpha + \beta)_{opt} \).

For a regenerative pulse generator that supplies no appreciable power to an external circuit, the secondary-winding impedance \( \sqrt{L_L/C_D} \) should be chosen approximately equal to the effective impedance of \( r_v \) (the grid-to-cathode resistance) and \( C \) in series, or of \( r_v \) and the impedance of the line in series if a lumped-parameter line is used instead of \( C \) (see Fig. 14.15).

There are several variations on the general scheme of regenerative pulse generators or blocking oscillators. These circuits, however, are all essentially the same in their mode of operation, and a general physical description of their operating mechanism is given in Sec. 4.2. As an example of a regenerative pulse generator, the circuit shown in Fig. 14.15 is used to show the effect of pulse-transformer parameters on circuit behavior. The voltage stepup ratio of the pulse transformer in this example is chosen, for purposes of simplification, to be \( n = -1 \), that is, the windings of the transformer, although wound in the same direction, are connected so that the pulse to the grid is inverted. It may prove
advantageous in practice to select different values of \( n \) for different tube and load characteristics.

There are various stray capacitances in this circuit and the pulse transformer has a certain amount of leakage inductance; in order to avoid the difficulties involved in the analysis of such a complicated circuit, it is profitable to start first with the most simplified of equivalent circuits and then to proceed to the more complicated circuits that take into consideration more of the actual circuit elements. The analysis of the pulse-making operation is treated by considering first the leading edge or rise of the pulse, second the top of the pulse, and third the tail of the pulse.

In order that linear analysis may be employed, the plate resistance \( r_p \) and amplification factor \( \mu \) of the tube are considered constant for the period of time under immediate consideration.

**The Rise of the Pulse.**—For purposes of simplification, it is assumed in the beginning that the effect of the trigger circuit is negligible, that \( r_p = 0 \), that the effect of the leakage inductance is negligible in comparison with that of \( R \), that \( C = 0 \) (see Fig. 14·15), and that the plate-to-grid capacitance \( C_{gs} \) of the tube is negligible. The equivalent circuit is then that of Fig. 14·16, where \( C_D \) and \( L_L \) are, respectively, the effective distributed capacitance and leakage inductance of the transformer. It is assumed that the bias voltage

\[
E_c = E_{co} + \epsilon,
\]

where \( \epsilon \) is a positive voltage which can be vanishingly small, but which, nevertheless, can instigate the process of regeneration. It is readily shown that this circuit can be simplified to that of Fig. 14·17, where \( e' = |e_0 - E_{co}| \).

Kirchhoff's voltage-law equation for the circuit yields the following differential equation, where the initial voltage on \( C_D \) is equal to zero:

\[
\frac{1}{C_D} \int i \, dt + Ri = \mu e' + \epsilon.
\]
The Laplace transform of this equation is

\[
\left( \frac{1}{C_D p} + R \right) i(p) = \mu e'_o(p) + \frac{e}{p} = \frac{\mu i(p)}{C_D p} + \frac{e}{p},
\]

since

\[
e'_o = \frac{1}{C_D} \int i \, dt,
\]

and therefore

\[
\mu e'_o(p) = \frac{\mu i(p)}{C_D p}.
\]

Then

\[
e'_o(p) = \frac{\epsilon}{p C_D R \left( p + \frac{1 - \mu}{C_D R} \right)}.
\]

The change in plate voltage on the tube is given by \( e_b = -\mu e'_o \), since \( r_p \) has been assumed to be equal to zero. Then

\[
e_b = \frac{-\mu e^\left(\frac{\mu - 1}{1}\right)}{\mu - 1}.
\]

If \( \mu \) is greater than one, the exponent is positive and regeneration takes place in such a way that \( |e_b| \) increases until \( |e_b| = E_{bb} \). Throughout this section it is assumed that when the generator output voltage (which in this example is \( -e_b \)) is equal to \( E_{bb} \), the amplification factor \( \mu \) of the tube is less than one, and that regeneration therefore stops. If it is assumed that, during the rise of the pulse until the generator output equals \( E_{bb} \), the average value of \( \mu \) is given by \( \mu |E_{oo}| = E_{bb} \), \( \mu \) must be assumed to become suddenly less than 1 at the moment when \( e'_o \) becomes equal to or greater than \( |E_{oo}| \). The voltage \( e_o \) passes through zero and grid-to-cathode current begins to flow at this moment. Although the equivalent circuit must be modified at this instant to account for the grid-to-cathode current, this modification can be made with relative ease because the generator output attains its peak value \( E_{bb} \) at this moment and remains constant as long as \( e_o \geq 0 \). For purposes of simplifying the analysis the assumption that \( \mu = |E_{bb}/E_{oo}| \) is, therefore, used throughout this treatment of the regenerative pulse generator. This simplification is desirable because the aim of this treatment is to show analytically, rather than numerically, how the elements in the equivalent circuit of a pulse transformer affect the pulse shape produced by a regenerative pulse generator.

Perhaps a more appropriate assumption with regard to the average value of \( \mu \) during the rise of the pulse is to let

\[
\mu (|E_{oo}| + e'_o) = E_{bb},
\]
where \( e_0' \) is a positive grid voltage at which \( \mu \) begins to change abruptly from a value greater than one to a value much less than one (see Fig. 14.26). In computing the rise of the pulse under this assumption it is necessary to make the circuit modification (with appropriate boundary conditions) at the moment \( e_0 \) passes through zero while the generator output is still rising. It is assumed that the generator output continues to rise until \( e_0 = e_0'' \), at which time \( \mu \) is assumed to become \( \ll 1 \), and the generator voltage is assumed to remain constant at \( E_{bb} \) as long as \( e_0 \leq e_0' \). A linear solution of the rise of the pulse under these circumstances could almost never be given in an analytical form, and therefore is of little general value to the pulse-transformer designer.

If, in the simple example under consideration, it is now assumed that the leakage inductance \( L_L \) is finite, \( L_L \) may be inserted in series between the generator and \( C_D \) in Fig. 14.17. The Laplace transform of Kirchhoff's voltage-law equation for this circuit then becomes

\[
\left( L_L p + \frac{1}{C_D p} + R \right) \hat{i}(p) = \frac{\mu \hat{i}(p)}{C_D p} + \frac{e}{p},
\]

whence

\[
\hat{i}(p) = \frac{e}{L_L \left[ p^2 + \frac{R}{L_L} p + \frac{1}{L_L} \left( \frac{1 - \mu}{C_D} \right) \right]},
\]

\[
e_0'(p) = \frac{e}{L_L C_D p} \left\{ p + \frac{R}{2L_L} - \left[ \left( \frac{R}{2L_L} \right)^2 - \frac{1 - \mu}{L_L C_D} \right]^{\frac{1}{2}} \right\}
\]}

\[
\left\{ p + \frac{R}{2L_L} + \left[ \left( \frac{R}{2L_L} \right)^2 - \frac{1 - \mu}{L_L C_D} \right]^{\frac{1}{2}} \right\}
\]}

The change in plate voltage on the tube is again given by \( e_b = -\mu e_0' \), since \( r_p \) has been assumed to be equal to zero. The solution is of the form

\[
e_b(p) = \frac{a_0}{(p + \alpha)(p + \gamma)p}, \tag{5}
\]

whose inverse Laplace transform is

\[
e_b(t) = -a_0 \left[ \frac{1}{\alpha \gamma} + \frac{\gamma e^{-\alpha t} - \alpha e^{-\gamma t}}{\alpha \gamma (\alpha - \gamma)} \right], \tag{6}
\]

where

\[
a_0 = \frac{\mu e}{L_L C_D},
\]

\[
\alpha = \frac{R}{2L_L} - \left[ \left( \frac{R}{2L_L} \right)^2 - \frac{1 - \mu}{L_L C_D} \right]^{\frac{1}{2}},
\]
and
\[
\gamma = \frac{R}{2L_L} + \left( \frac{R}{2L_L} \right)^2 - \frac{1 - \mu}{L_L C_D}\]

If
\[
\alpha = \frac{R}{2L_L} - \left( \frac{R}{2L_L} \right)^2 - \frac{1 - \mu}{L_L C_D} < 0,
\]
that is, if \( \mu > 1 \), the first exponential term contains a positive exponential, and regeneration occurs.

The solution (6) may be put in the following form:
\[
e_b(t) = \frac{\mu e}{\mu - 1} \left[ 1 - \frac{e^{-Rt/2L_L} \left( \frac{R}{2L_L} \left( 1 - \frac{1 - \mu}{L_L C_D} \right)^{1/2} \cosh \left( \frac{R}{2L_L} - \frac{1 - \mu}{L_L C_D} \right)^{1/2} t \right)}{\left( \frac{R}{2L_L} - \frac{1 - \mu}{L_L C_D} \right)^{1/2}} \right].
\] (7)

If \( \mu \) is large enough and \( R \) small enough to make
\[
\frac{\mu - 1}{L_L C_D} \gg \left( \frac{R}{2L_L} \right)^2,
\]
\( \alpha \approx -\gamma \), and Eq. (6) becomes
\[
e_b(t) \approx e \left[ 1 - \cosh \left( \frac{\mu}{L_L C_D} \right)^{1/2} t \right].
\] (8)

The output \( |e_b| \) of the generator in Fig. 14.17 continues to increase according to the expression given in Eq. (7) [or that in Eq. (8), if the approximation is valid] until \( |e_b| = E_{wb} \), at which time \( \mu \) is assumed to become suddenly much less than one and the voltage \( |e_b| \) levels off, thereby forming the top of the pulse.
The next example to be considered is one where \( C \neq 0 \) and \( R \) is so large that its effect is negligible compared with that of \( C \), and where the effect of \( r_P \) is taken into account. The equivalent circuit is then that of Fig. 14.18a, which can be replaced by that of Fig. 14.18b for which

\[
\left[ L_L p + r_P + \frac{1}{p} \left( \frac{1}{C} + \frac{1}{C_D} \right) \right] i(p) = \mu e'_o(p) + \frac{e}{p} = \frac{\mu i(p)}{C_D p} + \frac{e}{p}.
\]

Then

\[
\mu e'_o(p) = \frac{\mu e}{L_L C_D p \left[ p^2 + \frac{r_P}{L_L} p + \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right]}.
\]

This equation and its inverse Laplace transform are of the same form, respectively, as Eqs. (5) and (6), where now

\[
a_0 = -\frac{\mu e}{L_L C_D},
\]

\[
\alpha = \frac{r_P}{2L_L} - \left[ \left( \frac{r_P}{2L_L} \right)^2 - \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right]^{1/2},
\]

and

\[
\gamma = \frac{r_P}{2L_L} + \left[ \left( \frac{r_P}{2L_L} \right)^2 - \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right]^{1/2}.
\]

The condition for the existence of regeneration is that

\[
\frac{1}{C} + \frac{1 - \mu}{C_D} < 0,
\]

or

\[
\mu > \frac{C_D}{C} + 1.
\]

In the present example \( e_b = -\mu e'_o + ir_P \), whence

\[
e_b(p) = -\mu e'_o(p) + r_P i(p)
= \frac{a_0}{p(p + \alpha)(p + \gamma)} + \frac{a_1}{(p + \alpha)(p + \gamma)},
\]

where

\[
a_1 = \frac{r_P e}{L_L},
\]
and the inverse Laplace transform of the second term is

\[ a_1 \left( \frac{e^{-at} - e^{-\gamma t}}{\gamma - \alpha} \right) . \]

The complete solution for this example is then

\[ e_b(t) = a_0 \left[ \frac{1}{\alpha \gamma} + \frac{\gamma e^{-at} - \alpha e^{-\gamma t}}{\alpha \gamma (\alpha - \gamma)} \right] + a_1 \left[ \frac{e^{-at} - e^{-\gamma t}}{\gamma - \alpha} \right] . \] (9)

There are two special cases of this general solution that are of interest:

Case 1. Where the time constant \( \alpha \) is determined primarily by \( r_p \) and \( C_D \) (that is, \( L_L \) is negligibly small as far as its effect on \( i \) is concerned). For this case the Laplace transform of Kirchhoff’s voltage-law equation is

\[ \left[ \left( \frac{1}{C} + \frac{1}{C_D} \right) \frac{1}{p} + r_p \right] i(p) = \frac{\mu i(p)}{C_D p} + \frac{e}{p} , \]

whence

\[ e'_o(p) = \frac{e}{r_p C_D} \frac{1}{p + \frac{1}{r_p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right)} , \]

and

\[ e_o(t) = \frac{e C}{C_D + C (1 - \mu)} \left[ 1 - e^{-\frac{1}{r_p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) t} \right] , \]

\[ e_b(p) = -\mu e'_o(p) + r_p i(p) = -\mu e'_o(p) + \frac{e}{p + \frac{1}{r_p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right)} , \]

and

\[ r_p i(t) = e e^{-\frac{1}{r_p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) t} . \]

Then

\[ e_b(t) = e \left[ \frac{-\mu C}{C (\mu - 1) - C_D} + 1 \right] e^{-\frac{1}{r_p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) t} + \frac{\mu e C}{C (\mu - 1) - C_D} . \] (10)

Case 2. Where the time constant \( \alpha \) is determined primarily by \( L_L \) and \( C_D \) (that is, \( r_p \) is negligibly small as far as its effect upon \( i \) is concerned). In this case \( \alpha = -\gamma \) and Eq. (9) may be simplified to give

\[ e_b(t) = -a_0 \left( \frac{1}{\gamma^2} - \frac{1}{\gamma^2} \cosh \gamma t \right) + a_1 \frac{e}{\gamma} \sinh \gamma t \]

\[ = e \left[ \frac{\mu C}{C (\mu - 1) - C_D} \left\{ 1 - \cosh \left[ -\frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] t \right\} \right] \]

\[ + \frac{r_p (L_L C_D)^{\frac{3}{2}}}{L_L} \left[ \frac{C}{C (\mu - 1) - C_D} \right]^{\frac{3}{2}} \left\{ \sinh \left[ -\frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] t \right\} . \]

(11)
If \( C \gg C_D \) and \( i_{r_p} \ll |\mu e_p'| \), Eq. (11) can be further simplified to become Eq. (8).

From the expression for \( e_b \) in Eq. (8) it is possible to make a calculation of the time of rise of the pulse when this time of rise is governed only by the transformer characteristics. Effects that are due to \( r_p \), \( C \), and the grid-to-plate capacitance \( C_{g p} \), of course, actually increase this time of rise.

If it is assumed that \( e \) is 1 volt at \( t = 0 \) and if the interval of time \( t_1 > t > 0 \) elapsing until \( e_b = -1 \) volt is computed,

\[
-1 = 1 \left[ 1 - \cosh \left( \frac{\mu}{L_L C_D} t_1 \right) \right],
\]

or

\[
\cosh \left( \frac{\mu}{L_L C_D} t_1 \right) = 2,
\]

and if

\[
\left( \frac{\mu}{L_L C_D} \right)^{\frac{1}{2}} t_1 = 1.32,
\]

is known, \( t_1 \) may be computed. If \( t_2 > t > 0 \) is the interval of time until \( e_b = -10 \) volts,

\[
\cosh \left( \frac{\mu}{L_L C_D} t_2 \right) = 11,
\]

or

\[
\left( \frac{\mu}{L_L C_D} \right)^{\frac{1}{2}} t_2 = 3.1.
\]

If \( t_3 > t > 0 \) is the interval of time until \( e_b = -300 \) volts,

\[
\cosh \left( \frac{\mu}{L_L C_D} t_3 \right) = 301
\]

and

\[
\left( \frac{\mu}{L_L C_D} \right)^{\frac{1}{2}} t_3 = 7.2.
\]

A reasonable definition for the time of rise of a pulse from a regenerative pulse generator would be \( t_3 - t_2 = \Delta t \); then

\[
\left( \frac{\mu}{L_L C_D} \right)^{\frac{1}{2}} \Delta t = 4.1.
\]
For a numerical example, when $L_L = 20 \times 10^{-6}$ henry, $C_D = 20 \times 10^{-12}$ farad, and $\mu = 20$,

$$\Delta t = \frac{4.1}{\left(\frac{20}{20 \cdot 20 \times 10^{-18}}\right)^{\frac{1}{2}}} = 0.018 \mu \text{sec.}$$

A simple example is now considered where the effect of a trigger circuit of source voltage $V_t$ and internal resistance $r_i$ (see Fig. 14-15) are taken into account, where the effects of $C_{vp}, R,$ and $r_p$ are neglected, and where $C$ is finite. The equivalent circuit for this example is given in Fig. 14-19 where the initial charges on $C$ and $C_D$ are assumed to be equal to zero. This assumption is equivalent to the hypothesis that the initial voltage on $C$ is actually $E_\infty$ when the generator output is equal to $\mu (e_q - E_\infty)$ and the voltage across $C_D$ is $e_q$. It is assumed that the coupling capacitance between the trigger circuit and the rest of the circuit is so large that its effect is negligible. The Laplace transforms of the two mesh equations are then

$$\left[ p^2 + \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] i_1(p) - \frac{1}{L_L C} i_2(p) = 0,$$

and

$$-\frac{1}{r_i C} i_1(p) + \left( \frac{1}{r_i C} + p \right) i_2(p) = \frac{V_t}{r_i}.$$

Then

$$i_1(p) = \frac{V_t}{r_i L_L C} \begin{vmatrix} 0 & -\frac{1}{L_L C} \\ \frac{V_t}{r_i} & \left( \frac{1}{r_i C} + p \right) \end{vmatrix} \begin{vmatrix} p^2 + \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) - \frac{1}{L_L C} \\ -\frac{1}{r_i C} \end{vmatrix} \begin{vmatrix} \frac{1}{r_i C} + p + \frac{1}{r_i C} \end{vmatrix},$$

or

$$i_1(p) = \frac{V_t}{r_i L_L C} \frac{p^2 + \frac{1}{L_L} \left( \frac{1}{C} - \frac{1 - \mu}{C_D} \right)}{\left[ p + \frac{1}{r_i C} \right] - \frac{1}{r_i L_L C^2}}.$$
and

\[ e'_v(p) = \frac{i_1(p)}{C_D p}. \]  

(13)

It is usually impossible to express \( i_1 \) or \( e'_v \) analytically because the Laplace transform involves the solution of a cubic equation in \( p \). Nevertheless, Eq. (13) can be readily solved numerically for a given set of constants, and the rise of the pulse for the circuit of Fig. 14.19 may be calculated.

A simple example is now treated where the effect of \( C_{vp} \) is taken into account but the effects of \( r_p \) and \( R \) are neglected, and it is assumed that there is an initial voltage \( \epsilon(E_0 + \epsilon \) in the actual circuit) on the capacitance \( C \). The equivalent circuit is given in Fig. 14.20.

Since the transformer in the circuit of Fig. 14.20 is perfect, \( i_1 = i_2 \) and the Laplace transforms of the mesh equations yield

\[
\left[ L_L p + \frac{1}{p} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] i_2(p) - \frac{1 - \mu}{pC_D} i_3(p) = \frac{\epsilon}{p}
\]

and

\[- \left( \frac{1 + \mu}{pC_D} \right) i_2(p) + \frac{1}{p} \left( \frac{1}{C_{vp}} + \frac{1 + \mu}{C_D} \right) i_3(p) = 0,
\]

whence

\[
i_2(p) = \frac{\epsilon \left( \frac{1}{C_{vp}} + \frac{1 + \mu}{C_D} \right)}{L_L \left[ p^2 + \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] \left[ \frac{1}{C_{vp}} + \frac{1 + \mu}{C_D} \right] - \frac{(1 - \mu^2)^2}{L_L C_D^2}}
\]

\[
i_3(p) = \frac{\epsilon(1 + \mu)}{C_D \left[ p^2 + \frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{C_D} \right) \right] \left[ \frac{1}{C_{vp}} + \frac{1 + \mu}{C_D} \right] - \frac{(1 - \mu^2)^2}{L_L C_D^2}}
\]

and

\[
\mu e'_v(p) = \frac{\mu}{pC_D} [i_2(p) - i_3(p)].
\]
The condition for regeneration is that
\[
\frac{1}{L_L} \left( \frac{1}{C} + \frac{1 - \mu}{L_L C_D} \right) - \frac{1 - \mu^2}{L_L C_D} \frac{C_{\text{op}}}{C_D + C_{\text{op}}(1 + \mu)} < 0.
\]

If the value of \(C\) is so large that its effect may be neglected,
\[
\mu \varepsilon'(\tau) = \frac{\mu \varepsilon C_D}{C_D + C_{\text{op}}(1 + \mu)} L_L C_D \left( p^2 - \frac{\mu - 1}{L_L[C_D + C_{\text{op}}(1 + \mu)]} \right)^p.
\]

Then
\[
\mu \varepsilon'(t) = -\frac{\mu \varepsilon}{\mu - 1} \left( 1 - \cosh \left( \frac{\mu - 1}{L_L[C_D + C_{\text{op}}(1 + \mu)]} t \right) \right)^{\frac{1}{2}},
\]
or
\[
\mu \varepsilon'(t) = \frac{\mu \varepsilon}{\mu - 1} \left( \cosh \left( \frac{\mu - 1}{L_L[C_D + C_{\text{op}}(1 + \mu)]} t \right) \right)^{\frac{1}{2}} t - 1.
\]

It is thus obvious that the effect of \(C_{\text{op}}\) on the rise of the pulse is to increase the effective capacitance of the pulse transformer by the additive quantity \(C_{\text{op}}(1 + \mu)\).

It is possible by the foregoing procedures to calculate the rise of the pulse both when a trigger is used and when the effects of \(C_{\text{op}}, r_p,\) and \(C\) are taken into account, except that the solutions for \(e_b\) involve solutions of algebraic equations of degree of three or higher, and therefore each solution must be a numerical one. Nevertheless, the task may be accomplished in a straightforward manner.

The effective distributed capacitance \(C_D\) between the plate winding and the grid winding is equal to the total capacitance between the two single-layer windings for a transformer of voltage-stepup ratio \(n = \frac{1}{2}\). This fact is illustrated in Fig. 14.21 for two cases, one where \(C\) is very large, and one where \(C\) is very small. The voltage distributions along the winding before and during the pulse show that the amount of electrostatic energy stored when a voltage pulse \(e_b\) is applied across one winding is the same as that stored when a constant voltage \(e_o\) is applied between the windings.

When a transformer has a stepup ratio \(n \neq \frac{1}{2}\), it is possible to calculate \(C_D\) by the application of the principles set forth in Sec. 12.2.

If there is a third winding on the transformer, the effective distributed capacitance, leakage inductance, and load of this winding must be taken into account in the analysis of circuit behavior.

The regenerative pulse generator frequently employs a lumped-constant line, or network, instead of the capacitance \(C\). For these circumstances, the rise of the pulse may be computed by substituting for
C in the equivalent circuit a resistance equal to the characteristic impedance of the line.

If there are to be only two windings on the transformer and no appreciable amount of power is to be delivered to an external circuit, it is desirable in the design of a regenerative pulse generator to choose the impedance of the line, which in most cases may be considered as the load, approximately equal to $r_p$, the impedance of the source. The value of $n$ for the grid winding should be chosen on the basis of the tube characteristics. If a third winding is to be used, the value of $n$ for this winding should be chosen on the basis of the tube characteristics and the load for this winding.
The Top of the Pulse.—The interval of time during which the pulse is more or less flat is usually called the "top" of the pulse. The behavior of the circuit during this interval is now described. When the output of the generator \(\mu E_p\) is equal to \(E_{bb}, e_v \geq 0, \mu\) is assumed to become less than one, and the output of the generator is assumed to remain equal to \(E_{bb}\) until the grid voltage \(e_v\), which is now positive, falls to zero or lower. The equivalent circuit is then that of Fig. 14-22 in which \(r_p\) is the grid-to-cathode resistance. The switch remains closed when the voltage \(e_v\) across \(C_D\) is greater than zero. The effect of the trigger circuit in this instance is neglected.

It is possible to give a straightforward solution for \(e_v\) with initial currents in \(L_L\) and \(L_P\) and an initial voltage on \(C\) calculated from the rise of the pulse. For the purpose of simplification, however, it is assumed that the initial voltage across \(C\), which was \(E_{co}\) at the beginning of the rise of the pulse, has not changed appreciably during this rise, and that no appreciable current has built up in \(L_P\), the shunt inductance of the transformer, during the rise of the pulse. Furthermore, the effect of \(L_L\) is neglected. This simplified example may be broken down into two extreme cases that are even more simplified.

Case 1. Where \(C\) is so large that the pulse is terminated by the effect of \(L_P\) alone. If the current in \(r\) is neglected,

\[
e_v = -E_{bb}e^{-\frac{r_p}{L_P}}.
\]

Since there is no appreciable voltage developed across \(C\) other than its initial voltage \(E_{co},\)

\[
-e_v = e_b - E_{co}.
\]

It is assumed that the energy stored in \(C_D\) has little effect upon the duration of the pulse. When \(e_v = 0\) (and hence \(e_b = E_{co}\)), \(\mu\) becomes \(\geq 1\), regeneration in the "off" direction takes place, and the pulse is terminated. This maximum pulse duration \(\tau_{max}\) that the circuit having a pulse transformer can produce is then given by

\[|E_{co}| = E_{bb}e^{-\frac{r_p}{L_P}}\]

or

\[
\tau_{max} = \frac{L_P}{r_p} \ln \frac{E_{bb}}{|E_{co}|} = \frac{L_P}{r_p} \ln \mu.
\]
Because of the simplifying assumptions that have been made, the value of \( \tau_{\text{max}} \) thus calculated is somewhat greater than the maximum pulse duration that can actually be achieved.

Case 2. Where \( L_p \) is large, and \( C \) is so small that the pulse duration is determined primarily by the value of \( C \), yet large enough to keep its initial voltage at the beginning of the top of the pulse equal to \( E_{cc} \). Under these circumstances, if the effect of \( C_D \) may be neglected during the time when \( e_0 > 0 \) and the switch is closed (Fig. 14-22),

\[
e_0 = \frac{(E_{bb} - |E_{cc}|)r_p e^{\frac{-t}{r_p + r_g}}}{r_p + r_g}.
\]

The value of \( e_0 \) thus eventually comes very close to zero, and a small amount of current buildup in \( L_p \) is sufficient to make \( e_0 \) go completely to zero, at which time the pulse is terminated. An approximate value for the pulse duration limited by the value of \( C \) is

\[
\tau_{\text{max}} = (r_p + r_g)C.
\]

An example in which \( C = 0 \) and in which any grid current that is drawn must flow through \( R \) is represented in Fig. 14-23 where, at the beginning of the top of the pulse, the battery is substituted for the generator in the circuit. The value of \( R \) is usually much larger than \( r_g \) and \( e_0 \) never gets very far above zero. In fact \( e_0 \) usually becomes less than zero immediately after the peak of the rise of the pulse, and the generator is again switched into the circuit. In this particular example the pulse has no “flat” top, and the pulse “tail” starts as soon as the rise is finished. The shape of the pulse tail is then determined by the time constants \( RC_D \) and/or \( \sqrt{L_p C_D} \), by \( \mu \), and by the initial energies in \( L_p \) and \( C_D \). This example is not treated in detail since it is not of so much practical interest as others.

**The Tail of the Pulse.**—The pulse tail is now calculated for the case where \( C \) is finite and where the circuit is considered to have arrived at the condition where again \( e_0 = 0 \). When \( e_0 \) falls to \( \leq 0 \), \( \mu \) again becomes greater than one and the circuit regenerates “off,” much as it regenerated “on.” The order of magnitude of the regeneration time is, as was shown for a simple case, \( \approx \sqrt{L_p C_D}/\mu \), which is short compared with the time \( \sqrt{L_p C_D} \). Therefore, it is assumed that the circuit has regenerated “off,”
that the generator is therefore disconnected from the circuit, and that $e_g = E_{co}$ at the time $t = 0$. The equivalent circuit is then that of Fig. 14.24 where $R_e$ represents the effect of losses in the core and any damping resistance that may be connected.

The behavior of the circuit may then be considered in two parts. The first part involves the change in $e_b$ from the moment that $e_g = E_{co}$. The variation of $e_b$ depends upon the values of $L_p, R_e$, and $C_D$, and upon the current in $L_p$ and the charge on $C_D$ (both of which can be determined for a given circuit condition) at the moment when $e_g = E_{co}$. The equations for the variation of $e_b$ are identical in form with those given in Sec. 14.1 for the tail of the voltage pulse on a magnetron.

The second part of the circuit behavior involves the discharge of $C$ through $R$ until the voltage across $C$ is equal to $E_e$ (which, for all the cases thus far considered, is equal to $E_{co}$). The initial charge on $C$ depends, of course, on the operation up to the time when $e_g = E_{co}$. If the voltage across $C$ at this time is denoted by $V_C$ ($V_C$ is usually $-0.5$ to $-0.8 E_{bb}$), the voltage $e_c$ is given by

$$e_c = E_{co} - (V_C - E_e) e^{-\frac{t}{RC}},$$

and

$$e_g = e_b + e_c. \quad (14)$$

Comparison of Theory and Experiment.—The foregoing theory, which assumes $\mu$ to be equal to $E_{bb}/E_{co}$ and to be constant, and which neglects various circuit elements in the approximate solutions outlined, gives by no means a complete and highly accurate description of the operation of a regenerative pulse generator. A complete and accurate solution of the problem can be achieved only by laborious graphical methods that fail to give the average investigator the comprehensive view provided by analytical solutions. It is the author's belief that this foregoing theory, rough and brief as it is, is of definite value in being able to show in an analytical manner the dependence of the circuit behavior on the various elements.

Figure 14.25 shows typical pulse shapes obtained from a regenerative pulse generator with two different values of $C$.\footnote{H. M. Zeidler, "Analysis of the Blocking Oscillator," Master's Thesis, E. E. Dept., M.I.T., 1943.} The general shape of the
Lecture 14-2: Pulse-Transformer Parameters

Fig. 14-25.—Typical pulse shapes obtained from a regenerative pulse generator employing a 6SN7 triode, a 132AW2 pulse transformer (see Table 13-2), for which $R = 25,000$ ohms, and $E_{ob} = 300$ volts. (a) $C = 235\mu F$. (b) $C = 2700\mu F$.

Fig. 14-26.—Operating curves for the two pulses shown in Fig. 14-25 with time intervals indicated in $\mu sec$.  

---
rise of each pulse agrees with that given by the theory in Eqs. (8) and (11). The effect of the value of $C$ on the pulse duration is illustrated. The shape of the pulse tail agrees approximately with that given by the theory in Eq. (14). Figure 14.26 shows the operating curves or trajectories (with time intervals indicated in microseconds) for the two operations of the circuit. The inverse slope at any point on a curve of constant plate current $I_p$ is equal to the value of $\mu$ of the tube at this particular point. It may be observed that these operating lines bear out, in a rough way, the predictions of the foregoing theory: during the rise of the pulse the circuit moves rapidly through the region where $\mu$ is approximately constant and greater than one until it enters the region where $\mu$ abruptly decreases to a value much less than one. In this region (giving rise to the top of the pulse) the circuit lingers until the grid voltage drops toward zero and into a region where $\mu$ again becomes greater than one. The circuit then regenerates off, passing rapidly through the region where $\mu$ is approximately constant and greater than one. It is obvious from Fig. 14.25 that, from the point of view of accuracy in calculation, $\mu$ should be assumed to equal $E_{bb}/(e''_o + |E_{co}|)$ when $e_o < e''_o$, rather than to equal $E_{bb}/|E_{co}|$ when $e_o < 0$. As has already been stated, however, this former assumption complicates the problem to the extent that the solutions lose their analytical character and hence much of their usefulness.

\[
\text{(a) } i_1 = \frac{1}{R_o} (e_o - e_i) = e_o G_o - e_i G_o \quad \text{(b) } i_1 = i_o - e_i G_o = e_o G_o - e_i G_o
\]

**Fig. 14.28.**—Equivalent voltage and current sources.

14.3. The Effect of Pulse-transformer Parameters on Frequency Response.—The equivalent circuit of Fig. 14.27 may be used to represent a generator, a stepup or reversing transformer, and a load, where the capacitance to ground of the transformer-primary winding may be neglected.
It is more convenient to write the equations on the node rather than on the loop basis. Therefore, the voltage source in Fig. 14.28a is replaced by the current source of Fig. 14.28b and the equivalent circuit of Fig. 14.29, where \( i_o = e_o G_o \), is thereby obtained. Then
\[
e_1 G_a + \frac{e_1 \Gamma_p}{j\omega} + \frac{(e_1 - e_2)}{j\omega} \Gamma_L = e_o G_o,
\]
and
\[
e_2 j\omega C + e_2 G_l + \frac{(e_2 - e_1)}{j\omega} \Gamma_L = 0.
\]

Or
\[
\begin{bmatrix}
G_a - \frac{j}{\omega} (\Gamma_p + \Gamma_L)
\end{bmatrix} e_1 + \frac{j}{\omega} \Gamma_L e_2 = e_o G_o,
\]
and
\[
\frac{j}{\omega} \Gamma_L e_1 + \left( G_l - \frac{j}{\omega} \Gamma_L + j\omega C \right) e_2 = 0.
\]

Then
\[
e_2 = \begin{bmatrix}
ge_o G_o \\
\frac{j}{\omega} \Gamma_L \\
0
\end{bmatrix} \begin{bmatrix}
G_a - \frac{j}{\omega} (\Gamma_p + \Gamma_L) \\
\frac{j}{\omega} \Gamma_L \\
\frac{j}{\omega} \Gamma_L
\end{bmatrix} e_1 \begin{bmatrix}
1 \\
\frac{j}{\omega}\Gamma_L + j\omega C
\end{bmatrix} + \frac{\Gamma_L^2}{\omega^2},
\]
and
\[
\frac{e_2}{e_o} = -\frac{G_0 \Gamma_L}{\omega} \frac{1}{\left[ G_a - \frac{j}{\omega} (\Gamma_p + \Gamma_L) \right] \left[ G_1 - \frac{j}{\omega} \Gamma_L + j\omega C \right] + \frac{\Gamma_L^2}{\omega^2}}.
\]

Then
\[
\frac{e_2}{e_o} = \frac{G_0 \Gamma_L}{\omega} \frac{\left[ \omega^2 G_o G_1 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L \right]}{\left[ \omega^2 G_o G_1 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L \right]^2 + \omega^2 \left[ G_0 (\Gamma_L - \omega^2 C) + G_1 (\Gamma_p + \Gamma_L) \right]^2}.
\]

Then
\[
\frac{e_2}{e_o} = G_0 \Gamma_L \omega \left[ \omega^2 G_o G_1 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L \right] + \omega^2 \left[ G_0 (\Gamma_L - \omega^2 C) + G_1 (\Gamma_p + \Gamma_L) \right] \left[ G_1 (\Gamma_p + \Gamma_L) + G_0 (\Gamma_L - \omega^2 C) \right] \frac{\Gamma_L^2}{\omega^2}.
\]

and
\[
-\tan \varphi = \frac{\omega^2 G_o G_1 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L}{\omega \left[ G_1 (\Gamma_p + \Gamma_L) + G_0 (\Gamma_L - \omega^2 C) \right]}.\]
If all quantities are referred to the impedance level of \( 1/G_t = 1 \) ohm, and if \( G_o = G_t \), then

\[
\left| \frac{e_2}{e_o} \right| = \Gamma_L \omega \left[ [\omega^2 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L]^2 + \omega^2 [2\Gamma_L + \Gamma_p - \omega^2 C]^2 \right]^{-\frac{1}{2}},
\]

and

\[-\tan \varphi = \frac{\omega^2 + \omega^2 C (\Gamma_p + \Gamma_L) - \Gamma_p \Gamma_L}{\omega (\Gamma_p - \omega^2 C + 2\Gamma_L)}.
\]

Usually

\[
\frac{1}{L_p} \ll \frac{1}{L_L} \quad \text{or} \quad \Gamma_p \ll \Gamma_L.
\]

Hence

\[
\left| \frac{e_2}{e_o} \right| \approx \Gamma_L \omega \left[ [\omega^2 + \omega^2 C \Gamma_L - \Gamma_p \Gamma_L]^2 + \omega^2 [1 - \omega^2 C + 2\Gamma_L]^2 \right]^{-\frac{1}{2}}
\]

and

\[-\tan \varphi \approx \frac{\omega^2 + \omega^2 C \Gamma_L - \Gamma_p \Gamma_L}{\omega (2\Gamma_L - \omega^2 C)}.
\]

If \( C \) is assumed to be approximately equal to \( C_D \), the distributed capacitance of the transformer, the characteristic impedance of the winding may be chosen equal to the load resistance, that is,

\[
Z_T = \sqrt{\frac{L_L}{C_D}} = \sqrt{\frac{1}{C \Gamma_L}} = \frac{1}{G_t} = 1 \text{ ohm}.
\]

(13.4)

Also, since

\[
\tau_{opt} = \sqrt{2L_p C_D},
\]

(13.5)

and

\[
(\alpha + \beta)_{opt} = \gamma = \sqrt{\frac{2L_L}{L_p}},
\]

(13.6)

\[
C_D = L_L = \frac{\gamma \tau_{opt}}{2},
\]

or

\[
\Gamma_L = \frac{2}{\tau_{opt} \gamma},
\]

and

\[
L_p = \frac{\tau_{opt}}{\gamma} \quad \text{or} \quad \Gamma_p = \frac{\gamma}{\tau_{opt}}.
\]

Then

\[
\left| \frac{e_2}{e_o} \right| \approx \frac{2w}{\gamma \tau_{opt} \left[ \left( 2w^2 - \frac{2}{\tau_{opt}^2} \right)^2 + w^2 \left( -\gamma w^2 \tau_{opt} + \frac{4}{\gamma \tau_{opt}} \right)^2 \right]^{\frac{1}{2}}}.
\]
and

\[ -\tan \varphi = \frac{2\omega^2 - \frac{2}{\tau_{\text{opt}}^2}}{\omega \left( \frac{4}{\gamma\tau_{\text{opt}}} - \frac{\gamma\omega^2\tau_{\text{opt}}}{2} \right)} \]

**Fig. 14.30.**—Plot of the amplitude response, \( a_{\text{db}} \) vs. \( \omega\tau_{\text{opt}} \).

**Fig. 14.31.**—Plot of \(-\tan \varphi \) vs. \( \omega\tau_{\text{opt}} \).
The response of the transformer may be expressed as follows:

$$a_{th} = 20 \log_{10} 2 \left| \frac{e_i}{e_o} \right|$$

In Figs. 14.30, 14.31, and 14.32 are plotted respectively $a_{th}$ vs. $\omega \tau_{opt}$, $-\tan \phi$ vs. $\omega \tau_{opt}$, and $-\phi$ vs. $\omega \tau_{opt}$ for several values of $(\alpha + \beta)_{opt} = \gamma$.

![Graph showing the frequency response characteristics of a transformer](image)

It is to be remembered that the equivalent circuit from which these curves are calculated is valid only when $L_L$ is very small compared with $L_p$, and hence when $\gamma$ is small. As $\gamma$ becomes larger, the error involved in using this equivalent circuit becomes greater. Hence, these curves...
tion. It has also been assumed that $L_p$ is constant over the frequency range shown. This assumption is valid only if the laminations are thin enough and their resistivity and $\mu$ so high [see Eqs. (15-30) and (15-31)] that the impedance of $R_*$ is high compared with that of $L_*$ over the frequency range considered.

It is possible to use oscilloscope presentation for the measurement of $|e_2/e_0|$ and $\tan \varphi$ by using the circuit shown in Fig. 14-33, where the actual generator has an impedance that is small compared with $R_0 = R_I$.

The oscilloscope traces are of the general form shown in Fig. 14-34, where

$$\frac{|e_2|}{e_0} = \tan \theta,$$

and

$$\tan \frac{\varphi}{2} = \frac{b}{a}.$$

Then

$$a_{th} = 20 \log_{10} \frac{2 \tan \theta}{n}.$$
In the measurement of frequency response it is often convenient to use two identical transformers, one a stepdown, the other a stepup, in order to make \( n \) for the pair equal to one. The slope \( \tan \theta \) for the combination may then be obtained and compared with the slope \( \tan \theta' \) obtained when no transformer is used in the circuit. Then \( |e_2/e_0| \) for the transformer pair is equal to \( \tan \theta/\tan \theta' \). This method is recommended because it eliminates errors arising from lack of orthogonality of the scope plates.

In Fig. 14.35 are shown photographs of scope traces obtained at various frequencies in the measurement of the frequency response of a transformer that is operated with \( n = -1 \) and \( R_i = 1000 \) ohms.
Figure 14.36 shows similar photographs for a combination of transformers (232AW2 and 232BW2, see Tables 13.1 and 13.2) stepdown \( n = \frac{1}{5} \) — stepup \( n = 5 \) operating into a load \( R_l = 1000 \) ohms.

Figure 14.37 shows the oscilloscope traces obtained when the transformer or transformers are omitted from the circuit.

It is thus possible to relate, both theoretically and experimentally, the pulse and frequency-response characteristics of a transformer.

This chapter has treated the effect of pulse-transformer parameters on the pulse shape generated by power pulse generators when resistance and magnetron (or biased-diode) loads are used. The effect of the pulse-transformer parameters on the behavior of a regenerative-pulse-generator circuit has been outlined. The effect of the parameters of stepup and inverting transformers on the frequency response with a resistance load has also been discussed.
CHAPTER 15

MATERIALS AND THEIR USES IN DESIGN

By W. H. Bostick

CORE MATERIAL

15-1. D-c Properties and Test Results.—It has been pointed out in Secs. 12-2 and 13-1 that the primary or shunt inductance $L_p$ of a pulse transformer must be large compared with the leakage inductance $L_L$ if the transformer is to have a high efficiency. To achieve a low value of $L_L/L_p$ it is necessary to make a wise choice of core material and type of core in designing the transformer. It is therefore of importance to investigate the factors that influence $L_p$ (or $L_e$ and $R_e$).

Required Geometrical and Electrical Properties of the Core.—In general, the core should be made in the form of a closed path with a mean magnetic-path length as small as the coil that it encloses permits. In order that eddy currents may be reduced, the core must be fabricated from thin laminations or strips, and the core material should have as high a resistivity as is consistent with the retention of good magnetic and working properties of the steel. The rolling of the magnetic material into thicknesses in the range of 0.001 to 0.005 in., and the fabrication of this material into the core, must not seriously reduce $\mu$, alter the shape of the $B-H$ loop in the vicinity of $B_{sat}$, or increase the value of $H_e$ (see Fig. 15-2) of the material. Furthermore, it must be possible in one way or another to assemble the coils on the core or vice versa. The interlaminar resistance must be sufficiently high to keep the effect of interlaminar eddy currents negligibly small, and the thickness of the interlaminar insulating layer should be small enough to permit a high space factor (ratio of active volume to total volume) for the completed core.

D-c Properties of the Core Material.—The pulse properties of a core depend to a great extent upon the d-c or low-frequency properties of the core and the core material. The d-c magnetic properties of a core that are relevant to pulse-transformer use will now be discussed.

Usually voltage pulses of only one polarity are applied to the transformer, and under these conditions the core material is operated only in the region to the right or left of the $H$-axis. If the pulse-transformer core is initially unmagnetized, and rectangular pulses of constant voltage and one polarity are applied, the resultant incremental $B-H$ loops of
constant flux swing $\Delta B$ will, during a brief transient period, bring the core material to the state where the loop from the remanent point to the $B-H$ curve has a change in flux density equal to $\Delta B$. The location of the remanent point depends upon the particular value of $\Delta B$ and on the shape of the $B-H$ curve (see Fig. 15.1). If $\Delta B$ is large, the remanent flux density at the beginning of each pulse (after the transient period is over) is very nearly equal to $B_r$, the remanent flux density of the core when the material is driven to saturation.

It is often desirable to have a large $\Delta B$ during the pulse in order to keep the number of turns on the coil and the cross-sectional area of the core reasonably small [see Eq. (10)]. With a material of large remanent induction $B_r$ (see Fig. 15.2a) the $\Delta B$ over which the core may be operated during the pulse without saturation is small.

From the d-c or low-frequency hysteresis loops of two sample cores, one without butt joints shown in Fig. 15.2a and the other with butt joints,
(that is, gaps in the magnetic circuit) shown in Fig. 15.2b, it is obvious that $B_r$ may be reduced (and the available $\Delta B$ thereby increased) by—

1. The insertion of a gap (a butt joint) in the core (see Fig. 15.2b).
2. A reverse magnetic field $H_r$ (see Fig. 15.2a) produced by a current that flows through the primary in the reverse direction between pulses and leaves the core with a remanence $B = B''_r$ (and $H = 0$) at the beginning of each pulse.
3. A reverse magnetic field $H_r$ produced by a constant reverse current (in either the primary winding or a special winding in the transformer) that leaves the core material at $B = B''_r$ and $H = -H_r$ at the beginning of each pulse (see Fig. 15.2a).

To achieve a value of $B_r$ that is well below the $B$-axis (and hence a high available $\Delta B$) by Methods 2 and 3 without requiring an inordinately large amount of current to achieve the requisite $H_r$, and to achieve a high average d-c incremental permeability $\mu$, it is obviously desirable to have a very low $H_c$. To achieve a low $B_r$ by Method 1 without introducing an extremely large gap (which markedly reduces $\mu_{os}$ and $\mu_i$) it is also desirable to have a low $H_c$ [see Eq. (4)]. The available $\Delta B$ is also dependent upon $B_{sat}$, the saturation induction of the core material; thus, other things being equal, it is desirable to have a core material with as high a value of $B_{sat}$ as possible in order to obtain a large variation in flux density.

The average incremental d-c permeability $\mu_i$ over the range $\Delta B$ is, in most cases, a major factor in determining the pulse permeability. It is therefore desirable to have $\mu_i$ a maximum.
Optimum Gap Length of the Core.—Most low-power pulse transformers operate with relatively small values of $\Delta B$ (less than 1000 gauss), and in many of these transformers no special precautions need be taken to reduce $B_r$ (see Fig. 15.1). With high-power pulse transformers, however, it is often advisable to use a large $\Delta B$. In many high-power applications a gap, rather than reverse current, proves to be the more practical method of reducing $B_r$.

It is possible to calculate approximately the gap length necessary to produce maximum $\mu_e$ over the range $\Delta B$ if the hysteresis loops of Fig. 15-2a and b are assumed to become, through a process of idealization, the loops of Fig. 15-3.

It is sometimes desirable to increase the induction during the pulse almost to saturation in order to achieve the maximum $\Delta B$. Therefore, it is assumed that the value of $\Delta B$ that is effective during the pulse is

$$\Delta B = B_{\text{sat}} - B_{rg},$$

where $B_{rg}$ as defined in Fig. 15-3 is the remanence of a core containing a gap.

The magnetomotive force $Hl$ may be equated to the flux multiplied by the sum of the reluctances of the core material and the gap. Thus,

$$Hl = BA \left( \frac{l}{A\mu_o} + \frac{l_g}{A} \right) = B \left( \frac{l}{\mu_o} + \frac{l_g}{l} \right).$$

Then

$$\frac{1}{\mu_{og}} = \frac{H}{B} = \frac{1}{\mu_o} + \frac{l_g}{l},$$

or

$$\mu_{og} = \frac{\mu_o}{1 + \mu_o \frac{l_g}{l}} \quad (1)$$

where $l$ is the mean magnetic-path length of the core and is assumed to be essentially equal to the total magnetic-path length of iron and gap, $l_g$ is the gap length, and $A$ is the cross-sectional area of the core. From Fig. 15-3 it is evident that

$$B_r = \mu_e H_c,$$

$$B_{rg} = \mu_{og} H_c,$$

and

$$\mu_{og} = \frac{B_{\text{sat}} - B_{rg}}{B_{\text{sat}} + H_c} = \left( \frac{B_{\text{sat}} - \mu_{og} H_c}{B_{\text{sat}} + \mu_{og} H_c} \right) \mu_{og}.$$

Since a gap is usually chosen in practice so that $B_{rg} \ll B_{\text{sat}}$, the following approximation can be written for this last equation:
\[ \mu_{io} \approx \left( 1 - \frac{2\mu_{0g}H_c}{B_{sat}} \right) \mu_{og} = \mu_{og} - \frac{2H_c}{B_{sat}} \mu_{og}^2. \]  

(2)

It is desired to maximize \( \mu \) with respect to \( l_o/l \), that is, \( d\mu_{io}/d(l_o/l) \) should be equated to zero. Since

\[ \frac{d\mu_{io}}{d\left( \frac{l_o}{l} \right)} = \frac{\partial \mu_{io}}{\partial \mu_{og}} \frac{d\mu_{og}}{d\left( \frac{l_o}{l} \right)}, \]

and \( d\mu_{og}/d(l_o/l) \) vanishes only for \( \mu_o = 0 \), and \( \mu_o \) is always greater than zero in practice, the value of gap length for maximum \( \mu_{io} \) may be obtained from the relation

\[ \frac{\partial \mu_{io}}{\partial \mu_{og}} = 1 - \frac{4H_c}{B_{sat}} \mu_{og} = 0, \]

or

\[ 1 + \frac{\mu_o}{l} - \frac{4H_c}{B_{sat}} \mu_o = 0. \]

From this relationship, the optimum ratio \( l_o/l \) for a core that is to be driven almost to \( B_{sat} \), is

\[ \left( \frac{l_o}{l} \right)_{opt} = \frac{4H_c}{B_{sat}} - \frac{1}{\mu_o}. \]

(3)

The value of \( \mu_{io} \) for this optimum length of gap is given by

\[ \mu_{io} = \frac{B_{sat}}{8H_c}. \]

(4)

If, for a given material with no gap in the core, the remanence \( B'_r = fB_{sat} \), where \( f \) is some fraction less than 1,

\[ \left( \frac{l_o}{l} \right)_{opt} = \frac{1}{\mu_o} (4f - 1) = \frac{H_c}{B_{sat}} \left( 4 - \frac{1}{f} \right). \]

In most core materials used in pulse transformers, \( f \approx 0.75 \). Then

\[ \left( \frac{l_o}{l} \right)_{opt} \approx \frac{2}{\mu_o}. \]

Thus, the optimum gap length for a Mo permalloy core \( (H_c \approx 0.04 \text{ oersteds, } B_{sat} \approx 8500 \text{ gauss}) \) is about one-third the optimum gap length for a Hipersil core \( (H_c \approx 0.25 \text{ oersteds, } B_{sat} \approx 17,500 \text{ gauss}) \), and the

1 Complete ferric saturation occurs at \( B = 20,250 \text{ gauss} \). For purposes of constructing an idealized d-c \( B-H \) loop, however, \( B_{sat} = 17,500 \text{ gauss} \) is a more suitable value for Hipersil.
value of $\mu_{io}$ for the optimum gap length is about three times as great for the Mo permalloy core as for the Hipersil core.

A typical 0.002-in. Hipersil core with $l = 5$ in. is manufactured with a butt joint containing a total gap length of about 0.001 in. Thus

$$\frac{l_g}{l} = \frac{0.001\ \text{in.}}{5\ \text{in.}} = 2 \times 10^{-4}.$$  

The value of $\mu_o$ for this material is about 10,000, for which

$$\left(\frac{l_g}{l}\right)_{\text{opt}} \approx \frac{2}{\mu_o} \approx 2 \times 10^{-4}.$$  

Thus, the gap used is approximately of optimum length if the core is to be driven almost to $B_{sat}$.

The value of $\mu_{io}$ calculated from Eq. (4) in terms of $\mu_o$ for $l_g/l = (l_g/l)_{\text{opt}}$ is

$$\mu_{io} = \frac{\mu_o}{8f}.$$  

If $f = 0.75$, $\mu_{io} = \mu_o/6$.

The quantity $\mu_{max}$ (see Fig. 15.3) is related to $\mu_o$ by the following equation:

$$\mu_{max} = \frac{B_{sat}}{B_{sat} + H_c} = \left(\frac{B_{sat}}{B_{sat} + B_r}\right)\mu_o = \frac{1}{1 + f \mu_o}.$$  

Hence, when

$$\frac{l_g}{l} = \left(\frac{l_g}{l}\right)_{\text{opt}},$$  

$$\mu_{io} = \frac{\mu_{max}(1 + f)}{8f}.$$  

When $f = 0.75$,

$$\mu_{io} \approx 0.3\mu_{max}.$$  

It is to be remembered that the foregoing values of $\left(\frac{l_g}{l}\right)_{\text{opt}}$ and $\mu_{io}$ are calculated for a core that is driven to $B_{sat}$. If it is desired to drive the flux density to some value $B_m$ that is less than $B_{sat}$, but still much greater than $B_r$, Eq. (2) becomes

$$\mu_{io} = \mu_{og} - \frac{2H_c}{B_m} \mu_{og},$$  

and Eq. (3) becomes

$$\left(\frac{l_g}{l}\right)_{\text{opt}} = \frac{4H_c}{B_m} - \frac{1}{\mu_o}.$$
Effect of Reverse Magnetic Field.—For some applications in which high values of $\Delta B$ are required, it is not only practical but advantageous to use a reverse current (usually with an ungapped core structure). The following analysis of the effect of reverse current holds for cores, whether they have a gap or not, as long as their d-c hysteresis loops are approximately representable by the idealized loop of Fig. 15.4.

The quantity $B''$ is defined as the induction that results from the application of a d-c reverse field $H_r$. It is assumed, for simplicity, that the remanent induction $B''$ resulting from the application of a peak reverse field $H_r$ between pulses (which drops to zero just before the beginning of the pulse) is equal to $B''$. Thus

$$B'' = B'' = (H_e - H_r)\mu_o.$$

The value of $\mu_t$ that results from

$$\Delta B = B_m - B'',$$

where $H_r$ is applied as a peak reverse field between pulses and falls to zero at the beginning of the pulses, is

$$\mu'' = \frac{B_m - B''}{H_e + \frac{B_m}{\mu_o}} = \frac{B_m - (H_e - H_r)\mu_o}{H_e + \frac{B_m}{\mu_o}}.$$

It is possible, if desired, to express $\mu''$ in terms of $\mu_{\text{max}}$ since

$$\mu_{\text{max}} = \frac{B_{\text{sat}}}{H_e + \frac{B_{\text{sat}}}{\mu_o}}.$$

Then

$$\mu_o = \frac{B_{\text{sat}}\mu_{\text{max}}}{B_{\text{sat}} - H_c\mu_{\text{max}}},$$

and

$$\mu'' = \frac{B_m - (H_e - H_r)\frac{B_{\text{sat}}\mu_{\text{max}}}{B_{\text{sat}} - H_c\mu_{\text{max}}}}{H_e + \frac{(B_{\text{sat}} - H_c\mu_{\text{max}})B_m}{B_{\text{sat}}\mu_{\text{max}}}}.$$
Figu. 15-5.—Diagrams showing various types of pulse transformer cores.
(a) Continuously-wound strip core.
(b) One butt joint sawed in a continuously wound strip core.
(c) Two butt joints sawed in a continuously wound strip core.
(d) Two butt joints sawed in a continuously wound strip core. Coils are wound in ordinary fashion with half core as a mandrel.
(e) Laced-joint core. Core is continuously wound from strip, annealed, every third leaf...
If \( H_r \) is obtained from a constant d-c current in one winding of the transformer, the resultant incremental permeability \( \mu'''' \) over

\[
\Delta B = B_m - B_r''''
\]

is

\[
\mu'''' = \frac{B_m - (H_c - H_r)\mu_o}{H_r + H_c + \frac{B_m}{\mu_o}}
\]  

(6)

It is also possible to express \( \mu'''' \) in terms of \( \mu_{\text{max}} \) if Eq. (5) is substituted in Eq. (6).

For materials such as the permalloys, where a reverse current may be advantageously used, \( \mu_o \) is usually very high and a suitable value for the reverse field \( H_r \), in order to obtain a high \( \mu''' \) or \( \mu'''' \) is \( H_c < H_r < 2H_c \). Values of \( H_r \) greater than \( 2H_c \) are, of course, advantageous if they can be obtained. From the idealized loop of Fig. 15.4 it may be seen that, if

\[
H_r \approx H_c + \frac{B_{\text{max}}}{\mu_o}
\]

the highest possible value of \( \mu'''' \) is obtained. This highest value of \( \mu'''' \) equals \( \mu_{\text{max}} \), which is approximately equal to \( \mu_o/(1 + f) \).

Geometrical Core Shapes and Types of Construction That Have Been Evolved.—A number of methods of constructing cores have been evolved by various British and American manufacturers. These arrangements of core material are described and numbered in Fig. 15.5. With cores that contain no gap (that is, cores of either lap-joint or continuous-strip construction) it is necessary to have a reverse magnetic field \( H_r \) if \( \Delta B \) is to be fairly high. Under these conditions, it is desirable that the magnetic material have a low \( H_c \) in order that the \( H_r \) available between pulses or from a d-c winding may reduce the remanence to a low or negative value. If the core is an unbreakable closed magnetic circuit, it is necessary to wind the coils by hand with a bobbin, or on a machine with a circular shuttle.

---

cut as it is disassembled. The pieces are then reassembled into the Cu coils. This core has a poor space factor.

(f) Long strips are laced into completed coils. This method is tedious for thin laminations and large transformers.

(g) Core is continuously wound with extra window length, annealed, and cut at one end. The core is inserted into Cu coils and the ends of the magnetic strip are interleaved to form a lap joint.

(h) Alternate-stacked lap joint.

(i) Same as (h) except that the laminations are all similarly stacked to give a butt joint.

(j) U-U punchings, lap joint.

(k) U-I or L-L punchings with lap joint.

(l) U-I punchings with butt joints.

(m) E-E stacked, butt joints.

(n) Four I's stacked, lap joint.
Iron-dust cores for pulse transformers have, in general, proved inferior to laminated cores because of their large inherent effective gap, and hence their low effective permeability.

The magnetic materials manufactured in the United States and the United Kingdom, together with the types of pulse-transformer cores in which the materials have been used, are listed in Tables 15.1 and 15.2.

**Table 15.1.—Core Materials Manufactured and Used in the U.S.A.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Type of core</th>
<th>Type of inter-laminar insulation</th>
<th>Material manufacturer</th>
<th>Core manufacturer</th>
<th>Principal users of cores</th>
<th>Pulse-power range in which cores are generally used</th>
</tr>
</thead>
<tbody>
<tr>
<td>78% Ni, 3% Mo, 19% Fe, Permalloy 0.0012 in.</td>
<td>(a)</td>
<td>SiO₂ dust deposited by cataphoresis process</td>
<td>Western Electric Co.</td>
<td>Western Electric Co.</td>
<td>10–100 kw</td>
<td></td>
</tr>
<tr>
<td>45% Ni, 55% Fe, Permalloy 0.002 in.</td>
<td>(a), (b), (c), (d)</td>
<td>SiO₂ dust deposited by cataphoresis; or mica dust</td>
<td>Western Electric Co.</td>
<td>Western Electric Co.</td>
<td>100 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>45% Ni, 55% Fe, Permalloy 0.002 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Mica dust</td>
<td>Carpenter</td>
<td>Magnetic Metals Co.</td>
<td>100 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>45% Ni, 55% Fe, Permalloy 0.002 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Oxide</td>
<td>Carpenter</td>
<td>Magnetic Metals Co.</td>
<td>100 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>45% Ni, 3% Si, 52% Fe, Silicon Nicaloi 0.002 in. and 0.004 in.</td>
<td>(a), (b), (c), (d)</td>
<td>SiO₂ dust deposited by cataphoresis; or mica dust</td>
<td>Western Electric Co.</td>
<td>Western Electric Co.</td>
<td>100 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>45% Ni, 3% Mo, 52% Fe, Monimax 0.002 in., 0.003 in, and 0.004 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Mica dust</td>
<td>Carpenter</td>
<td>Magnetic Metals Co.</td>
<td>100 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>3% Si, 97% Fe, Si Steel 0.003 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Oxide and powder (MgO)</td>
<td>Allegheny Ludlum</td>
<td>General Electric Co.</td>
<td>0.1 kw–1 Mw</td>
<td></td>
</tr>
<tr>
<td>3% Si, 97% Fe, Hiperusal .003 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Oxide and powder (MgO)</td>
<td>Allegheny Ludlum</td>
<td>General Electric Co.</td>
<td>10 kW–0.5 Mw</td>
<td></td>
</tr>
<tr>
<td>3% Si, 97% Fe, Oriented 0.002 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Oxide and powder (MgO)</td>
<td>Allegheny Ludlum</td>
<td>General Electric Co.</td>
<td>10 kW–0.5 Mw</td>
<td></td>
</tr>
<tr>
<td>3% Si, 97% Fe, Oriented 0.001 in.</td>
<td>(a), (b), (c), (d)</td>
<td>Oxide and powder (MgO)</td>
<td>Allegheny Ludlum</td>
<td>General Electric Co.</td>
<td>10 kW–0.5 Mw</td>
<td></td>
</tr>
</tbody>
</table>
Table 15.2.—Core Materials Manufactured and Used in Great Britain

<table>
<thead>
<tr>
<th>Material</th>
<th>Type of core</th>
<th>Type of interlaminar insulation</th>
<th>Material manufacturer</th>
<th>Core manufacturer</th>
<th>Principal users of cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiometal 0.004 in.</td>
<td>(h)</td>
<td>Oxide; sometimes lacquer as well</td>
<td>Magnetic and Electric Alloys</td>
<td>Magnetic and Electric Alloys</td>
<td>The General Electric Co. Ltd. (GEC) British Thompson Hulton Co. Ltd. (BTH)</td>
</tr>
<tr>
<td>Radiometal 0.004 in.</td>
<td>(h)</td>
<td>Paper interleaved</td>
<td>Magnetic and Electric Alloys</td>
<td>Magnetic and Electric Alloys</td>
<td>BTH</td>
</tr>
<tr>
<td>Radiometal 0.004 in.</td>
<td>(n)</td>
<td></td>
<td>Telegraph Construction and Maintenance Co., Ltd.</td>
<td></td>
<td>Metropolitan-Vickers Electric Co., Ltd. (METV)</td>
</tr>
<tr>
<td>Radiometal 0.002 in.</td>
<td>(e)</td>
<td>Oxide</td>
<td></td>
<td></td>
<td>BTH</td>
</tr>
<tr>
<td>Radiometal 0.002 in.</td>
<td>(a)</td>
<td>Lacquer</td>
<td></td>
<td></td>
<td>BTH</td>
</tr>
<tr>
<td>Radiometal 0.005 in.</td>
<td></td>
<td>Varnish</td>
<td></td>
<td></td>
<td>GEC</td>
</tr>
<tr>
<td>Rhometal 0.004 in.</td>
<td>(h)</td>
<td>Oxide</td>
<td>Magnetic and Electric Alloys</td>
<td>Magnetic and Electric Alloys</td>
<td>GEO</td>
</tr>
<tr>
<td>Rhometal 0.004 in.</td>
<td>(n)</td>
<td></td>
<td></td>
<td></td>
<td>E. C. Cole Ltd.</td>
</tr>
<tr>
<td>Rhometal 0.004 in.</td>
<td>(n)</td>
<td>Oxide</td>
<td>Magnetic and Electric Alloys</td>
<td>Magnetic and Electric Alloys</td>
<td>GEC</td>
</tr>
<tr>
<td>Rhometal 0.004 in.</td>
<td>(n) or (e)</td>
<td></td>
<td></td>
<td></td>
<td>METV</td>
</tr>
<tr>
<td>Rhometal 0.004 in.</td>
<td>(q) (n); (e) experimental only</td>
<td></td>
<td></td>
<td></td>
<td>METV</td>
</tr>
<tr>
<td>Rhometal 0.002 in.</td>
<td>(a)</td>
<td>Lacquer</td>
<td></td>
<td></td>
<td>BTH</td>
</tr>
<tr>
<td>4% Si, 96% Fe, 0.007 in. 0.014 in.</td>
<td>(n)</td>
<td></td>
<td></td>
<td></td>
<td>METV</td>
</tr>
<tr>
<td>Stalloy 0.014 in.</td>
<td>(n)</td>
<td></td>
<td></td>
<td></td>
<td>METV</td>
</tr>
</tbody>
</table>

Equation (13.20) shows that, in order to make the value of \((\alpha + \beta)_{opt}\) low (that is, to make the efficiency high), the effective pulse permeability \(\mu_e\) should be made a maximum. As is shown later, \(\mu_e\) depends upon the pulse duration, the thickness of the laminations, and the values of the resistivity and the permeability \(\mu_i\) of the material. Other things being equal, it is of advantage in the design of a transformer to select the core material and type of core that provide the highest value of \(\mu_i\). There is, however, a dependence of \((\Delta B)_{opt}\) on load impedance, power level, wire size, and \(\mu_e\) [see Eq. (13.17)]; also, the value of \(\mu_i\) for a given core depends markedly on \(\Delta B\).
A workable procedure in the choice of core material and core for a pulse transformer is to estimate a reasonable value for $\mu_r$, and from this estimate to determine the approximate value of $(\Delta \mathcal{B})_{\text{opt}}$ by the use of Eq. (13.17), past experience, and extrapolation from previous successful designs. The core material and structure giving the highest $\mu_r$ for this $\Delta \mathcal{B}$ are then selected.

For regenerative-pulse-generator and interstage transformers operating at pulse powers of the order of magnitude of 0.5 kw, $(\Delta \mathcal{B})_{\text{opt}}$ is of the order of magnitude of 1000 gauss. For pulse transformers operating at pulse powers of the order of magnitude of 0.001 kw, $(\Delta \mathcal{B})_{\text{opt}}$ is much less than 1000 gauss. For the transformers that operate at very low values of $\Delta \mathcal{B}$, it is advantageous to use cores without any gaps and with the steepest incremental $B$-$H$ loops (see Figs. 15.1 and 15.2), which are found in materials of low $H_e$ and high $\mu_r$ (that is, the permalloys).

For transformers that operate at high power levels $(\Delta \mathcal{B})_{\text{opt}}$ is of the order of magnitude of 8000 gauss. If sufficient reverse current is available, the highest value of $\mu_r$ can usually be attained by using a permalloy core with no gap. If these cores are continuously wound from ribbon, the winding of the coils for the transformer must be performed with a shuttle. This departure from the simple normal practice of coil winding and the fact that the core window cannot be used so economically if shuttle winding is required may in some cases induce the designer to choose a core with a gap.

The designer is obliged to choose a structure that contains a gap if insufficient reverse current is available. The advantage that the materials with very low $H_e$ and very high $\mu_r$ (that is, the permalloys) have over oriented silicon steel in ungapped structures is largely lost in gapped structures, and $\mu_r$ [see Eq. (10.17)], also, the value of $\mu_r$ for a given core depends markedly on $\Delta \mathcal{B}$. 
with both types of materials with the various gapped structures illustrated in Fig. 15-5. From the point of view of the ease of construction of the transformer, of a high available $\Delta B$, a reasonably high value of $\mu$, a high space factor, the availability of light gauge materials in large quantities, and the uniformity in the completed product, the type C core (Fig. 15-5) utilizing 0.002-in. Hipersil has been an extremely useful pulse-transformer core. An assortment of widely used sizes of 0.002-in. Hipersil cores is shown in Fig. 15-6. Various 0.001-in. Mo Permalloy and 0.002-in. 45-Permalloy uncut cores are shown in Fig. 15-7. Several 0.004-in. silicon Nicaloi punchings and one 0.003-in. Monimax punching widely used in pulse transformers are shown in Fig. 15-8.

*Standard Tests on Core Materials and Cores.*—There has been an effort on the part of the agencies interested in pulse transformers and on the part of industries manufacturing them to formulate a set of standard tests on pulse-transformer cores and core materials to facilitate the comparison of the various cores. This set of standard tests for pulse-transformer cores is set forth in the Radiation Laboratory Report No. 722.¹

The measuring techniques given in that report are described in Sec. 15·1.

Results of Tests on Various Core Materials.—In Table 15·3 are listed the results of a series of systematic measurements made in 1944 on several widely used materials for pulse-transformer cores manufactured in the U. S. These results show that Hipersil excels at the high values of $\Delta B$, and that the Ni steels are better at the lower values. The pulse performance of Mo Permalloy when a reverse magnetic field is used is especially notable.

![Graph of B-H loops](image)

Fig. 15·9.—Loci of the tips of pulse $B-H$ loops taken on butt-joint cores, with 1-μsec pulses.

- Curve A is for Monimax 0.003-in., $\frac{1}{2}$ in. by $\frac{1}{4}$ in. leg section.
- Curve B is for silicon Nicaloi 0.003 in., $\frac{1}{4}$ in. by $\frac{1}{4}$ in. leg section.
- Curve C is for silicon Nicaloi 0.004 in., $\frac{1}{4}$ in. by $\frac{1}{4}$ in. leg section.
- Curve D is for Hipersil 0.002 in., $\frac{1}{4}$ in. by $\frac{1}{4}$ in. leg section.

In Fig. 15·9 are shown the loci of the tips of $B-H$ loops obtained with 1-μsec pulses for several cores constructed of punched laminations with butt joints and for a type C Hipersil core. Again it may be seen that Hipersil excels at the high flux densities whereas some of the nickel steels appear slightly better at lower flux densities.

Actual photographs of pulse $B-H$ loops are shown in Fig. 15·10.

The d-c and pulsed $B-H$ loops shown in Fig. 15·11 are representative of the performance of British pulse-transformer cores, which were made, for the most part, of nickel steel. The construction of “synthesized” pulsed $B-H$ loops shown in Fig. 15·11 will be described in Sec. 15·4.

1 Although more accurate measurements have subsequently been made, the measurements listed in Table 15·3 provide a reliable basis for a comparison of the various core materials.
15.2. Pulse Magnetization. Electromagnetic Treatment of the Magnetization of the Core.—The theoretical expression for the inductance and magnetic field of a coil of given length and diameter involves Nagaoka's constant, which depends upon the ratio of length to diameter of the coil. However, if the coil is wound in the form of a toroid, its inductance is

\[ L = \frac{4\pi N^2 A}{10^4 l} \] henrys,
<table>
<thead>
<tr>
<th>Material</th>
<th>GE Si Nicaloi (B9W)</th>
<th>GE Monimax</th>
<th>WE Mo Permalloy</th>
<th>Westinghouse oriented Hipersil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constitution</td>
<td>42.65% Ni 0.40% Mn 0.34% Al</td>
<td>42.4% Ni 3.33% Mn 0.75% Al</td>
<td>47% Ni 3% Mo</td>
<td>79% Ni 4% Mo 3.25% Si</td>
</tr>
<tr>
<td>Thickness of lamination, in.</td>
<td>0.0025 0.004</td>
<td>0.0025</td>
<td>0.0012 0.0025</td>
<td>0.0025</td>
</tr>
<tr>
<td>Specific gravity</td>
<td>7.9 7.9</td>
<td>8.45</td>
<td>8.7 7.6</td>
<td>7.6</td>
</tr>
<tr>
<td>Resistivity in microhm-cm.</td>
<td>85 85</td>
<td>73</td>
<td>46</td>
<td>50-55</td>
</tr>
<tr>
<td>D-c magnetization data</td>
<td>Uncut core Uncut core Uncut core Cut core* Uncut core Uncut core Cut core</td>
<td>Uncut core Uncut core Uncut core Cut core* Uncut core Uncut core Cut core</td>
<td>Uncut core Uncut core Uncut core Cut core</td>
<td>Uncut core Uncut core Uncut core Cut core</td>
</tr>
<tr>
<td>$\mu_{\text{max}}$</td>
<td>7650 37,000</td>
<td>21,900 2680*</td>
<td>79,650</td>
<td>12,200 6180</td>
</tr>
<tr>
<td>$H$ in oersteds at</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B = 1000$ gauss</td>
<td>0.18 0.05</td>
<td>0.09 0.41*</td>
<td>0.03</td>
<td>0.20 0.33</td>
</tr>
<tr>
<td>$B = 5000$</td>
<td>1.02 0.13</td>
<td>0.24 1.92*</td>
<td>0.065</td>
<td>0.46 0.83</td>
</tr>
<tr>
<td>$B = 10,000$</td>
<td>3.71</td>
<td>3.17 9.0*</td>
<td>1.45</td>
<td>0.85 1.71</td>
</tr>
<tr>
<td>$B = 12,500$</td>
<td>13.8 22.4*</td>
<td>13,400 12,900</td>
<td>1.45</td>
<td>2.85</td>
</tr>
<tr>
<td>$B$ in gauss at $H = 25.$</td>
<td>9800 11,950</td>
<td>8880 17,400</td>
<td>16,500</td>
<td></td>
</tr>
<tr>
<td>At $B = 5000$ gauss</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{c}$ in oersteds</td>
<td>0.195 0.059</td>
<td>0.11 0.13</td>
<td>0.045</td>
<td>0.273 0.257</td>
</tr>
<tr>
<td>$B_{r}$ in gauss</td>
<td>2750 4300</td>
<td>3580 530</td>
<td>3970</td>
<td>3360 2100</td>
</tr>
<tr>
<td>Loss in ergs/cm²/cycle (60 cycles)</td>
<td>265 89</td>
<td>120 140</td>
<td>40</td>
<td>280 420</td>
</tr>
<tr>
<td>At $B = 10,000$ gauss</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{c}$ in gauss oersteds</td>
<td>0.08 0.13</td>
<td>0.20</td>
<td>0.38 0.45</td>
<td></td>
</tr>
<tr>
<td>$B_{r}$ in gauss</td>
<td>7250 5500</td>
<td>950</td>
<td>8080 4700</td>
<td></td>
</tr>
<tr>
<td>Loss in ergs/cm²/cycle</td>
<td>390 475</td>
<td>520</td>
<td>820 1450</td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>GE Si Nicaloi (B9W)</td>
<td>GE Monimax</td>
<td>WE Mo Fermalloy</td>
<td>Westinghouse oriented Hipersil</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------------</td>
<td>------------</td>
<td>-----------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Pulse magnetization data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 1 \mu\text{sec}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For $H_r = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$ in oersteds at $\Delta B = 5,000$ gauss</td>
<td>7.1</td>
<td>45.0</td>
<td>5.9</td>
<td>7.2*</td>
</tr>
<tr>
<td>at $\Delta B = 7,500$</td>
<td>22.5</td>
<td></td>
<td>11.6</td>
<td>11.6*</td>
</tr>
<tr>
<td>at $\Delta B = 10,000$</td>
<td></td>
<td></td>
<td>33.3</td>
<td>16.25*</td>
</tr>
<tr>
<td>For $H_r = 0.5$ oersteds</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$ in oersteds at $\Delta B = 5,000$ gauss</td>
<td>4.5</td>
<td>4.3</td>
<td>2.6</td>
<td>7.1*</td>
</tr>
<tr>
<td>at $\Delta B = 7,500$</td>
<td>6.9</td>
<td>7.5</td>
<td>4.1</td>
<td>10.8*</td>
</tr>
<tr>
<td>at $\Delta B = 10,000$</td>
<td>9.7</td>
<td>11.3</td>
<td>5.8</td>
<td>14.8*</td>
</tr>
<tr>
<td>at $\Delta B = 12,500$</td>
<td>13.0</td>
<td>15.6</td>
<td>7.6</td>
<td>19.1*</td>
</tr>
<tr>
<td>at $\Delta B = 15,000$</td>
<td>9.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For $H_r = H_c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$ in oersteds at $\Delta B = 5,000$ gauss</td>
<td>5.25</td>
<td>8.1</td>
<td>3.2</td>
<td>6.65*</td>
</tr>
<tr>
<td>at $\Delta B = 10,000$</td>
<td></td>
<td></td>
<td>7.2</td>
<td>15.4*</td>
</tr>
<tr>
<td>Loss in ergs/cm²/pulse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at $\Delta B = 5,000$</td>
<td>1080</td>
<td>2160</td>
<td>685</td>
<td>985*</td>
</tr>
<tr>
<td>at $\Delta B = 10,000$</td>
<td>2115</td>
<td>3840*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tests were performed on strip-wound ring samples 1/8 in. by 1/8 in. in cross section, and with an inside diameter of 2 in. All results are reported on the basis of net core area. Measurements were made under the direction of W. Morrill of the General Electric Company, Pittsfield, Mass, 1944.

* Because of faulty cutting, the gap in this core was considerably larger than optimum.
and the magnetic field inside the coil is

\[ H = \frac{4\pi N i}{10 l} \]  

where \( l \) is the mean magnetic-path length of the toroid in centimeters, \( A \) is the cross-sectional area of the toroid in square centimeters, and \( i \) is the current in amperes. If a toroidal core of effective permeability \( \mu_e \) is inserted in this toroid, the inductance becomes

\[ L = \frac{4\pi N^2 A \mu_e}{10^9 l} \]

and, since no free magnetic poles are formed, the magnetic field \( H \) inside the coil is unchanged.

If a coil is wound on the toroidal core so that only a fraction of \( l \) is covered, and if \( \mu_e \gg 1 \), most of the magnetic flux is still constrained to remain in the core. The field \( H \) is still approximately constant in magnitude and parallel to the center line of the toroid throughout the whole of the core, as it is when the coil completely encloses the core. Hence, Eqs. (7) and (8) are good approximations for the inductance and magnetic field of such a core and coil.

Under pulse conditions the effective permeability \( \mu_e \) of the magnetic material is, because of eddy currents, different from \( \mu \), the intrinsic permeability of the material itself. It is, therefore, of importance to study the relationship between \( \mu_e \) and \( \mu \).

**Relationship of \( V \) to \( \dot{B} \); Faraday’s Law.**—At any point within the coil, or within the toroidal core if there is a core, the following equations (in mks units) of Maxwell are applicable:

\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0, \]

or

\[ \int \int_A \nabla \times \mathbf{E} \cdot dS + \int \int_A \frac{\partial \mathbf{B}}{\partial t} \cdot dS = 0, \]

where \( A \) is the area of the coil. By Stokes’s theorem, the emf per turn, in mks units, is
\[ \oint_C \mathbf{E} \cdot d\mathbf{s} = -\int_A \int \frac{\partial \mathbf{B}}{\partial t} \cdot d\mathbf{S} = -A \frac{d\mathbf{B}}{dt}, \]  

where \( C \) is the perimeter of \( A \) and where the average flux density over the area \( A \) is

\[ \mathbf{B} = \frac{1}{A} \int_A \int \mathbf{B} \cdot d\mathbf{S}. \]

If \( \mathbf{B} \) is expressed in gauss and \( A \) in square centimeters, and if the coil has \( N \) turns, the total voltage impressed across the coil may be written, in cgs units, as

\[ V = -\frac{NA}{10^8} \frac{d\mathbf{B}}{dt} \text{ volts.} \]

Since \( V \) is constant throughout the pulse for the idealized pulse,

\[ \mathbf{B} = \int_0^t d\mathbf{B} = -\frac{10^8}{NA} \int_0^t V \, dt = -\frac{10^8Vt}{NA} \text{ gauss;} \]

that is, \( \mathbf{B} \) increases linearly with respect to time throughout the pulse if \( V \) remains constant regardless of the quality of the core material or whether there is any core at all. The value of \( \mathbf{B} \) at the time \( t = \tau \) is denoted by the symbol \( \mathbf{B} \).

**Development of the Diffusion Equations.**

It is now assumed that a toroidal core occupies most of the coil area, and that \( \mu_e \) is sufficiently high to constrain practically all of the magnetic flux in the core. Then the area \( A \) is, for all practical purposes, equal to the net area of the core. It is also assumed that the magnetic field impressed at the surface of the core does not vary along \( l \) and is everywhere parallel to the center line of the core. The problem is to find the magnetic field (see Fig. 15.12)

\[ H_s \left( \frac{d}{2}, t \right) = H_s \left( -\frac{d}{2}, t \right) \]

which, when applied to the surface of the core material, gives an average induction throughout the core of

\[ \mathbf{B} = \frac{-10^8Vt}{NA} \text{ gauss.} \]
It is apparent at the outset that the core material must be in the form of thin insulated laminations if eddy currents are to be held to a reasonably low value. Figure 15.12 shows such a lamination in which the width of the lamination in the $x$ direction is practically infinite compared with the thickness $d$. The $z$ direction is assumed to be along the center line of the core, and any current that flows in the coil produces a magnetic field in the $z$ direction only. It is assumed that this magnetic field $H_z(y,t)$ does not vary with the coordinates $x$ or $z$.

The following Maxwell’s equations in the mks system of units may be employed:

$$\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0,$$

and

$$\nabla \times \mathbf{H} - \frac{\partial \mathbf{D}}{\partial t} = \sigma \mathbf{E}.$$

In any known core material $\sigma$ is large and $\varepsilon_1/\varepsilon_0 = 1$, where $\varepsilon_1$ and $\varepsilon_0$ are respectively the dielectric constants, in mks units, of the material and of free space. Conduction currents are therefore so much more important than displacement currents that it is possible to neglect the term $\partial \mathbf{D}/\partial t$. The symbol $\mu_1$ is used to denote the permeability of the material in mks units. Also, it is assumed that the permeability $\mu$ ($\mu_1$ in mks units) of the core material is constant over the range of induction through which the core is to be operated. Then

$$\mathbf{B} = \mu_1 \mathbf{H},$$

$$-\nabla \times \mathbf{E} = \mu_1 \frac{\partial \mathbf{H}}{\partial t},$$

and

$$\nabla \times \mathbf{H} = \sigma_1 \mathbf{E},$$

where

$$H_z = H_y = 0.$$

Since

$$\nabla \times \mathbf{H} = \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ 0 & 0 & H_z \end{vmatrix} = i \frac{\partial H_z}{\partial y} - j \frac{\partial H_z}{\partial x},$$

and

$$\frac{\partial H_z}{\partial x} = 0,$$

then

$$i \frac{\partial H_z}{\partial y} = i\sigma_1 E_z.$$
and

\[ E_y = E_z = 0. \]

Then

\[ \nabla \times E = \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ E_x & 0 & 0 \end{vmatrix} = j \frac{\partial E_z}{\partial z} - k \frac{\partial E_y}{\partial y}, \]

and since

\[ \frac{\partial E_z}{\partial z} = 0, \]
\[ k \frac{\partial E_y}{\partial y} = k \mu_1 \frac{\partial H_z}{\partial t}. \]

The two equations

\begin{align*}
\frac{\partial H_z}{\partial y} &= \sigma_1 E_z, \\
\frac{\partial E_y}{\partial y} &= \mu_1 \frac{\partial H_z}{\partial t}
\end{align*}

(11)

upon differentiation and subtraction yield the following diffusion equations:

\begin{align*}
\frac{\partial^2 H_z}{\partial y^2} &= \mu_1 \sigma_1 \frac{\partial H_z}{\partial t}, \\
\frac{\partial^2 E_y}{\partial y^2} &= \mu_1 \sigma_1 \frac{\partial E_z}{\partial t}
\end{align*}

(12)

Solution of the Diffusion Equations.—The solution\(^1\) of Eq. (12) may be written as the sum of \( H_a(y,t) \), a "steady-state" term or particular integral, and \( H_b(y,t) \), a transient term or complementary function (\( H_a \) and \( H_b \) are in the \( z \) direction, but the subscripts \( z \) have been dropped for brevity of notation). The average value of \( H_a(y,t) \) across the lamination is assumed equal to \( (\Delta H/\tau) t \), where \( \Delta H \) is the mean impressed field in the core at the end of the pulse of duration \( \tau \).

\(^1\) This treatment follows that given in the following references:


Equation (9) when integrated over the area $S$ (instead of $A$), as shown in Fig. 15.13, yields for the steady state

$$2wE_x = \int \int \frac{\partial B}{\partial t} \cdot dS = 2wy \frac{dB}{dt},$$

since

$$\left| \frac{\partial B}{\partial t} \right| = \frac{d\psi}{dt}$$

when the eddy currents have attained a fixed pattern, that is, when the steady state has been attained.

Then

$$E_x = y \frac{dB}{dt}$$

and the steady-state magnetic field associated with this $E_x$ can be obtained by integrating Eq. (10) directly since the steady state $E_x$ no longer involves $t$. Thus, the steady-state magnetic field associated with $E_x$ is

$$H_a = \int dH_a = \sigma_1 \frac{dB}{dt} \int y \, dy = \text{constant}_1 y^2 + \text{constant}_2,$$

and the complete steady-state term or particular integral may be written

$$H_a = \frac{\Delta \tilde{H}}{\tau} \left( t + A_0 + A_2 y^2 \right),$$

where Term 1 takes care of the constant rate of increase in $H_a$ averaged throughout the lamination, and Term 2 takes care of the spatial distribution of magnetic field resulting from the steady-state pattern of eddy currents.

A substitution of Eq. (13) in Eq. (12) yields

$$A_2 = \frac{\mu_1 \sigma_1}{2}.$$  

Also,

$$\frac{2}{\tau} \int_0^{\frac{d}{2}} H_a \, dy = \frac{\Delta \tilde{H} t}{\tau},$$

and hence

$$A_0 = -\frac{\mu_1 \sigma_1 d^2}{24}.$$
Then

\[ H_s = \frac{\Delta \mathcal{H} t}{\tau} + \frac{\mu_1 \sigma_1 \Delta \mathcal{H}}{2\tau} \left( y^2 - \frac{d^2}{12} \right). \]  

(14)

It is apparent that the transient term or complementary function \( H_b \) has its maximum at \( y = 0 \) and decays exponentially with time. A solution that meets these conditions is

\[ H_b = e^{-pt} \cos qy. \]

Substitution in Eq. (12) yields

\[ p = \frac{q^2}{\mu_1 \sigma_1}. \]

Furthermore, the transient term must make no net contribution to the mean value of the magnetic field across the lamination because it has already been assumed that the average value of \( H_s \) over the lamination increases linearly with time. Then

\[ \int_0^{d/2} e^{-pt} \cos qy \, dy = 0, \]

and hence

\[ q = \frac{2n\pi}{d}, \]

where \( n \) is any positive integer. Thus

\[ p = \frac{4n^2\pi^2}{\mu_1 \sigma_1 d^2}, \]

and the \( n \)th transient term may be written

\[ H_b = a_n e^{-\frac{4n^2\pi^2}{\mu_1 \sigma_1 d^2}} \cos \frac{2n\pi y}{d}. \]

The full transient term may then be written

\[ H_b = \frac{\mu_1 \sigma_1 \Delta \mathcal{H}}{2\tau} \sum_{n=1}^{\infty} a_n e^{-\frac{4n^2\pi^2}{\mu_1 \sigma_1 d^2}} \cos \frac{2n\pi y}{d}, \]

and the total solution may be written

\[ H_s(y,t) = \frac{\Delta \mathcal{H} t}{\tau} + \frac{\mu_1 \sigma_1 \Delta \mathcal{H}}{2\tau} \left[ y^2 - \frac{d^2}{12} + \sum_{n=1}^{\infty} a_n e^{-\frac{4n^2\pi^2}{\mu_1 \sigma_1 d^2}} \cos \frac{2n\pi y}{d} \right]. \]  

(15)

For the determination of \( a_n \), the condition that \( H_s(y,0) = 0 \) for all values of \( y \) is applied. Hence.
Integration by parts yields
\[
a_n = -\frac{d^2}{n^2\pi^2} \cos n\pi = -\frac{d^2(-1)^n}{n^2\pi^2}.
\]

Hence, the complete solution is
\[
H_s(y,t) = \frac{\Delta \tilde{H} t}{\tau} + \frac{\mu_1 \sigma_1}{2\tau} \left[ y^2 - \frac{d^2}{12} - \frac{d^2}{\pi^2} \sum_{n=1}^{\infty} \frac{(-1)^n}{n^2} e^{-\frac{4n^2\pi^2 y}{\mu_1\sigma_1 d^2}} \cos \frac{2n\pi y}{d} \right] \text{ webers/meter}^2. \tag{16}
\]

For the value of
\[
H_s \left( \frac{d}{2}, t \right) = H_s \left( -\frac{d}{2}, t \right)
\]
the symbol \( H \) is used. Then
\[
H = \frac{\Delta \tilde{H} t}{\tau} + \frac{\mu_1 \sigma_1 d^2}{12\tau} \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{4n^2\pi^2 y}{\mu_1\sigma_1 d^2}} \right] \text{ webers/meter}^2, \tag{17}
\]
or, in cgs units,
\[
H = \frac{\Delta \tilde{H} t}{\tau} + \frac{10^{-9} \pi \mu d^2}{3\rho \tau} \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{10^6 n^2 \pi^2 \mu d^2}{\rho \tau}} \right] \text{ oersteds}, \tag{18a}
\]
where \( \rho \) is the resistivity of the magnetic material. The field \( H \) may be expressed as
\[
H = \Delta \tilde{H} \left\{ \frac{t}{\tau} + \frac{T}{\tau} \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2 \pi^2 y}{3\tau}} \right] \right\}
\]
webers/meter\(^2\) or oersteds, \tag{18b}
or
\[
H = \Delta \tilde{H} \frac{t}{\tau} \left[ 1 + \Phi \left( \frac{T}{\ell} \right) \right] \text{ webers/meter}^2 \text{ or oersteds}, \tag{19}
\]
where, in mks units,

\[ T = \frac{\mu_0 \sigma_1 d^2}{12} \text{ seconds} \]

or, in cgs units,

\[ T = \frac{10^{-8} \mu \delta d^2}{3 \rho} \text{ seconds}, \]

and

\[ \Phi \left( \frac{T}{t} \right) = \frac{T}{t} \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2 \gamma t}{3 \tau}} \right]. \]

The variation of \( \Phi(T/t) \) with \( (T/t) \) is plotted in Fig. 15.14.

The average flux density \( \bar{B} \) throughout the lamination is

\[ \bar{B} = \frac{\mu \Delta \bar{H} t}{\tau} \text{ gauss}. \]

The relationships expressed by Eq. (16) are exhibited graphically in Fig. 15.15 where \( B/\bar{B} \) is plotted against \( \rho t/\mu d^2 \) for various distances from the midplane of the lamination. The effective permeability

\[ \mu_e = \frac{\bar{B}}{\bar{H}} = \frac{\mu}{1 + \Phi \left( \frac{T}{t} \right)}. \]  

A graphical representation of \( \mu_e \) is also given in Fig. 15.20.

The function \( H_e(y,t) \) in Eq. (15) may be written as the sum of \( \Delta \bar{H} t/\tau \) the value of the magnetic field if eddy currents were not present, plus an additional field needed to negate the effect of the eddy-current magnetic field, \( H_e(y,t) \), where

\[ H_e(y,t) = \frac{\mu_0 \sigma_1 \Delta \bar{H}}{2 \tau} \left[ y^2 - \frac{d^2}{12} - \frac{d^2}{\pi^2} \sum_{n=1}^{\infty} \frac{(-1)^n}{n^2} \cos \left( \frac{2n \pi y}{d} \right) \right]. \]

Then from Eq. (19) for \( y = d/2 \) and \( y = -d/2 \),

\[
H = \frac{\Delta \bar{H} t}{\tau} + H_s,  \tag{22}
\]

where

\[
H_s = H_s \left( \frac{d}{2}, t \right) = \frac{\Delta \bar{H} T}{\tau} \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2\pi^2}{3T}} \right] = \frac{\Delta \bar{H} t}{\tau} \Phi \left( \frac{T}{t} \right).  \tag{23}
\]

Plots of the steady-state values (that is, when \( t \gg T \)) of \( H_s(y, t) \) and \( E_z(y) \) are given in Fig. 15.16.

Under the assumption that the core is made of perfect magnetic material, there are no free poles that tend to demagnetize the core. At the end of the pulse, when \( t = \tau \), the voltage \( V \) that was applied to the coil is removed, the eddy-current magnetic field decays, and the core eventually arrives at the state where

\[
H_s(y, t) = \Delta \bar{H} = \frac{\Delta \bar{B}}{\mu}.
\]

The decay of the eddy-current field may readily be calculated if it is assumed, as a boundary condition, that at \( t = \tau \) the eddy-current field

\[
H_{se}(y, \tau) = \frac{\mu \sigma_1 \Delta \bar{H}}{2\tau} \left( y^2 - \frac{d^2}{12} \right),
\]

that is, that the transient term in Eq. (15) is equal to zero. The diffusion Eq. (12) may now be solved for \( H_{se}(y, t - \tau) \) with the same substitutions that were made to obtain the transient term in Eq. (16). Then, in mks units,

\( \text{webers/meter}^2 = 10^{-8} \mu \text{m}^2 \Delta \bar{H} \) oersteds. \( \quad = \frac{10^{-8} \mu \Delta \bar{H} d}{2\tau} \) volts (cgs).
\[ H_{se}(y, t - \tau) = \frac{\mu_0 \sigma_1 \Delta \bar{H} d^2}{2\pi^2} \sum_{n=1}^{\infty} \frac{(-1)^n}{n^2} e^{-\frac{4n^2 \pi^2 (t - \tau)}{\mu_0 \sigma_1 d^2}} \cos \frac{2\pi ny}{d} \text{ webers/meter}^2, \]

\[ H_{se}\left(\frac{d}{2}, t - \tau\right) = H_{se}\left(-\frac{d}{2}, t - \tau\right) \equiv H_{s}(t - \tau) \]

\[ = \frac{6\mu_0 \sigma_1 d^2 \Delta \bar{H}}{12\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{4n^2 \pi^2 (t - \tau)}{\mu_0 \sigma_1 d^2}} \]

\[ = \frac{\Delta \bar{H}}{\tau} \int \left[ \frac{T}{t - \tau} - \frac{T}{t} \int \left(1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2 \pi^2 (t - \tau)}{3T}} \right) \right] \]

\[ = \frac{\Delta \bar{H}(t - \tau)}{\tau} \int \left[ \frac{T}{t - \tau} - \frac{T}{t} \int \left(1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2 \pi^2 (t - \tau)}{3T}} \right) \right] \]

\[ = \frac{\Delta \bar{H}}{\tau} \int \left[ \frac{T}{\tau} - \frac{t - \tau}{\tau} \Phi \left(\frac{T}{t - \tau}\right) \right] \text{ webers/meter}^2 \text{ or oersteds.} \]

Then

\[ H_{s}\left(\frac{d}{2}, t - \tau\right) = \Delta \bar{H} + H_{s}(t - \tau) \]

\[ = \Delta H \int \left[ 1 + \frac{T}{\tau} - \frac{t - \tau}{\tau} \Phi \left(\frac{T}{t - \tau}\right) \right]. \tag{25} \]

A typical theoretical plot of \( H \) vs. \( t \) from Eqs. (19) and (25) is given in Fig. 15.17. Actually, however, the field \( H \) returns to a value much lower than \( \Delta \bar{H} \) because of hysteresis effects, gaps in the core, and reverse fields between pulses.

It is to be remembered that, during the pulse, \( H \) is the magnetic field required at the surface of the laminations when the average induction \( \bar{B} \) increases linearly with respect to time, that is, if a constant voltage \( V \) is suddenly applied across the coil. This magnetic field can be produced only by a magnetizing current \( i_m \) in the coil. Thus, during the pulse

\[ i_m = \frac{10\Delta H l}{4\pi N}. \]

If the core has a gap, free poles are formed which reduce the effective magnetic field at the surface of the laminations, and hence reduce in the core material itself the resultant \( \bar{B} \) produced by a given \( i_m \).
After the pulse when $\dot{B}$ (and hence $H$, also) decreases to some remanent value, the magnetic field in the core remains constant and greater than zero although the impressed magnetic field produced by $i_m$ decreases to zero. Thus the values of $\dot{B}$, $\Delta \dot{B}$, $\dot{H}$, $\Delta \dot{H}$, and $H$ defined herein are the incremental values above remanence, the remanent point being taken as the origin of the pulse $B-H$ loop.

15.3. Energy Loss and Equivalent Circuits. General Considerations of Energy Absorption and Storage in the Core.—The electric field $E_z(y,t)$ associated with $H_z(y,t)$ may be obtained from Eqs. (11) and (15), and, in mks units, is given by the expression

$$E_z(y,t) = \frac{1}{\sigma_1} \frac{\partial H_z}{\partial y} = \frac{\mu_1 \Delta \dot{H}}{2\tau} \left[ 2y - \frac{2d}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{4\pi^2 n^2 y}{\mu_0 \sigma_1 d^2}} \sin \frac{2n\pi y}{d} \right] \text{ volts.} \quad (26)$$

At the surface of the lamination

$$E_z \left( \frac{d}{2}, t \right) = \frac{\mu_1 \Delta \dot{H}}{2\tau} \text{ volts.}$$

Now,

$$iE_z \times kH_z = jE_z H_z$$

is the Poynting vector, which represents the power per unit area flowing across any boundary plane $y = \text{constant}$. The value of this vector at the surface of the lamination is denoted by

$$jE_z \left( \frac{d}{2}, t \right) H_z \left( \frac{d}{2}, t \right)$$

and represents the instantaneous power per unit area flowing into the lamination. The energy per unit area that flows into a lamination during the pulse is, by Poynting's theorem,

$$\int_0^r E_z \left( \frac{d}{2}, t \right) H_z \left( \frac{d}{2}, t \right) dt = \int_0^r \left\{ \int_0^d \left[ \frac{E_z(y,t)\sigma_1}{\mu_1} + \epsilon_1 E_z(y,t) \frac{\partial E_z}{\partial t} + \mu_1 H_z(y,t) \frac{\partial H_z}{\partial t} \right] dy \right\} dt \text{ joules.} \quad (27)$$

Term 1 in the right-hand member of Eq. (27) represents the energy dissipated by eddy currents during the pulse. Term 2 is, for all practical purposes, equal to zero since displacement currents in the core material
are negligible. Term 3 represents the energy stored in the magnetic field within the laminations during the pulse. Term 3a, the portion of Term 3 that represents the additional energy stored in the electromagnetic field associated with eddy currents, is dissipated in the form of eddy currents after the pulse during the establishment of an equal distribution of $B$ throughout the lamination; that is, Term 3a is equal to

$$\int_0^\infty \left[ \int_{-d/2}^{d/2} E_y(y,t) \sigma_1 dy \right] dt \text{ joules.}$$

In the case of the idealized core whose $B$-$H$ loop is depicted in Fig. 15.18 the remainder of Term 3 (that is, 3b and 3c) equals $\mu_1(\Delta H)^2/2$ joules, a quantity which is defined as $W_m$, the magnetic energy remaining in the core after the pulse. When the pulses are repeated, however, the magnetic field and flux density in the core must be returned to the starting point of the first pulse on the d-c or low-frequency hysteresis loop at the beginning of the next pulse. This return is accomplished by means of the fringing magnetic field resulting from the magnetic poles exposed at the faces of the gap, or by means of a reverse magnetic field obtained from a reverse current in a coil. Thus, part of this remainder 3b and 3c (defined as 3b) is returned to the circuit, part is dissipated in the core in the form of hysteresis (microscopic eddy-current) loss, and possibly a portion is dissipated in the core in the form of macroscopic eddy currents (these latter two energies comprise 3c). However, the energy 3b returned to the circuit may subsequently be returned wholly or in part to the core and dissipated there in the form of eddy currents or hysteresis loss. It is generally impossible to determine in advance how much of the energy 3b will eventually be dissipated in the circuit and how much will be dissipated in the core.

Calculation of Energy Dissipation in the Core.—If it is assumed (as it has been in the preceding sections) that the d-c incremental permeability over $\Delta B$ is a constant, and that there are no hysteresis losses, it is possible to represent the behavior of such a core by the idealized pulse loop of Fig. 15.18. Area $e$ represents the energy $W_e$ dissipated in the core in the
form of eddy currents, that is, Terms 1 and 3a in Eq. (27). Area \(m\) represents \(W_m\), the energy returned to the circuit, that is, term 3b in Eq. (27). Term 3c in this idealized case equals zero. The sum of areas \(m\) and \(e\) represents the total energy delivered to the core during the pulse [that is, the term on the left-hand member of Eq. (27)]. The energy \(W_e\), represented by the area \(e\) in Fig. 15.18 is given in mks units by

\[
W_e = \int_0^\Delta B H_e \left( \frac{d}{2} t \right) dB \quad \text{joules/meter}^2.
\]

If the substitutions \(t = \tau \bar{B}/\Delta B\) and \(\Delta \bar{H} = \Delta \bar{B}/\mu\) are performed in Eq. (23),

\[
W_e = \int_0^\Delta B \frac{\Delta \bar{B}}{\mu_1} T \left( 1 - \frac{3}{\pi^2} \sum_{n=1}^\infty \frac{1}{n^2} e^{-\frac{n^2 \tau \bar{B}}{3T \Delta B}} \right) dB,
\]

or

\[
W_e = \frac{\Delta \bar{B}}{\mu_1} T \left[ \Delta \bar{B} + \frac{18T \Delta \bar{B}}{\pi^4 T} \sum_{n=1}^\infty \frac{1}{n^4} \left( e^{-\frac{n^2 \tau \bar{B}}{3T \Delta B}} - 1 \right) \right].
\]

Since

\[
\sum_{n=1}^\infty \frac{1}{n^4} = \frac{\pi^4}{90},
\]

\[
W_e = \frac{(\Delta \bar{B})^2 T}{\mu_1 \pi^4} \left[ 1 + \frac{18T}{\pi^4 T} \left( \sum_{n=1}^\infty \frac{1}{n^4} e^{-\frac{n^2 \tau \bar{B}}{3T \Delta B}} - \frac{\pi^4}{90} \right) \right],
\]

\[
W_e = \frac{(\Delta \bar{B})^2 T}{\mu_1 \pi^4} \left[ 1 - \frac{T}{5\pi} \left( 1 - \frac{90}{\pi^4} \sum_{n=1}^\infty \frac{1}{n^4} e^{-\frac{n^2 \tau \bar{B}}{3T \Delta B}} \right) \right] \quad \text{joules/meter}^2
\]

or, in cgs units,

\[
W_e = \frac{(\Delta \bar{B})^2 T}{4\pi \mu_0 10^7} \left[ 1 - \frac{T}{5\pi} \left( 1 - \frac{90}{\pi^4} \sum_{n=1}^\infty \frac{1}{n^4} e^{-\frac{n^2 \tau \bar{B}}{3T \Delta B}} \right) \right] \quad \text{ergs/cm}^2.
\]

This equation may be written

\[
W_e = \frac{(\Delta \bar{B})^2 T}{4\pi \mu_0 10^7} \frac{\tau}{T} \Psi \left( \frac{\tau}{T} \right).
\]

(28)

The loss function \(\Psi(\tau/T)\) has been plotted in Fig. 15.19.

The relationships expressed by Eqs. (21)\(^1\) and (28) are exhibited

graphically also in Fig. 15.20 where, if the voltage is zero immediately after the pulse, the loss resulting from eddy currents [that is, Terms 1 and 3a of Eq. (27), or area $W_e$ of Fig. 15.18] during and after the pulse, is given by

$$\text{Loss} = \frac{4.29V^2d^4\mu_e}{10^9N^2A^2\rho^2}G$$

watt seconds/in.$^3$/pulse

where

$G$ is plotted in Fig. 15.20,

$d =$ thickness of lamination in inches,

$\rho =$ resistivity in ohm-centimeters,

$\mu =$ average d-c incremental permeability over $\Delta B$,

$N =$ number of turns on core,

$A =$ cross-sectional area of core in square inches,

$\mu_e =$ effective permeability,

$t =$ time in seconds, and

$V =$ emf of the pulse in volts.

Also, in mks units,

$$W_m = \int_0^{\Delta B} \frac{\tilde{B}}{\mu_1} d\tilde{B} = \frac{(\Delta \tilde{B})^2}{2\mu_1} \text{ joules/meter}^3$$

or, in cgs units,

$$W_m = \frac{(\Delta \tilde{B})^2}{8\pi\mu_1 10^7} \text{ ergs/cm}^3. \quad (29)$$

If a fraction $f$ of $W_m$ is returned to and dissipated in the core, the total energy dissipated in the core per pulse is

$$W_{\omega m} = \frac{(\Delta \tilde{B})^2}{\mu_1} \left[ \frac{f}{2} + \frac{T}{\tau} \psi \left( \frac{t}{T} \right) \right] \text{ joules/meter}^3,$$

or

$$W_{\omega m} = \frac{(\Delta \tilde{B})^2}{4\pi\mu_1 10^7} \left[ \frac{f}{2} + \frac{T}{\tau} \psi \left( \frac{t}{T} \right) \right] \text{ ergs/cm}^3.$$

Actually, however, $\mu$ is not constant during the pulse because of the finite coercive force and the saturation of the magnetic material. Hence, the initial rising portion of the experimental $B-H$ loop differs somewhat...
from that of the theoretical loop, as shown in Fig. 15.18. Furthermore, because of the finite distributed capacitance of the pulse source and the coil on the core, the voltage pulse never ceases completely at \( t = \tau \). The energy in this distributed capacitance flows into the core and thereby produces the dome-shaped top on the pulse loop. A portion of this energy, at least, is dissipated in the core in the form of hysteresis and eddy-current losses. Lastly, there are hysteresis losses and perhaps some eddy-current losses during the demagnetization [that is, term 3c in Eq. (27)], and hence the energy that actually remains to be returned to the circuit is less than \( W_m \).

An Approximate Calculation of Energy Dissipated in the Core.—A simple approximate calculation of \( W_m + W_e \) is possible because for cases

\[ H \approx \Delta \frac{\mu}{\tau} \frac{t}{1 + \frac{T}{t}} \left( 1 + \frac{T}{t} \right) \frac{\Delta B}{\mu} \frac{t}{\tau} \left( 1 + \frac{T}{t} \right), \]

or

\[ H \approx \frac{10^8}{\mu NA} \left( t + \frac{\pi \mu d^2 10^{-9}}{3 \rho} \right) \text{ gauss}. \]

Then

\[ i_m = \frac{V t}{L_e} + \frac{V}{R_e}, \]

where

\[ L_e = \frac{4\pi \mu N^2 A}{10^9} \text{ henrys}, \]

and

\[ R_e = \frac{12N^2 A \rho}{d^2 \ell} \text{ ohms}. \]

The core can thus be represented by the approximate equivalent circuit of Fig. 15.21a, for which the magnetizing current \( i_m \) is plotted in Fig. 15.21b.
If it is assumed that a fraction $f$ of $W_m$ and, of course, all of $W_e$ are eventually dissipated in the core,

$$W \approx fW_m + W_e = \frac{fV^2\tau^2}{2L_e} + \frac{V^2\tau}{R_e} = \frac{fV^210^4\mu^2}{8\pi N^2 A\mu} + \frac{V^2d^2\mu}{12\rho N^{2}\lambda},$$

$$W \approx \frac{V^2\tau l}{N^2 A} \left( \frac{10^4f}{8\pi \mu} + \frac{d^2}{12\mu} \right) \text{ joules},$$
or

$$W \approx \frac{A l (\Delta B)^2 f}{8\pi 10^4 \mu} + \frac{Al d^2 (\Delta B)^2}{12\rho 10^8 \tau}.$$  

Then

$$W/\text{cm}^3/\text{pulse} \approx (\Delta B)^2 \left( \frac{f}{8\pi \mu} + \frac{d^2}{12\rho 10^8 \tau} \right) \text{ ergs/cm}^3.$$  

It should be remembered that these expressions for $W$ are valid only if $0 < T/t < 2$ for the greater part of the pulse, that is, if $\tau \gg T$.

**Fig. 15.22.**—Accurate equivalent circuit for the core, where $\mu$ is constant.

An Accurate Equivalent Circuit for the Core.—If $\mu$ is assumed to be constant throughout the pulse (that is, if the pure hysteresis loss is zero and no saturation of the material occurs), the following expression, in cgs units, for $i_m$ may be obtained from Eq. (19):

$$i_m = \frac{10l \Delta B}{4\pi N \mu} \left[ \frac{t}{\tau} + \frac{T}{\tau} \left( 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2\pi^2 t}{3T}} \right) \right] \text{ amperes},$$
or, with the substitution of Eq. (10), $i_m$ may be given by

$$i_m = \frac{10^9 V}{4\pi A N^2 \mu} \left[ t + T \left( 1 - \frac{6}{n^2} \sum_{n=1}^{\infty} \frac{1}{n^2} e^{-\frac{n^2 \pi^2 t}{3T}} \right) \right].$$

This expression for $i_m$ suggests the equivalent circuit of Fig. 15.22, where a voltage $V$ suddenly applied at the input terminals produces a current $i_m$, given by
When \( i_m = i_m' \), the circuit of Fig. 15.22 represents the core, if

\[
L_0 = \frac{4\pi A\mu N^2}{10^6} \quad \text{hensrys},
\]
\[
\frac{1}{R} = \frac{1}{R_1} + \frac{1}{R_2} + \frac{1}{R_3} + \ldots + \frac{1}{R_n} = \frac{10^6 T}{4\pi AN^2 \mu} \quad \text{mhos},
\]
\[
\frac{1}{R_1} = \frac{10^6 T l}{4\pi AN^2 \mu} \frac{6}{1} = \frac{1.5 \times 10^6 T}{\pi^2 AN^2 \mu} \quad \text{mhos},
\]
\[
\frac{1}{R_2} = \frac{1.5 \times 10^6 T l}{\pi^2 AN^2 \mu} \frac{1}{4} \quad \text{mhos},
\]
\[
\frac{1}{R_3} = \frac{1.5 \times 10^6 T l}{\pi^2 AN^2 \mu} \frac{1}{9} \quad \text{mhos},
\]
\[
\frac{1}{R_n} = \frac{1.5 \times 10^6 T l}{\pi^2 AN^2 \mu} \frac{1}{n^2} \quad \text{mhos},
\]

and

\[
\frac{R_n}{L_n} = \frac{n^2 \pi^2}{3 T \sec^{-1}},
\]

or

\[
L_n = \frac{3 T R_n}{n^2 \pi^2} = \frac{3 T \pi AN^2 \mu}{1.5 \times 10^6 T l} = \frac{2 \pi AN^2 \mu}{10^6 l} \quad \text{hensrys}.
\]

The actual value of the instantaneous d-c incremental permeability (that is, \( dB/dH \)) of the material over the range \( \Delta B \) is never constant. The most accurate treatment of the magnetization of the core in the region below saturation assumes that there is a constant instantaneous d-c incremental permeability over \( \Delta B \), and that the value of this permeability is \( \mu_0 \) (see Fig. 15.2). The macroscopic eddy currents that flow may be accounted for by the foregoing electromagnetic treatment with the insertion of \( \mu_0 \) in the diffusion equations. The finite width of the d-c incremental loop may then be taken into account by the assumption of microscopic eddy currents, and additional LR-branches should be added in the equivalent circuit for the core in order to account for the effect of these microscopic eddy currents.\(^1\) The effect of the reluctance of a gap in the magnetic circuit can be taken into account by adding to the field \( H \), which is necessary to magnetize a material whose permeability is \( \mu_0 \).

and the width of whose d-c $B$-$H$ loop is $2H_0$, a field $H_0 \equiv (l_0/l)\bar{B}$, which is necessary to magnetize the gap.

The effect of the finite width of the d-c $B$-$H$ loop and also a small amount of saturation can be approximated by inserting in the solution of the diffusion equations the average incremental permeability $\mu_i$ of the material itself over the range $\Delta B$ (see Fig. 15.2) and then adding $H_0$ to the resulting solution $H$.

A further approximation that is valid if the gap is small is to insert the average d-c incremental permeability $\mu_{i_g}$ of the core (including gap) over the range $\Delta B$ in the solution of the diffusion equations and to assume that the resultant $H$ is the entire magnetic field necessary to magnetize the core.

15.4. Additional Aspects of Pulse Magnetization. Treatment of the Magnetization of the Core When $\mu = \mu_o = \infty$ and Saturation Occurs.—If

\[ \frac{d}{dt} = \int_{-d}^{d} |a| da = \frac{8}{\pi} \cdot \frac{a}{2d} \text{ amperes}, \]

\[ i_s = \frac{2\Delta B_{sat}}{10^8} \cdot \frac{a}{2d} \text{ amperes}, \]

Fig. 15.23.—(a) Idealized $B$-$H$ loop for a material of $\mu = \mu_o = \infty$ and $H_0 = 0$. (b) Instantaneous distribution of flux density within the lamination for nonlinear magnetization where $\mu = \mu_o = \infty$ and $H_0 = 0$.

$\mu$ or $\mu_1$ is not assumed to be constant, an electromagnetic treatment is almost out of the question—except when the material is assumed to have infinite permeability but a finite value of $B_{sat}$. Under these conditions, the lamination is divided at any instant during the pulse into outer surface sections that are saturated and an inner central section that is devoid of flux (see Fig. 15.23).

If the steep wavefront of flux density moves inward at a rate $da/dt$, the eddy current that flows in a lamination of length 1 cm, width 1 cm, and thickness $d$ is

\[ i_s = \frac{2\Delta B_{sat}}{10^8} \cdot \frac{a}{2d} \text{ amperes}, \]

\[ i_s = \frac{2\Delta B_{sat}}{10^8} \cdot \frac{a}{2d} \text{ amperes}, \]

where $\Delta B_{\text{sat}}$ is the change in $B$ from starting point to $B_{\text{sat}}$, ($\Delta B_{\text{sat}} = B_{\text{sat}}$ if the lamination is unmagnetized at the beginning), and $\rho$ is the resistivity of the lamination in ohm-cm.

Since the value of $\mu$ has been assumed to be infinite, the magnetic field at the surface is only that required to maintain $i_r$, that is,

$$H = \frac{4\pi}{10} i_r \text{ oersteds.}$$

The change in average flux density at any moment is

$$\dot{B} = \frac{2a\Delta B_{\text{sat}}}{d},$$

whence

$$\mu_e = \frac{\dot{B}}{H} = \frac{2a\Delta B_{\text{sat}}}{d} \cdot \frac{10}{4\pi} \cdot \frac{10^8 \rho}{\Delta B_{\text{sat}} \frac{d a}{d t}} = \frac{10^9 \rho}{2\pi d \frac{d a}{d t}}.$$

For a transformer winding

$$V = \frac{N A d \dot{B}}{10^8 \frac{d t}{d t}} = \frac{2\Delta B_{\text{sat}}}{10^8} \frac{d a}{d t} \frac{N A}{d}.$$

Then

$$\mu_e = \frac{10}{\pi} \rho \frac{\Delta B_{\text{sat}} N A}{V d^2}.$$

The time $\tau_0$ required to saturate the entire lamination is equal to $\frac{d}{2} / \frac{d a}{d t}$. Then $\mu_e$ expressed in terms of $\tau_0$ is

$$\mu_e = \frac{10^9 \rho \tau_o}{\pi d^2}.$$

The maximum pulse duration that is capable of being passed by the transformer is equal to $\tau_0$.

Since $\mu$ has been assumed to be infinite, no magnetic energy is stored in the core during the pulse. The energy dissipated per cubic centimeter per pulse by the eddy current during the pulse is given by

$$\text{energy loss/cm}^3/\text{pulse} = \frac{1}{8\pi} \cdot \frac{(\Delta \dot{B})^2}{\mu_e} \text{ ergs/cm}^3/\text{pulse}.$$

The foregoing treatment is applicable to the magnetization of various permalloys under conditions of very high $d\dot{B}/dt$.

**Theoretical Construction of Pulse Hysteresis Loops.**—Under the assumption that the permeability used in the diffusion equation is constant and is equal to $\mu_i$ (or $\mu_{io}$), the average d-c incremental permeability over $\Delta B$, it is possible to construct the ascending portion of pulse $B-H$ loops from Eqs. (10) and (19), as has been done in Fig. 15-18.
It is possible, however, to construct pulse loops in such a way that their shape is more sensitive to the d-c properties of the core materials. If the eddy-current field \( H_e \) is calculated with the use of \( \mu_r \) in the diffusion equation, and if this \( H_e \) is added to the magnetic field obtained from a d-c hysteresis loop over \( \Delta B \), there results a theoretical pulse loop that takes into account the coercive force and the saturation of the core material (for example, see Fig. 15.11).

The top of the loop and the beginning of the descending portion may be roughly constructed by assuming that \( H \) decreases very rapidly although \( B \) remains relatively stationary at the end of the pulse [see Eq. (25) and Fig. 15.17]. (Actually, \( B \) increases somewhat because the voltage pulse never drops to zero immediately at the end of the pulse. This increase in \( B \), as has already been stated, produces the dome on top of the pulse hysteresis loop.) For the constructed loop the value of \( H \) may thus be assumed to decrease rapidly along a line of roughly constant \( B \) until the magnetic field for this value of \( B \) on the descending portion of the d-c hysteresis loop is attained. Then \( B \) and \( H \) may be assumed to decrease along the path of the descending portion of the d-c hysteresis loop of the core. The rate of decrease along this path depends, of course, upon the constants of the circuit in which the pulse-transformer core is being measured.

A synthesized pulse \( B-H \) loop for a typical British core material has been constructed according to the foregoing procedure and is displayed in Fig. 15.11, together with the observed pulse \( B-H \) loop. In several such comparisons British observers report good agreement between theoretical and experimental pulse \( B-H \) loops.\(^1\)

Experiments at the Radiation Laboratory, however, show the experimental values of \( \mu_r \) to be substantially lower than the theoretical values when \( \Delta H \) is large compared with \( H_r \), which is the condition under which the precision of the experiment for detecting variations in the intrinsic values of \( \mu \) is the greatest. However, in experiments at very high values of \( d\dot{B}/dt \) where any variations in the intrinsic values of \( \mu \) that are due to a lag in the process of magnetization would be the greatest, \( H_r \) is comparable in size to \( \Delta H \), and the precision for detecting variations in \( \mu \) is lower. These latter experiments nevertheless show better agreement between experimental and theoretical values of \( \mu_r \), despite the fact that, in these experiments, the values of magnetic fields at the surfaces of the laminations were so high that surface saturation could conceivably have reduced the effective value of \( \mu \) for a portion of the core material.

S. Siegel and H. L. Glick of the Westinghouse Research Laboratories report experiments in which cores were operated at values of $B$ such that the permeability at the surfaces of the laminations were not reduced by any saturation effects. Their observed values of $\mu_e$ are also somewhat below the theoretical values.

Interlaminar eddy currents could, of course, account for the above discrepancies, except that in all of the foregoing cases the interlaminar resistance was adequate. Inadequate knowledge of the lamination thickness or space factor might possibly be responsible for some of the discrepancies.

The discrepancies could also be explained by assuming that there is an intrinsic lag in the magnetization process. In view of the contradictory results of the British and American observers, however, it cannot be stated definitely that there is, in the process of magnetization, an intrinsic lag that produces an appreciable reduction in the observed $\mu_e$ under the pulse conditions of these experiments.

**Interlaminar Resistance.**—It would be unduly complex to calculate the interlaminar currents that flow during the buildup time of the intralaminar and interlaminar currents inasmuch as it is desired only to set a lower limit to the value that the interlaminar resistance may have. The distribution of $H_a(y,t)$ vs. $y$ is given by Eq. (14) and is plotted in Fig. 15-16a for a time such that the transient term has become zero. The steady-state distribution of the electric field $E_z$ vs. $y$ may be obtained from Eq. (26) and is plotted in Fig. 15-16b.

If the core is made up of a stack of laminations $w$ cm wide (see Fig.
15-24), whose interlaminar resistance between two laminations for an area of 1 cm² is \( r_* \), the stack of laminations may be treated electromagnetically as is the single lamination. The magnetic and electric fields cannot penetrate the core very far by traveling in the \( y \) direction because of the shielding effect of the outside laminations. The fields can penetrate from the \( x \) direction, however, because of the fairly high resistivity \( r_* \), and hence the flow of interlaminar currents is analogous in pattern to the flow of eddy currents within the laminations. The magnetic and electric fields corresponding to the steady state are then distributed within the core as shown in Fig. 15.25. The eddy-current field resulting from interlaminar currents is now given by

\[
H'_e = \frac{10^{-6} \pi \mu w^2 \Delta H}{3r \left( \frac{r_*}{d} \right)} \text{ oersteds,}
\]

where \( r_* / d \), the "volume resistivity" of the core for interlaminar currents, takes the place of \( \rho \) in the expression for \( H_e \) in Fig. 15.16. Then

\[
\frac{H'_e}{H_e} = \frac{w^2 \rho}{r_* d}.
\]

If the resistance \( w \rho / d \) from side to side of a lamination 1 cm long and \( w \) cm wide is denoted by \( R_\rho \) and the interlaminar resistance \( r_* / w \) between two laminations \( w \) for one cm of their length is denoted by \( R_* \),

\[
\frac{H'_e}{H_e} = \frac{R_\rho}{R_*}.
\]

In a typical Hipersil core

\[
R_\rho = \frac{w \rho}{d} = \frac{2.54 \times 50 \times 10^{-6}}{0.0025 \times 2.54} = 2 \times 10^{-2} \text{ ohms.}
\]

Experience has shown that in any well-insulated core

\[
\frac{H'_e}{H_e} = \frac{R_\rho}{R_*} \leq 0.1.
\]

Then

\[
R_* \geq \frac{2 \times 10^{-2}}{10^{-1}} = 0.2 \text{ ohms.}
\]

If, for example, \( l = 10 \) cm and the number of laminations in the stack is 250, the resistance across the stack should then be greater than

\[
\frac{250 \times 0.2}{10} = 5 \text{ ohms.}
\]
If it is assumed that within the core every point that lies on the $y$ axis (see Fig. 15.24) remains at zero electrical potential, and that $r_s$ is so high that no interlaminar eddy currents flow, the potential difference between two laminations at any point $x$, according to Fig. 15.16, is

$$v(x) = 2x E_x \left( \frac{d}{2} \right) = \frac{10^{-8} \mu \Delta H x d}{\tau} \text{ volts.}$$

The maximum potential difference $v(w/2)$ occurs between two adjacent laminations at $x = w/2$ and $x = -w/2$, and

$$v \left( \frac{w}{2} \right) = \frac{10^{-8} \mu \Delta H wd}{2\tau}.$$

For a typical pulse-transformer core,

$$\frac{\mu \Delta H}{\tau} = 5 \times 10^9 \text{ gauss/sec,}$$

$$d = 0.0025 \times 2.54 = 0.00635 \text{ cm,}$$

$$w = 1 \times 2.54 = 2.54 \text{ cm,}$$

and

$$v \left( \frac{w}{2} \right) = 10^{-8} \times 5 \times 10^9 \times 6.35 \times 10^{-3} \times 2.53 = 0.8 \text{ volt.}$$

The interlaminar insulation must therefore be capable in this case of withstanding the small voltage stress of 0.8 volt.

The interlaminar insulation on thin-gauge Hipersil is a complex phosphate coating applied during the final annealing operation. The resulting “Carlite” coating is very thin ($\approx 10^{-5}$ in.) and has excellent insulating properties. On some core materials (which are usually in the form of punched laminations) the insulation is an oxide of iron formed by admitting a small amount of air to the steel at the end of the annealing process. This oxide coating, if applied skillfully, is exceedingly thin and is adequate for pulse transformers. The General Electric Company sometimes uses a chrome-silicate solution, which is baked onto the laminations by the anneal. The Western Electric Company, on the other hand, uses catephoresis, a process of depositing silicic acid particles on the strip steel by drawing the strip through a mixture of acetone and silicic acid immediately prior to winding the strip into a core and annealing it. Mica dust (which turns mainly into a complex of silicates upon being annealed) is sometimes used as a suspension in acetone and deposited on the strip, which is drawn through the liquid.

Various lacquers and varnishes have been tried on laminations, but have proved inferior because of the reduction of space factor in the resulting core.
15-5. Techniques for Measuring Core Performance.—As has already been shown, the value of $\mu_e$ depends upon pulse duration, lamination thickness, and resistivity, and upon $\mu_r$, as it is defined by Figs. 15-2 and 15-3. For a given material the value of $\mu_e$ is affected by $\Delta \dot{B}$, the amount of gap in the core, and the value of the reverse magnetic field between pulses. Since $\mu_e$ depends upon so many parameters, it is necessary that manufacturers and users of pulse-transformer cores and core materials agree upon a set of standard methods for measuring and describing the properties of cores and core materials.¹

It is not within the scope of this book to specify these standard test methods. There are, however, certain experimental techniques involved, which will now be described.

![Circuit diagram](image)

**Fig. 15-26.**—Circuit for viewing 60-cycle B-H loops on an oscilloscope.

**Presentation of 60-cycle Hysteresis Loops on an Oscilloscope.**—The circuit of Fig. 15-26, where $e_1 = \sqrt{2} E_{rms} \cos \omega t$ and $\omega = 2\pi \cdot 60$, may be used for the purpose of presenting 60-cycle hysteresis loops on an oscilloscope.

Since

$$e_2 = \frac{N_2 A}{10^8} \frac{dB}{dt},$$

$$B = \frac{10^8}{N_2 A} \int e_2 \, dt.$$  

If $R_2$ and $C_2$ are large, $i_2 = e_2/R_2$. Hence

$$\int \frac{i_2 \, dt}{C_2} = \frac{e_2 \, dt}{R_2 C_2} = v_2,$$

and

\[ \int e_2 \, dt = R_2 C_2 v_2. \]

Then

\[ B = \frac{10^9 R_z C_2 v_2}{N_2 A} \text{ gauss,} \]

and

\[ H = \frac{4\pi N_1 i_m}{10l} = \frac{4\pi N_1 v_1}{10l R_1} \text{ oersteds,} \]

where \( v_2 \) and \( v_1 \) are the deflecting voltage measured on a CRT screen, \( N_1 \) and \( N_2 \) are the numbers of turns on the coils, \( A \) is the cross-sectional area of the core in square centimeters, and \( l \) is the mean magnetic-path length in centimeters. The symbols \( R_N \) and \( R_{N_1} \) denote the resistance of the coils.

The resistance \( R_z \) must be large enough not to load the circuit and hence not to increase \( i_m R_1 \) appreciably. The voltage \( e_z \) must be large in comparison with the voltage \( v_2 \) in order that \( i_z \) be limited primarily by \( R_z \). Since it is inexpedient to use a large number of turns, it is necessary to use amplifiers to drive the vertical and horizontal plates of the oscilloscope tube. It is difficult, for example, to put a large number of turns on a continuously wound strip core. If the amplifiers built into the oscilloscope are not adequate, additional stages may be added externally. Care must be taken that no amplitude or phase distortion is introduced by the amplifiers.

If the resistances \( R_N \) and \( R_1 \) are so small that the drop \( i_m (R_1 + R_N) \) is negligible in comparison with \( e_1 \), the integrating \( R_2 C_2 \)-circuit may be connected across the input circuit and the second winding may be omitted.

Appropriate circuit constants for use with a ring test sample having an interior diameter of 2\( \frac{1}{2} \) in. and a cross section of \( \frac{1}{2} \) in. by \( \frac{1}{2} \) in. may be estimated in the following manner:

First, the values \( N_1 = N_2 = 100 \) turns No. 20 (which have resistances \( R_N = 0.2 \) ohms), and \( \Delta B = 10,000 \) gauss are arbitrarily chosen. Next, a value of

\[ e_2 = \Delta B N_2 A \omega \times 10^{-8} = 6 \text{ volts,} \]

and a value of \( v_2 \approx 0.001 e_2 \) are chosen. Then

\[ R_2 C_2 = e_2 / (v_2 \omega) \approx 3 \text{ sec.} \]

Any values of \( R_2 \) and \( C_2 \) that satisfy this relation may be chosen, provided that (1) \( R_2 \) is large enough not to load the circuit appreciably, (2) \( R_2 \) is also large in comparison with the resistance of the winding, and yet small in comparison with the leakage resistance of the winding insulation, and
(3) $C_2$ is large in comparison with the stray capacitance to ground of $R_2$ and the oscilloscope input circuit. The following values are satisfactory:

\[
R_2 = 1.5 \text{ megohms}, \\
C_2 = 2 \mu \text{f}, \\
v_2 = \frac{e_2}{R_2 C_2 \omega} \approx 5 \times 10^{-3} \text{ volts}.
\]

The values of $R_1$ may be chosen arbitrarily—for example, the value of $R_1 = 0.3$ ohms is selected. Then

\[
e_1 = e_2 + (R_1 + R_{N1}) lH/(0.4\pi N_2) \approx 7 \text{ volts},
\]

for $H = 10$ oersteds, and

\[
v_1 = R_1 lH/(0.4\pi N_1) \approx 0.5 \text{ volt},
\]

for $H = 10$ oersteds. The voltage sensitivities should be such as to give deflections of about 1-in:

- Vertical sensitivity = $5 \times 10^{-3}$ volt/in. (amplification $\approx 10,000/1$).
- Horizontal sensitivity = 0.5 volt/in. (amplification $\approx 100/1$).

If 500 turns of No. 20 wire are used for $N_1$, and if $e_1$ is correspondingly increased, an error of less than 2 per cent is introduced by connecting the integrating circuit across the input circuit and omitting the second winding.

![Fig. 15.27.—Circuit for obtaining pulse B-H loops with a hard-tube pulser.](image)

The ring sample may conveniently be wound in the following manner. Each quadrant is wound with a single layer consisting of 25 turns of No. 20 wire, two in parallel. For the 60-cycle tests the windings of the four quadrants are connected in series to give two parallel 100-turn windings. For the pulse test the two windings in each quadrant may be connected in parallel; then the paralleled windings of two opposite quadrants may be connected in series to give a 50-turn winding for application of the pulse voltage, and the windings of the other two quadrants similarly connected for the d-c current that produces $H_r$ (see Figs. 15.27 and 15.28).
Pulse Hysteresis Loops.—Pulse hysteresis loops may be taken conveniently with either a hard-tube pulser (Fig. 15.27) or a line-type pulser (Fig. 15.28). In some instances a vacuum diode is used in preference to a gas-filled tube in order to prevent distortion of the beginning of the pulse.

With the circuits of Figs. 15.27 and 15.28, both the magnetizing current \( i_m \) and the magnetizing field \( H \) at the surface of the laminations are proportional to the voltage \( v_1 \) during the pulse as long as \( v_1 \) is small compared with \( V \), that is,

\[
H = \frac{4\pi N i_m}{10l} = \frac{4\pi N v_1}{10lR_1},
\]

where \( l \) is the mean magnetic-path length, and \( N \) is the number of turns on the test coil. If \( v_1 \) is applied to the vertical deflecting plates of a synchroscope and the sweep to the horizontal plates, a curve of the general form indicated in Fig. 15.29 results.

If \( R_2 \) and \( C_2 \) are both large enough to make \( v_2 \) very small compared with \( V \), the flux density averaged throughout the lamination may be expressed as follows:

\[
\bar{B} = \frac{10^8}{NA} \int_0^t e \, dt = \frac{10^8}{NA} \int_0^t i_2 R_2 \, dt = \frac{10^8 R_2 C_2 v_2}{NA}.
\]

If \( v_2 \) is applied to the vertical deflecting plates of a synchroscope, \( \bar{B} \) may be presented as shown in Fig. 15.29.

It is possible to present a pulse loop, as shown in Fig. 15.30, by applying \( v_1 \) to the horizontal plates and \( v_2 \) to the vertical plates of an oscilloscope.

The dome-shaped top that often appears on pulse loops corresponds
to the area under $e$ for the interval $t_1 \leq t \leq t_2$ (see Fig. 15-29) during which $e$ drops to zero. The integral

$$\int_{t_1}^{t_2} e \, dt$$

depends upon the characteristics of the pulse-forming network in a line-type pulser, upon the rate of cutoff of the switch tube in a hard-tube pulser, upon the stray capacitance to ground of pulser and test coil, and upon $i_m$ at the time $t_1$. This integral also depends upon the magnitude and distribution of flux density within the laminations at the time $t_1$, upon the eddy currents in the laminations, and upon any external shunt resistances across the coil. If the value of the shunt resistance $R_t$ (Fig. 15-27) is reduced, the voltage decreases more rapidly, the value of the integral is reduced, and the dome may be removed. If the value of the integral is very large, the discontinuity in the pulse loop is not marked, and the oscilloscope trace has the appearance of loop 2, Fig. 15-30. Nevertheless, it is almost always possible to distinguish the point corresponding to $t_1$ on a pulse loop.

Some pulse transformers operate with little or no reverse magnetic field impressed on the core between pulses. If this operating condition is to be simulated in core testing, $H_r$ must be made equal to zero. Hence, the circuit of Fig. 15-27 should be operated with switch (1) opened and switch (2) closed in order to permit the storage condenser to recharge through $R_t$ between pulses. If the circuit of Fig. 15-28 is used, switch (1) should be opened and switch (2) should be closed to permit the recharging of the pulse-forming network. The resistance $R_t$ is inserted to effect a matching of the pulse-forming network during the pulse. A pulse $B$-$H$ loop taken with $H_r = 0$ is shown superimposed on the d-c loop of the core in Fig. 15-31.
Some pulse transformers that are operated in the stepdown position with a hard-tube pulser experience a small reverse field between pulses. The desired value of peak reverse field may be obtained for tests on cores by closing switch (1) and opening switch (2) in the circuit of Fig. 15.27, adjusting the number of turns on the coil, the storage capacitance \( C_s \), and the charging resistance \( R_c \). Since this process for obtaining \( H_r \) is somewhat tedious, it is sometimes advisable to employ an \( H_r \) produced by a d-c current, usually flowing through a separate winding, when testing the core.

The substitution of an \( H_r \) derived from a d-c current is only an approximation to the actual conditions experienced by the core in a pulser where the reverse field comes to a maximum between pulses and drops to zero at the beginning of the next pulse. These two methods of obtaining a reverse field produce a different operating point on the d-c loop (see Fig. 15.31). A value of \( H_r \), obtained from a d-c current should be a good approximation if \( H_s \) is small compared with the peak value of \( H \) at the end of the pulse (less than 10 per cent), and if \( \Delta B_z \) (see Fig. 15.31) is small compared with \( \Delta B \) (less than 10 per cent).

If \( \Delta B \) is large enough to take the material into the region of saturation, however, the difference in the peak values of \( H \) for the two methods of obtaining \( H_r \) may be considerable.

On the oscilloscope presentation of the pulse loop the swing \( \Delta B_z \) is usually visible even though the integrating circuit, because of its short time constant, may not register accurately the magnitude of \( \Delta B_z \).

The core of a pulse transformer operated in a line-type pulser usually has an appreciable reverse field impressed on it, and in the core test the desired value of \( H_r \) can be obtained by using the circuit of Fig. 15.28 with switch (1) closed and switch (2) open, and by adjusting \( L \) and the number of turns on the sample core. If this adjustment is inconvenient, \( H_r \) may again be derived from a d-c current through another winding.

Obviously, a butt-joint core should be employed in pulse generators where the obtainable peak reverse field between pulses is very small or equal to zero. The gap in the average butt-joint core of oriented silicon steel is such that a reverse field which is approximately 0.5\( H_s \) of the material used for butt-joint cores is produced. Hence, in order that the remanence resulting from \( H \) be approximately equal to the remanence for a butt-joint core in pulse tests on uncut samples of these materials, it is recommended that a value of \( H_r = 0.5H_s \) be used. However, the values of \( H \) for the resulting pulse loop on the uncut core are less than those for a butt-joint core by the field \( H \) necessary to magnetize the gap.

For applications of pulse transformers where the reverse field is appreciable, materials that have comparatively low \( H_s \) and no gaps in the core may advantageously be used. A transformer of these materials is
generally designed to have a peak reverse field equal to or greater than $1.5H_c$ between pulses in the pulser generator, and hence it is recommended that a value of $H_r = 1.5H_c$ be used in the tests on these materials in the uncut-ring form.

For transformers that are normally operated in a pulser with a d-c current to reverse the field, $H_r$ used in the measurement of the core should, of course, be derived from a d-c current.

In order to depict correctly the rising portion of the pulse loop it is desirable to reduce the effect of distributed-capacitance currents on the oscilloscope trace. In core tests such currents can be minimized by a suitable spacing between the test coil and core, a suggested minimum value being $\frac{1}{8}$ in. In measurements performed on completed transformers the circuit of Fig. 15-32 may be used to negate the effect of these currents. The capacitance $C_D$ is approximately equal to the total distributed capacitance of the transformer referred to the primary, and $L_L$ is approximately equal to the total leakage inductance referred to the primary. Some deviation from the nominal values of these circuit elements may be necessary for best results.

Numerous precautions must be taken with various elements of the measuring circuit of Fig. 15-27 in order to be certain that spurious results are not obtained. These precautions include the selection of a non-inductive resistor $R_1$ and a resistor $R_2$ that is accurately constant with voltage. It is necessary that $R_2$, cable, and oscilloscope have very little capacitance to ground.

The pulser power required to test a given core at various values of $\Delta \bar{B}$ and $\tau$ may be determined approximately by the following method. The value of the constant voltage pulse is given by

$$V = 10^{-8}NA\Delta \bar{B}/\tau.$$

The value of the magnetizing current is given by

$$I = \frac{l\Delta H}{0.4\pi N} = \frac{l\Delta \bar{B}}{0.4\pi N\mu_e}.$$  

Therefore the peak power drawn by the core at the end of the pulse is

$$VI = \frac{Al(\Delta \bar{B})^2}{4\pi \mu_e \tau} \cdot 10^{-7} \text{ watts,}$$

where $A$ is the cross-sectional area of the core in square centimeters, and $l$ is the magnetic-path length in centimeters. The values of $\Delta \bar{B}$ and $\Delta H$
in these relations are those for the time $t_1$ (Fig. 15.29), and $\mu_0$ is defined as the value of $\Delta B/\Delta H$ at the time $t_1$.

This formula for peak power does not include the power dissipated in $R_1$ (Fig. 15.27) or $R'_1$ (Fig. 15.28). The value of $R_1$ should be such that

1. the voltage does not change more than about 5 per cent from the beginning to the end of the pulse (during which time the magnetizing current is gradually increasing), and
2. the tail of the voltage pulse shows a fairly rapid fall and no long-period oscillations.

A resistor of proper value may dissipate as much as half of the available pulse power of the pulser. Similar considerations apply in an even greater degree to $R'_1$. The resistor $R'_1$ should be chosen to dissipate about 90 per cent of the rated pulse-power output of the line-type pulser, and the peak power supplied to the core must not exceed 20 per cent of this value.

The recurrence frequency at which a hard-tube pulser is operated should not exceed the value specified for the pulse duration at which it is being operated, and may be lower if convenient. The recurrence frequency at which a line-type pulser is operated should be the value specified for the particular pulse duration at which the pulser is being operated; deviation from this value may result in disruption of the network charging cycle.

As an example, it is required to estimate the pulser power and the appropriate circuit constants for testing a ring sample of 0.003-in. silicon steel with an internal diameter of $2\frac{1}{2}$ in. and a cross section of $\frac{1}{2}$ in. by $\frac{1}{2}$ in. at 10 kv and 0.5 $\mu$sec with a hard-tube pulser. The permeability of such a sample may be about 100 under these conditions. The peak power to be supplied to the core is

$$P = \frac{4\pi \mu_0 \tau}{4\pi} \cdot 10^{-7} = \frac{1.6 \cdot 24 \cdot 10^5 \cdot 10^{-7}}{100 \cdot 0.5 \cdot 10^{-6}} = 620 \text{ kw}.$$  

If another 400 kw is allowed for the dissipation in $R_1$, it is discovered that the pulse generator must deliver a peak power of 1 Mw. Hard-tube pulsers of this power rating usually deliver 40 amp at 25 kv. From these values the circuit constants may be calculated. Thus if the load resistance is assumed to be 1500 ohms, and $V$ is 25 kv,

$$N = \frac{V \tau \cdot 10^8}{A \cdot \Delta B} \approx 75 \text{ turns}.$$  

1 For typical values of the effective permeability of silicon steel cores, see H. L. Rehkopf, W. H. Bostick, and P. R. Gillette, "Pulse Transformer Core Material Measurements," RL Report No. 470, Dec. 10, 1943. The effective permeabilities of other materials may differ greatly from those for silicon steel; for example, continuous cores of 1-mil tape of some of the nickel-iron alloys with $H_r > 0$ may have much higher values.
Since a value of about 100 to 150 volts, or about 0.005\(V\), is desired for \(v_2\) in order to give a reasonable deflection,

\[ R_2C_2 = 200r = 10^{-4} \text{ sec}. \]

Any values of \(R_2\) and \(C_2\) that satisfy this relation may be chosen, provided that \(R_2\) is large in comparison with the resistance of the winding insulation (and yet small in comparison with the leakage resistance of the winding), and that \(C_2\) is large in comparison with the capacitance to ground of \(R_2\) and the oscilloscope input circuit. The values \(R_2 = 10,000\) ohms and \(C_2 = 0.01\ \mu\text{f}\) are satisfactory. A value of 100 to 150 volts is also desired for \(v_1\); therefore

\[ R_1 = \frac{V_1}{I} = \frac{v_1V}{P} \approx 6 \text{ ohms}. \]

As a second example, it is required to estimate the pulser power and the appropriate circuit constants for testing the same sample under the same conditions with a line-type pulser. In order that the droop on the pulse not be excessive, the power of the pulse generator should be at least five times the peak power required by the core, or 3 Mw. A line-type pulse generator of this power rating and designed to operate at an impedance level of 50 ohms is rated at 12.2 kv. By a procedure similar to the foregoing, the following values are obtained:

\[ R_1' = 55 \text{ ohms}, \]
\[ V = 12.2 \text{ kv}, \]
\[ N \approx 35 \text{ turns}, \]
\[ R_2C_2 = 100r = 5 \times 10^{-5} \text{ sec}, \]
\[ R_2 = 10,000 \text{ ohms}, \]
\[ C_2 = 0.005 \mu\text{f}, \]

and

\[ R_1 \approx 3 \text{ ohms}. \]

Lower-power equipment for testing is suitable for longer pulses (that is, in general, lower values of \(dB/dt\)), and for cores with smaller air gaps.
(or no gaps), a reverse magnetic field, thinner material, and higher d-c permeability. Lower-power equipment can also be used under the above conditions with samples smaller than the one specified.

Production testing of cores can be performed conveniently by presenting simultaneously on an oscilloscope the pulse $B-H$ loops or magnetizing currents of a core having the minimum acceptable $\mu_r$ and a core to be tested (see Fig. 15-33). For such comparison tests in a production line, the diodes and the circuit for reverse current may usually be omitted.

**COIL MATERIAL**

15-6. Insulation. *Types of Insulation and Their Characteristics.*—There are several insulation requirements for pulse transformer coils, namely:

1. The dielectric constant must be low in order to keep the value of $C_D$ small.
2. The electric breakdown strength of the material itself must be high.
3. The material must be capable of operating successfully over a temperature range of $-40^\circ C$ to $100^\circ C$ or higher.
4. The interfacial dielectric strength of margins, or the "creep breakdown strength," must be high.
5. The material must have low water absorption if it is used without a hermetically sealed case since such absorption decreases the breakdown strength.
6. The "power factor" of the material must be low.
7. The insulation must be capable of being handled with sufficient ease to permit production of the transformers in large quantities.
8. Where voltages greater than 2 kv are encountered there must be no air pockets or voids in which corona can occur.

*The Dry Type of Insulation.*—For voltages in the range where corona is not likely to occur, that is, less than 2000 volts, many types of dry insulation (for example, paper sheet, formvar, cellulose acetate, impregnation with various varnishes) have been successfully used without special precautions for eliminating voids from the insulation. For operation at voltages at which corona occurs, the elimination of all voids is necessary if the transformer is to have long life.

Various solvent-bearing varnishes have been used as impregnants under vacuum in an effort to remove all voids in the insulation. In the United States, at least, these efforts have met with little success because (1) in the curing process the volatile solvent never escapes completely by diffusion, but boils to a certain extent and hence forms voids, and (2) the solvent that does escape by diffusion often does so after the varnish has become too rigid to collapse into the voids that are created. The British
nevertheless report successful operation of trigger pulse transformers at 20 kv with glyptal varnish insulation.¹

The difficulties in eliminating voids have been overcome to a great extent by General Electric Permafil and Westinghouse Fosterite, both of which are completely polymerizing varnishes that are used without solvents. These impregnants have the additional desirable properties for pulse-transformer insulation given in Table 15.4.

### Table 15.4.—Properties of Solventless Varnish, Dry-Type Insulations

<table>
<thead>
<tr>
<th>Property</th>
<th>Westinghouse Fosterite</th>
<th>GE Permafil</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Resin</td>
<td>Resin plus paper pad</td>
</tr>
<tr>
<td>Electric strength (high)</td>
<td>550 volts/mil at 22°C</td>
<td>300 volts/mil</td>
</tr>
<tr>
<td></td>
<td>400 volts/mil at 108°C</td>
<td></td>
</tr>
<tr>
<td>Power factor (low)</td>
<td>0.002 at 100 cps</td>
<td>0.01 to 0.02 at 100 cps</td>
</tr>
<tr>
<td></td>
<td>0.2% wt increase in 24 hours</td>
<td>0.11% wt increase in 24 hours</td>
</tr>
<tr>
<td>Moisture absorption (low)</td>
<td>0.4% wt increase in 48 hours</td>
<td>0.41% wt increase in 48 hours</td>
</tr>
<tr>
<td>Adhesiveness</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>Cohesiveness</td>
<td>good</td>
<td>good</td>
</tr>
</tbody>
</table>

The usual method of applying Fosterite is to dip one end of the coil (which may have insulation pads of Kraft paper, fiberglass, etc., depending upon the temperature requirements) into a viscous mixture of the resin plus inorganic filler (for example, SiO₂ or mica dust). The coil is then baked at about 130°C until the viscous mixture has hardened into a solid bottom (known as a cap)—a procedure which effectively

transforms the coil into a concentric cup. This cuplike coil is then placed bottom down in a vacuum tank, the tank is evacuated to a pressure of about 1 cm of mercury, and the pure resin (no filler) is admitted to the tank under vacuum to such a height that the resin overflows the brim and fills the cup. The cup is then removed from the vacuum, care being taken to keep it upright, and placed in an oven and cured at about 130°C for several hours. The coil is then given a vacuum impregnation of the mixture of resin and filler and given a final baking at 130°C to 150°C for several hours.

The usual procedure for applying Permafil is to construct the coil in the form of a cup by cementing a bottom on the coil, to give the cup only one impregnation, and to cure for several hours with a starting temperature of 65°C and a finishing temperature of 125°C.

Transformers thus constructed of both these materials have passed successfully the immersion cycle specified in ARL-102A and successfully resisted humidity and corrosion without being hermetically sealed in a metal case.

Although Fosterite and Permafil are not fungicidal, they will not support fungus organisms. A fungicide coating such as Tuf-on 76F, containing penta-chlor-phenol, may be used when necessary.

Fosterite and Permafil and similar solventless varnishes are to be regarded as superimpregnants definitely superior to existing varnishes. They should find wide application on airborne equipment and test equipment. Fosterite and Permafil nevertheless absorb moisture and, for shipboard applications where prolonged exposure to high humidity without frequent opportunity for dehydration is probable, it is recommended that the transformers be hermetically sealed in metal cans.

Fosterite and Permafil have been successfully used on pulse transformers that operate at voltages up to 12 kv. It may be possible in the future to extend the safe operation of these or kindred materials to higher voltages.

For Fosterite and Permafil suitable limits on puncture stress and creep stress (here creep stress refers to a surface with air on one side and pad impregnated with resin on the other) are 200 volts/mil and 10 volts/mil, respectively.

A recently developed insulating material that is proving very useful in pulse transformers is Dupont Teflon, a polyfluoride material sold in tape form. Teflon has a dielectric constant of only 2 and a dielectric strength of about 2000 volts/mil. It can be used successfully with either oil or varnish impregnation and will withstand temperatures up to 250°C. Teflon tape is so "slippery" that it must be either bound or sewn into place on the transformer. Its use, therefore, has been confined to the
relatively few applications where its electrical properties are particularly advantageous.

**Oil-impregnated Paper Insulation.**—The most suitable transformer insulation from the point of view of high dielectric strength, ease of construction, and long life at temperatures usually encountered, is dried cellulose fiber (usually Kraft paper) that is vacuum impregnated with refined dehydrated mineral oil in which there are practically no olefinic unsaturated hydrocarbons and only a small percentage of aromatic unsaturated hydrocarbons. The process of vacuum impregnation with oil eliminates all voids in the insulation. Refined dehydrated mineral oil itself has a high dielectric strength. Mineral oil has the added virtue that it can transfer heat rapidly by convection. Hence, for pulse transformers that operate at voltages of 5 kv and over, the use of oil and Kraft paper insulation has been standard practice in the United States since the first pulse transformers were made.¹

In the design of pulse transformers the stress limits usually observed with vacuum-impregnated Kraft paper are as follows: puncture, 250 to 500 volts/mil; creep, 25 volts/mil.

A metal bellows or a corrugated diaphragm is usually used to accommodate the thermal expansions and contractions of the liquid in oil-filled transformers. Photographs of transformers with metal bellows are shown in Figs. 15·35, 15·36, 15·37, and 15·38 and 13·11; those with metal diaphragm are shown in Fig. 13·12.

**Mechanism of Breakdown in Oil-impregnated Insulation.**—Not much is understood in detail about the electrical breakdown of liquids and solids, but it is fairly certain that both puncture and creep breakdown occur as the result of the presence of some free electrons that move in the electric field, dissipate energy in the dielectric, and thereby raise other electrons to energy levels where they in turn become free electrons that also move in the electric field, dissipate more heat, and so on catastrophically. At the boundary of two substances, for example, mineral oil and mineral-oil-impregnated Kraft paper, there may be a layer of charge resulting from contact potential. Also, if the configuration of electric fields is such that there is a component of the electric-displacement vector normal to this surface, there is a surface charge density equal to the surface divergence of the electric-displacement vector. Furthermore, there is probably a discontinuity in moisture content and acidity, and in the mobility of ions at the surface, all of which may lead to surface

¹ Early in the history of pulse transformers the British used wax insulation as well as oil for voltages up to approximately 10 kv. This wax insulation gave some difficulty, and a change was made to oil. However, the difficulties with the wax insulation are reported to have been solved.
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Charges. It is very likely that the existence of these surface charges has a tendency to extend the total voltage applied across an interwinding pad along the surface of the margins until this total voltage is applied across a relatively small surficial distance across which breakdown occurs.

It has been demonstrated in tests made at the General Electric Company, Pittsfield, Mass. that, under both pulse and d-c conditions, the puncture breakdown strength of paper plus oil is somewhat greater if the paper plus oil contains some moisture in solution than if both constituents have been very thoroughly dehydrated. This effect is probably due to a more equal distribution of electrical stress throughout the insulating material—a distribution that is brought about by the few conducting ions released by the small amount of water. The presence of moisture in oil and paper, of course, increases the power factor at low frequencies.

Turn-to-turn insulation is never a serious problem since the turn-to-turn voltage on pulse transformers is almost always less than 1000 volts and usually less than 300 volts. Heavy formex or cotton-covered wire is adequate to withstand these voltages. In rare cases where the turn-to-turn voltage stress becomes very high the coil may be space-wound.

The winding arrangement, thickness of pads, and length of creep on the margins must be so chosen that the transformer withstands the voltage and conforms to the general requirements of design set forth in Secs. 13.1 and 13.2.

Dielectric Constant and Power Factor.—When an electric field \( E \) is applied to a substance, a displacement current \( J \) results. This displacement current may be treated phenomenologically by the introduction of a dielectric constant \( \epsilon \) where

\[
J = \frac{\partial (\epsilon E)}{\partial t} = \epsilon \frac{\partial E}{\partial t} + E \frac{\partial \epsilon}{\partial t}.
\]

If \( E = E_0 e^{j\omega t} \),

\[
\frac{\partial E}{\partial t} = j\omega E,
\]

and

\[
J = \left( \epsilon' \right) \frac{\partial E}{\partial t} = (\epsilon' + j\epsilon'' \omega) \frac{\partial E}{\partial t} = (j\epsilon' \omega + \epsilon'' \omega) E,
\]

where \( \epsilon' = \epsilon = \) the dielectric constant of the material and

\[
\epsilon'' = \frac{1}{\omega} \frac{\partial \epsilon}{\partial t}.
\]
The loss tangent as shown in Fig. 15.34 is defined by

\[
\tan \delta = \frac{\text{loss current}}{\text{charging current}} = \frac{e''}{e'} = \frac{\frac{2}{\varepsilon' E_0^2}}{\frac{2}{\varepsilon' E_0^2}} = \frac{\text{energy dissipated}}{\text{energy stored}}.
\]

It may be seen from Fig. 15.34 that, for small values of $\delta$, $\tan \delta \approx \cos \theta$, the power factor of the material.

To account for the magnitudes of $\varepsilon'$ and $\tan \delta$ for a given material and for their variation with frequency, it is necessary to resort to an atomistic view of the processes of polarization. Such a discussion is beyond the scope of this volume.\(^1\)

The fraction of the pulse power lost in the dielectric of the pulse transformer is very small, and errors in its computation are not serious. Therefore, a suitable average or upper limit to the loss tangent may be chosen for the range of dominant frequencies given by the Fourier analysis of the pulse. For example, for a 1-μsec pulse one might choose the value of the loss factor of the dielectric at 500 ke/sec in calculating the loss in the dielectric of the transformer. If the relationship,

\[
\text{Loss tangent} = \frac{\text{energy dissipated}}{\text{energy stored}}
\]

is used, it may be stated that the average power loss in the dielectric of a pulse transformer for ideal rectangular voltage pulses is

\[
\frac{1}{2} C_d V^2 f_r \times \text{loss factor}.
\]

Actually, there are oscillations on the tail of the voltage pulse with a magnetron load. These oscillations bring about further dissipation of energy in the dielectric.

**Measurements on Insulating Materials.**—The measurements of puncture and creep breakdown of insulating materials can, of course, be performed under pulse conditions as well as under 60-cycle or constant-voltage conditions. The measurements of dielectric constant and loss factor may be performed at various frequencies with well-known standard bridge-circuit techniques. Effective dielectric constant and loss factor could conceivably be measured under pulse conditions, but techniques for such measurements have not yet been developed.

Bushings and Connectors.—Considerable attention must be paid to the proper choice of bushings and connectors in the casing of a pulse transformer. An example of a transformer having a gasketed melamac plastic socket into which a magnetron can be plugged is shown in Figs. 13-11c and 15-35, and one having a porcelain solder-seal socket is shown in Fig. 13-11a. This latter figure also illustrates the use of a connector socket employing porcelain insulation and solder-seal technique for a 50-ohm pulse cable. An airborne 250-kw 0.5- to 5.0-μsec pulse transformer having a magnetron-filament transformer that is attached to the high-voltage end of the secondary and enclosed in the high-voltage porcelain solder-seal bushing is shown in Fig. 15-36. Further use of porce-
lain solder-seal bushings is illustrated in the 35-kv trigger transformer shown in Fig. 15.37, and the use of cast-glass bushings on a 1.5-Mw 2.0-μsec transformer is illustrated in Fig. 15.38.

16.7. Wire.—Pulse transformers are wound with copper wire through which (in the ideal case) rectangular current pulses of short duration flow. It is therefore desirable to investigate the dissipation of energy in copper under these conditions.

Electromagnetic Treatment of a Rectangular Current Pulse in Copper.—The simplest calculation of pulse-energy loss in a conductor involves the current distribution in a solid semi-infinite in extent with the volume \( y < 0 \) occupied by free space and the volume \( y > 0 \) occupied by the solid medium, for example, copper. In copper the displacement currents are negligible compared with the conduction currents.\(^1\) If the current density \( j = ij_x \) is in the \( x \) direction only, the diffusion equations of (12) may be used, that is,

\[
\frac{\partial^2 E_z}{\partial y^2} = \mu_1 \sigma_1 \frac{\partial E_z}{\partial t},
\]

and

\[
\frac{\partial^2 H_x}{\partial y^2} = \mu_1 \sigma_1 \frac{\partial H_x}{\partial t}.
\]

A rectangular pulse of current of value \( I_0 \) may be represented by the boundary conditions

1. \( H_x(0, t < 0) = 0 \).
2. \( H_x(0, 0 < t < \tau) = H_0 = I_0 \).
3. \( H_x(0, \tau < t) = 0 \).

The solution of the latter diffusion equation during the interval $0 < t < \tau$ may be made up of the sum of a steady-state solution $H_s$ and a transient solution $H_t$. The general transient solution\(^1\) of this equation may be written

$$H_t = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \Phi \left( y + 2 \frac{t}{\mu_1 \sigma_1} \right) e^{-t} d\xi,$$

where

$$\Phi(y, 0 < t < \tau) = H_0,$$
$$\Phi(y = 0, t < 0) = 0,$$
$$\Phi(y = 0, \tau < t) = 0.$$

and $\mu_1$ and $\sigma_1$ are, respectively, the permeability and conductivity in mks units. The limits of integration may now be restricted so that, for the interval of time $0 < t < \tau$, the complete solution of $H_s$ may be written

$$H_s = H_0 \left( 1 - \frac{2}{\sqrt{\pi}} \int_{0}^{\frac{y}{2}} \frac{\mu_1 \sigma_1}{t} e^{-t^2} d\xi \right), \quad 0 < t < \tau. \quad (30)$$

The complete solution of Eq. (29) for the time interval $\tau < t < \infty$, with the boundary condition that $H_s = 0$ at $y = 0$, is given by

The rate of dissipation of power per unit area of surface is

\[ p = \int_0^\infty \frac{j_x^2}{\sigma_1} \, dy = -\int_0^\infty \frac{j_x}{\sigma_1} \frac{\partial H_x}{\partial y} \, dy \]

since \( j_x = \frac{\partial H_x}{\partial y} \). Integration by parts yields

\[ p = -\frac{1}{\sigma_1} [H_xj_x]_0^\infty + \frac{1}{\sigma_1} \int_0^\infty H_x \frac{\partial j_x}{\partial y} \, dy. \]

Since

\[ \frac{1}{\sigma_1} \frac{\partial j_x}{\partial y} = -\mu_1 \frac{\partial H_x}{\partial t} \]

and

\[ H_x \text{ is 0 at } y = \infty, \]

\[ p = \frac{1}{\sigma_1} [H_xj_x]_0^\infty - \mu_1 \int_0^\infty H_x \frac{\partial H_x}{\partial t} \, dy, \]

or

\[ p = \frac{1}{\sigma_1} [H_xj_x]_0^\infty - \frac{\mu_1}{2} \int_0^\infty H_x^2 \, dy. \]

The energy loss associated with one pulse is

\[ W = \int_0^\infty p \, dt = \frac{1}{\sigma_1} \int_0^\infty [H_xj_x]_0^\infty \, dt - \frac{\mu_1}{2} \int_0^\infty H_x^2 \, dy. \]

The latter term is the difference in electromagnetic energy before and after the pulse and is equal to zero. Furthermore, since

\[ H_x(0, 0 < t < \tau) = H_0, \]

and

\[ H_x(0, \tau < t < \infty) = 0, \]

\[ W = \frac{H_0}{\sigma_1} \int_0^\tau [j_x]_0^\infty \, dt = -\frac{H_0}{\sigma_1} \int_0^\tau \left[ \frac{\partial H_x}{\partial y} \right]_{y=0} \, dt. \]

The differentiation of Eq. (30) yields

\[ \left[ \frac{\partial H_x}{\partial y} \right]_{y=0} = -H_0 \frac{\sqrt{\mu_1 \sigma_1}}{\pi l} = -I_0 \frac{\sqrt{\mu_1 \sigma_1}}{\pi l}. \]

Hence,

\[ W = \frac{I_0^2}{\sigma_1} \frac{\sqrt{\mu_1}}{\pi} \int_0^\tau \frac{\sigma_1}{l} \, dt = \frac{2I_0^2}{\sigma_1} \frac{\sqrt{\mu_1}}{\pi} \sqrt{\tau \sigma_1}. \]

The average rate of dissipation of power during the pulse is

\[ \bar{p} = \frac{2I_0^2}{\sigma_1} \frac{\sqrt{\mu_1 \sigma_1}}{\pi \tau}. \]
Hence, the effective depth of penetration of the pulse is

\[ \Delta_p = \frac{1}{2} \sqrt{\frac{\pi}{\sigma_1 \mu_1}}. \]

Since \( \mu_1 = 4\pi \times 10^{-7} \) henrys/meter, and for copper \( \sigma_1 = 10^6/1.87 \) ohms\(^{-1}\) meter\(^{-1}\),

\[ \Delta_p = \frac{1}{2} \sqrt{\frac{\pi \times 10^{-6} \cdot \pi \cdot 1.87}{10^6 \cdot 4\pi \times 10^{-7}}} = \frac{1}{2} \sqrt{\pi \cdot 4.675 \times 10^{-8}} \approx 2.16 \times 10^{-4} \text{ meters} \approx \sqrt{\pi} \times 10^{-4} \text{ meters} \approx \sqrt{\pi} \times 10^{-3} \text{ cm}, \]

where \( \tau' \) is the pulse duration in \( \mu \text{sec} \).

The effective skin depth \( \Delta_\omega \) for a sine wave of angular frequency \( \omega = 2\pi f \) is

\[ \Delta_\omega = \sqrt{\frac{2}{\mu_1 \sigma_1 \omega}}. \]

If the effective skin depth for a pulse is compared with that of a sine wave whose period is \( 2\tau, f = 1/2\tau, \omega = \pi/\tau \), and

\[ \Delta_\omega = \sqrt{\frac{2\tau}{\mu_1 \sigma_1 \pi}}. \]

Thus, the ratio of the loss associated with a pulse current to the loss associated with a sine wave of the same effective value \([f = 1/(2\tau)]\) is equal to

\[ \frac{\Delta_\omega}{\Delta_p} = \frac{2 \sqrt{2}}{\pi} = 0.91. \]  \(32\)

The losses associated with pulse current are lower than those associated with the sinusoidal current because of the predominance of lower frequencies in the former. With the rounding-off of the corners on the pulse, the lower frequencies predominate to an even greater extent, and any loss calculations based on the substitution of a sinusoid \((f = 1/2\tau)\) for a pulse yield an upper limit to the actual loss, even if the correction factor of 0.91 is used.

**Consideration of the Proximity Effect.**—The energy dissipated in copper wire when the wire is in the form of a transformer coil with single-layer-primary and single- or double-layer-secondary windings may readily be calculated from a flux plot, if it is assumed that the pulse duration is so short that there is practically no penetration of the copper by the magnetic field. The surface of the copper itself then coincides with a line of magnetic flux. The essential portion of such a flux plot for a typical pulse-transformer winding is given in Fig. 15-39. Some difficulties arise in constructing a flux plot in a region containing substances
of different dielectric constant. Nevertheless this flux plot is accurate enough for the purpose of computing the power loss in a winding. From this plot it can be calculated that the energy dissipated when the wire is in the form of a coil with the linear winding space factor as shown in Fig. 15.39 and when the magnetic field corresponding to the pulse load current exists on both the inside and outside surface of the winding is 1.34 times the energy dissipated when the wire is isolated. When the magnetic field corresponding to the load pulse current exists on only the inside or the outside of the winding, this "proximity factor" is $2 \times 1.36 = 2.7$.

![Flux plot showing lines of E and H for a typical pulse-transformer winding.](image)

**Fig. 15.39.**—Flux plot showing lines of $E$ and $H$ for a typical pulse-transformer winding. No. 26 quadruple formex wire, dia = 0.0219 in., bare Cu dia = 0.0179 in. Spacing between windings $\Delta = 0.040$ in.

<table>
<thead>
<tr>
<th>Material</th>
<th>Dielectric constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formex</td>
<td>3.5 (0 to 10⁷ cycles/sec.)</td>
</tr>
<tr>
<td>Oil impregnated paper</td>
<td>3.5 (0 to 10⁷ cycles/sec.)</td>
</tr>
<tr>
<td>Oil</td>
<td>2.4 (0 to 10⁷ cycles/sec.)</td>
</tr>
</tbody>
</table>

Dielectric materials: pre-oil, impregnated paper, Formex 3.5 (0 to 10⁷ cycles/sec.)

A consideration of the skin effect and the proximity factor enables one to calculate the energy dissipated in single-layer or double-layer windings during the pulse by the following formula:

$$W_p \approx PF \times I_o^2 R T \times \frac{d^2}{4(\Delta^2 - \Delta^2)} \approx PF \times I_o^2 R T \cdot \frac{d}{4\Delta}$$ joules,

where $PF$ is the proximity factor, $I_o$ is the pulse current, $R$ is the d-c resistance of the winding, $d$ is the diameter of the bare copper wire, and $\Delta$ is the skin depth (in the same units as $d$). The effective pulse current is then given by

$$I_{eff\, pulse} = \sqrt{\frac{f_p W_p}{R}}.$$

It is obviously desirable to select a wire size such that $d/\Delta$ is held to a reasonably small value (that is, less than 5). Interleaving the primary between two secondaries takes the factor of 2 out of the proximity factor for the primary winding. There may be more important winding considerations, however, which make it undesirable to interleave the primary.

The configuration of electric and magnetic fields for multilayer and duolateral windings is very difficult to reconstruct, and, in these more complicated winding structures, the losses, which are usually considerably higher than those given by a proximity factor of 1.34, can best be ascertained by measuring the Q's of the coils at the appropriate frequencies.
In many cases the pulse transformer secondary carries the filament current as well as the pulse current, and the effective sum of these two currents, in general, should be kept so low that the effective current density in the wire does not exceed 5000 amp/in.². This limiting value of current density may be varied somewhat, however, depending upon the size of the transformer, the amount of copper in the coil, and the type of cooling used. The effective sum of pulse and filament currents may be calculated from the following expression:

$$I_{\text{eff. sum}} = \sqrt{I_{\text{eff. pulse}}^2 + I_{\text{eff. filament}}^2}$$

Stored Energy Dissipated in the Windings.—A fraction of the energy stored in $L_p$, $L_l$, and $C_D$ is, of course, dissipated in the winding after the pulse. It is impractical to attempt to develop any general relations governing this fraction of energy. However, calculations on one typical 120-kw 0.5- to 2.0-μsec transformer designed at the Radiation Laboratory show that, in the operation of a transformer on a magnetron load, the following conditions obtain:

1. The energy absorbed in the winding during the pulse is about 1 per cent of the input energy per pulse.
2. About 10 per cent of the energy stored in the leakage inductance during the pulse is dissipated in the winding after the pulse. This amount of dissipated energy is about 0.3 per cent of the output energy.
3. About 0.1 per cent of the energy stored in shunt inductance and distributed capacitance is dissipated in the winding after the pulse. This amount of dissipated energy is about 0.01 per cent of the input energy.
4. The total energy dissipation in the core is about 10 per cent of the input energy. Some of this energy is dissipated during the pulse, and the remainder is made up of energy stored in shunt inductance, distributed capacitance, and leakage inductance.
5. The loss in the dielectric may be about 0.1 per cent of the input energy.

Measurements on Power Loss in Pulse-transformer Windings.—It is possible to make calorimetric measurements on the power dissipated in the winding under pulse conditions by sending current pulses through a pulse-transformer coil (without the core) that is immersed in an oil-filled calorimeter. The calculated and calorimetrically measured values of the power dissipated in a pulse-transformer winding under pulse conditions are in sufficiently close agreement to justify the use of the foregoing calculations in the choice of wire sizes in the design of pulse transformers employing single-layer or double-layer windings.
APPENDIX A
MEASURING TECHNIQUES

BY O. T. FUNDINGSLAND

The purpose of the following discussion is to present a summary of techniques developed specifically for measurements on power-pulse-generator circuits. The material is presented from a pragmatic engineering approach and is not intended as a rigorous and exhaustive treatment of fundamental principles. Although the techniques described here are capable of wide application in physics as well as in engineering, the range of measurements considered and most of the illustrations included are based chiefly on problems encountered in radar-transmitter development. Little attempt has been made either to refine these techniques beyond the immediate requirements, or to investigate the possibilities of other than the simple and direct methods that have proved capable of yielding sufficient information and have afforded adequate precision for good engineering practice.

In general, the peak and average values of voltages or currents can be measured either with the aid of appropriate circuits and meters of the moving-coil and moving-vane types, or by the use of a cathode-ray oscilloscope. The oscilloscopic methods are more suitable for measuring time intervals, instantaneous amplitudes, and instantaneous rates of change of voltage or current, for observing the qualitative nature of waveforms, and for obtaining permanent photographic records. The waveforms most commonly encountered in power-pulse generators include:

1. Repeating pulses having time durations from less than 0.1 μsec to more than 5 μsec, and with recurrence frequencies from less than 100 pps to more than 10,000 pps. The pulses encountered in practice are not truly rectangular:¹ they may have abrupt irregularities and other anomalous variations which comprise significant frequencies up to 50 or 100 Mc/sec. Pulse rise times as short as 0.01 μsec have been observed.

2. Sawtooth and repeating sinusoidal voltage waves with periods ranging from less than 100 μsec to more than 10,000 μsec. Such waveforms are encountered in the charging circuits of line-type pulse generators.

¹ See Chaps. 2 and 7 for photographs of sample waveforms.
3. Sine waves from 60 cycles/sec to 100 Me/sec.
4. Sporadic transients, both synchronous and nonsynchronous, having durations as short as 0.01 μsec.

The pulse voltages in radar-transmitter applications range from less than 1 kv to more than 100 kv, and the pulse currents vary from 1 ma to 1000 amp. The required time resolutions range from $10^{-2}$ sec to $10^{-8}$ sec. In some cases a time resolution of the order of magnitude of $10^{-6}$ sec is desirable for precise measurements of pulse duration or time jitter, or for checking the relations between the applied voltage and the buildup of current in a pulser load such as an oscillator.

In addition to time and amplitude measurements on voltage and current waves, it is often desirable to measure r-f pulse-voltage envelopes of microwaves generated by a magnetron or some other type of oscillator load, and also to observe the output r-f spectrum of a pulsed oscillator. Details regarding r-f envelope and spectrum measurements\(^1\) are beyond the scope of this appendix and are described elsewhere in the Radiation Laboratory Series.\(^2\) However, since the behavior of the oscillator and the nature of its r-f output during pulse modulation constitute an important criterion of pulser performance in such a transmitting system, both r-f envelope viewers and spectrum analyzers are often necessary in connection with the design of pulse-generators, and hence are described briefly in Sec. A-6.

**OSCILLOSCOPIC METHODS**

**A-1. Signal Presentation. Oscilloscopes and Syncroscopes.**—The most common and widely applicable type of indication on the screen of a cathode-ray tube is a plot of the desired electrical signal against a linear time base. With an electrostatic tube this plot is obtained by applying a sawtooth voltage to one pair of deflection plates and the signal to the...
other pair of plates. If the signal is a rectangular pulse of about 1-μsec duration it is desirable to have a sweep speed of about 1 in./μsec in order to present the pulse on the cathode-ray-tube screen in a manner satisfactory for pulse-shape analysis. For shorter and longer pulses the sweep speed should be correspondingly faster or slower. The measurements of the pulses common to microwave-radar applications require the use of sweep speeds ranging from a tenth of an inch or less to several inches per microsecond. The high sweep speeds used in the observation of pulse characteristics have necessitated the use of cathode-ray tubes with electrostatic deflection in preference to tubes of the magnetic-deflection type.

Ordinary oscilloscopes may be used to observe short pulses if certain modifications are made and the proper precautions are observed. In particular, the stray capacitance and inductance associated with long connecting leads must be minimized, and the problem of shielding becomes important. When pulses that have a rise time of 0.1 μsec or less are to be observed, it is desirable to apply the signal directly to the deflection plates without any intermediate amplifier, in order to minimize distortion of the pulse shape as presented on the screen of the cathode-ray tube. Also, because of the high sweep speeds required, the intensification of the electron beam must be greater than is customary with ordinary oscilloscopes. In order to prevent the burning of the material of the cathode-ray-tube screen, the intensification should be applied for a time not much longer than that required for the beam to sweep across the face of the tube. One of the most important features of an oscilloscope that is satisfactory for the observation of recurrent pulses is that the sweep should be started at some definite time before the signal is applied to the deflection plates. For pulsers that require an input triggering impulse, this feature can easily be obtained by initiating the trigger pulse and the sawtooth voltage from the same source. When the interpulse interval is constant, it is necessary only to have an oscillator of the proper frequency arranged so as to initiate a sawtooth wave shortly before it initiates the trigger pulse for the pulser. This type of oscilloscope operation is referred to as "synchronous." When the interpulse interval is determined by the construction of the pulser, such as with a rotary-gap switch, it is necessary to start the oscilloscope sweep by means of the signal to be observed. This latter arrangement is called "self-synchronous" operation and, because of the inherent delay in the start of the sweep, the first part of the signal does not appear as a deflection of the moving electron beam. The way in which this difficulty may be partially overcome by the use of a delay line in series with the connection to the signal plates of the cathode-ray tube is pointed out later in this discussion. When there is appreciable time jitter in the pulses under observation, as in the
operation of a pulser with certain series-gap switches, the self-synchronous operation is employed in order to obtain a superposition of the successive pulses on the cathode-ray-tube (CRT) screen.

An oscilloscope constructed to provide the features mentioned above has been called a synchroscope. It differs from conventional oscilloscopes principally in that it is particularly designed for the observation of short pulses, and hence utilizes fast sweeps that are synchronous with the signal to be observed. Several adjustments are incorporated for convenience, such as a means of varying the phase of the sweep and the signal, the amplitude and recurrence frequency of the output trigger pulses, and the electron-beam intensity.

Most conventional cathode-ray tubes used in synchroscopes have appreciable astigmatism and some nonuniformity in the deflection sensitivity over the face of the tube. When the focus is good, however, it is usually possible to measure the amplitude of 50- to 100-volt signals (1- to 2-in. deflection on a 5-in. tube) with a precision of ±1 per cent by applying a compensating d-c potential to the cathode-ray-tube plates to give null indication. This calibrating potential is usually applied between ground and the same plate to which the signal voltage is applied. The centering potential for the cathode-ray tube is applied to the opposite plate, which is maintained at r-f ground with a bypass capacitance $C_r$ as shown in Fig. A.1. The input-coupling capacitance $C_i$, usually $\approx 0.01 \ \mu F$, provides mutual d-c isolation between the deflection plates and the source of signal voltage. The 1-megohm resistance to ground prevents the accumulation of charge on the plates of the cathode-ray tube, and $C_s$ represents the undesirable stray capacitance, including that of the deflection plates.

A high-speed oscilloscope that has linear sweeps up to 100 in./μsec and single-trace writing speeds up to 300 in./μsec has been designed and built at the Radiation Laboratory. With this instrument, it is possible to measure, within ±10 per cent, time differences of $10^{-9}$ sec on a given transient, and to photograph nonrepeating individual transients of short duration. These accomplishments are due in part to an improved high-voltage sealed-off cathode-ray tube (K1017), designed and built by the DuMont Laboratories, which has the following characteristics:

1 A more complete discussion of the various types of synchroscopes is given in Chap. 7 of Vol. 22 of the Radiation Laboratory Series.

2 Chapter 7, Vol. 22.
1. Electron transit time between deflecting plates $\approx 3 \times 10^{-10}$ sec.
2. Deflection sensitivity $\approx 180$ volts/in.
3. Blue-sulphide screen (P11) that has low persistence and high photographic efficiency.
4. Sufficient trace intensity on the screen to record photographically a single-trace writing speed up to 300 in./$\mu$sec.
5. Negligible coupling between the deflecting plate systems at 1000 Mc/sec.

The high sweep speeds and excellent intensity control are obtained from special circuits using techniques derived from experience with radar pulsers.

This oscilloscope makes it possible to study the pulse-to-pulse variations caused by abnormal or anomalous load behavior such as magnetron sparking and mode-changing, and it is even possible to view directly the r-f envelopes of 3000-Mc/sec waves during the buildup of oscillations in an oscillator. Photographs of pulse traces obtained with this oscilloscope are reproduced in Fig. 10.18.

**Sweep Calibrators.**—One of the earliest methods of calibrating a linear sweep triggered at different recurrence frequencies was to shock-excite a fixed LC-circuit, which was coupled directly to the CRT plates, by means of the synchroscope trigger voltage. The early portion of the resulting sine wave (frequencies of 100 kc/sec to 1 Mc/sec) was distorted by the trigger voltage and, since the oscillations damped out quickly, it was difficult to obtain precise calibrations by this method. A calibrator whose output frequency depends upon high-Q LC-circuits has been devised that will produce several cycles with nearly constant amplitude. This circuit can be excited with a synchroscope trigger, and is designed to generate pulses of about 30 volts amplitude at recurrence frequencies of 200 kc/sec, 1 Mc/sec, or 5 Mc/sec. A calibrator of this type should be checked occasionally against a crystal-controlled type J oscilloscope.

Another type of fast-sweep calibrator generates 30-volt range marks of 0.02-$\mu$sec duration at the base and with rise and fall times of about 0.003 $\mu$sec each that repeat at 0.1-$\mu$sec intervals. This calibrating unit also supplies a trigger voltage, synchronized with the range marks, which initiates the synchroscope sweep. Since this device is not designed for use with an external trigger, it cannot be synchronized and phased relative to another signal appearing simultaneously on the screen of the cathode-ray tube. However, these range marks can be superimposed with another signal on the screen by the method shown in Fig. A-2, although some caution is necessary to avoid interference. For example, if the sweep is triggered too soon by the calibrator, after or before it is

---

1 Chap. 16, Vol. 21.
triggered by the internal circuit of the synchroscope, the sweep circuit may not have time to recover from the first excitation, and the calibration may be unreliable. The scheme is generally successful because the duty ratio of the pip generator is low and its recurrence frequency is usually incommensurate with that of the synchroscope trigger.

Voltage Dividers and Current-viewing Resistors.—For the observation or measurement of the pulse output from a pulser it is necessary to provide a means by which a voltage or current pulse may be applied as a signal to the deflecting plates of a cathode-ray tube. With a 5-in. tube a 1- to 1.5-in. deflection of the electron beam from the center of the circular screen can usually be used without serious distortion resulting from astigmatism. The maximum signal voltage applied to the deflecting plates should therefore be about 50 to 100 volts for pulse observation. Since the pulse voltages of interest in connection with pulser measurements are generally many times greater than 100 volts, it is necessary to introduce some type of voltage divider between the pulser and the cathode-ray tube. A number of possible combinations of resistances and capacitances may be used as voltage dividers. Several of these are discussed in detail in Sec. A.2 with particular reference to their applicability to specific problems and to their inherent limitations.

The oscilloscopic presentation of a current pulse is obtained by introducing a resistor in series with the circuit and applying the voltage developed across this resistance by the pulse current to the deflection plates of the cathode-ray tube. Since such a resistor is usually introduced for the specific purpose of obtaining the amplitude-time trace of the pulse current on the screen of a cathode-ray tube for visual or photographic observation, it is commonly referred to as a "current-viewing" resistor. The value of the resistance used for this purpose depends

---

![Diagram](image-url)
on the maximum current-pulse amplitude and, for most pulser measurements, is generally less than 20 ohms. The problems associated with the use of current-viewing resistors are also discussed in Sec. A.2.

In order to obtain an oscilloscopic presentation of a voltage or a current pulse that is a true picture of the amplitude-time variation, the stray inductances and capacitances introduced by the connecting leads should be negligibly small. The ideal arrangement, therefore, would be to connect the deflecting plates directly to the voltage divider or to the current-viewing resistor with leads of negligible length. In practical cases, however, this is generally not possible, and it is necessary to introduce a cable between the signal source and the deflecting plates of the cathode-ray tube. The problems associated with the use of such a cable are discussed in Sec. A.2.

A voltage divider or current-viewing resistor must meet certain general requirements in order to be satisfactory for the observation and measurement of pulser characteristics. These requirements may be stated as follows:

1. The input impedance of a voltage divider must be so high and the resistance of a current-viewing resistor must be so low that no appreciable disturbance is introduced in the circuit on which measurements are being made.

2. The circuit must have a uniform transient response over a wide band of frequencies, that is, it must not cause appreciable distortion of the waveforms under investigation.

3. The output impedance must be low compared with the input impedance of the cathode-ray-tube deflecting plates, and should be equal to or less than the cable surge impedance for all applications where impedance-matching is important.

4. The electrical characteristics of the voltage divider or current-viewing resistor must not vary with voltage, temperature, and time beyond the limits of the accuracy desired in the measurements.

5. The divider or resistor should, preferably, be capable of precise calibration with standard laboratory methods and apparatus.

Although no practical unit has yet been designed that fulfills all of these requirements and is adaptable for a wide range of measurements, several types have been designed to meet satisfactorily the needs of specific applications.

**A-2. Pulse Measurements.** *The Parallel RC-divider.*—High-impedance voltage dividers designed for parallel connection to a pulser are generally comprised of noninductive resistors and high-quality condensers. When the connecting leads are kept short and the ground
connections are made directly to the chassis of the pulser, the inductance can be neglected for practical analyses. A voltage divider consisting of a pair of parallel RC-combinations is shown diagrammatically in Fig. A-3.

An analysis of the response of this circuit to an applied step-voltage $V$ indicates the effects of the parameters on the signal voltage that is applied to the deflecting plates of the cathode-ray tube. The differential equation for the voltage $v_2$ after the switch $S$ is closed can be set up by Kirchhoff's laws, and the general solution is found to be

$$v_2 = \frac{R_2}{R_1 + R_2} + \left( \frac{C_1}{C_1 + C_2} - \frac{R_2}{R_1 + R_2} \right) e^{-\frac{t}{R_1 C_1}},$$

where

$$R_{11} = \frac{R_1 R_2}{R_1 + R_2}$$

and

$$C_{11} = C_1 + C_2.$$

If $R_1 C_1 = R_2 C_2$,

$$\frac{R_2}{R_1 + R_2} = \frac{C_1}{C_1 + C_2}$$

and

$$\frac{v_2}{V} = \frac{R_2}{R_1 + R_2} = \frac{C_1}{C_1 + C_2},$$

giving a perfect voltage divider whose ratio is the same at all frequencies, that is, for all values of $t$. If $R_1 C_1 < R_2 C_2$,

$$\frac{R_2}{R_1 + R_2} > \frac{C_1}{C_1 + C_2}$$

and $v_2$ builds up exponentially with a time constant $= R_{11} C_{11}$ (see Fig. A-4a). If $R_1 C_1 > R_2 C_2$,

$$\frac{R_2}{R_1 + R_2} < \frac{C_1}{C_1 + C_2}$$

and $v_2$ decreases exponentially (see Fig. A-4b). Resistance dividers and capacitance dividers are special cases of this general RC-divider.

The Resistance Divider.—Two noninductive resistors connected in series form a voltage divider that is simple and convenient for pulse-voltage observations. If care is exercised in the construction of such a divider, the stray capacitance can be kept small and the time constants for the response curves shown in Fig. A-4 will be small. The ratio of
voltage division for a resistance divider can be determined with high precision by ordinary Wheatstone-bridge measurements. Wire-wound resistors with a resistance of about 1000 ohms that are capable of withstanding 10,000-volt pulses of 1-μsec duration at recurrence frequencies of 1000 pps are commercially available. These resistors have \(L/R\) time constants of less than 0.003 μsec and negligible distributed capacitance, that is, they have reactance that is small and essentially proportional to frequency up to more than 10 Mc/sec. Since wire-wound resistors of less than 100 ohms with time constants equal to or less than 0.003 μsec are difficult to obtain commercially, it is better to use a coaxial carbon-on-ceramic resistor (see the discussion on current-viewing resistors at the end of Sec. A·2) in the low-voltage section. For a voltage division of about 100 to 1, a 1000-ohm resistance is commonly used in series with a 10-ohm resistance. Such dividers generally do not have the high input impedance desirable for circuit measurements and hence are retained only as standards against which capacitance dividers, which have a wider application, can be calibrated by direct comparison under pulse conditions.

This calibration is accomplished by substituting the standard resistance divider for the load in a pulse-generator circuit and connecting the capacitance divider of unknown ratio in parallel with it. Using null indication, the signal amplitudes of the two dividers can be compared with a probable error of less than ±1 per cent. For best results, the ratio of the resistance divider should be adjusted to give nearly the same signal amplitude as the capacitance divider to be calibrated. Also, it is advisable to use a pulser that delivers a pulse with a flat top in order to minimize errors caused by the limited frequency response of the viewing system and by the observer. When considered with the cable and the oscilloscope input circuit, a resistance divider is really a parallel \(RC\)-divider for which \(C_1\) is considered negligible; thus, a resistance divider does not give a true picture of the leading portion of fast-rising or short pulses if the CRT input capacitance is appreciable.

**Transmission Cable and Impedance-matching.**—Usually, the physical arrangement of an experimental setup makes it very inconvenient, if not impossible, to employ a voltage divider or a current-viewing resistor that is built into a synchroscope with negligibly short connecting leads to the CRT plates. In practice, therefore, a short length of shielded coaxial transmission cable is commonly used. A typical sample of such a cable
has a characteristic impedance of 70 to 100 ohms, a capacitance of 12 to 14 \( \mu \text{F} \) per foot, and a velocity of electromagnetic-wave propagation of 700 to 800 ft/\( \mu \)sec. Low-impedance cables are preferred in order to minimize the effect of the input capacitance of the CRT deflecting plates.

To avoid undesirable reflections that tend to confuse the true signal appearing on the CRT screen, the cable impedance must be matched into the viewing system either at the CRT or at the divider. This matching imposes certain restrictions on the design of a divider, and the method used depends upon the particular type. In principle, however, the matching problem can be demonstrated by considering a simple voltage divider consisting of two pure resistances \( R_1 \) and \( R_2 \) connected in series, where the value \( R_2 \) is less than the cable surge impedance \( Z_0 \), and \( R_1 \gg R_2 \). To simplify the discussion, further idealizing assumptions are made as follows:

1. The voltage wave impressed upon the divider is a perfectly rectangular pulse.
2. The synchroscope input impedance is infinite. In particular, the distributed capacitance, including that of the CRT plates, is negligible.
3. The characteristic or surge impedance of the cable is a pure resistance, constant throughout the range of significant frequencies in the pulse. In other words, the cable is distortionless.
4. Losses in the cable are negligible.
5. The ratio of the divider is so high that the impedance of the high-voltage section can be considered infinite compared with the impedance of the low-voltage section. The pulse-generator circuit is thus undisturbed by the effects of mismatch between the divider and the cable; hence, the low-voltage section and the cable are fed by a constant-current source during the pulse.

Figures A.5 and A.6 show two methods of obtaining a satisfactory matched condition.

If there is exact shunt termination at the synchroscope, that is, if \( R_0 = Z_0 \), no reflection occurs and the signal on the cathode-ray tube is at all times a true reproduction of the pulse voltage. However, the effective ratio of the divider is increased because the resistance of the low-voltage section is now the parallel value of \( R_2 \) and \( Z_0 \), or of \( R_2 \) and \( R_0 \).

With series matching by \( R_m = Z_0 - R_2 \) as shown in Fig. A.6, the wave initiated at the cable input is

\[
v_c = \frac{Z_0 R_2 I}{R_2 + R_m + Z_0'}
\]

where \( I \) is the total current flowing through \( R_1 \) during the pulse.
The wave $v_c$ traverses the cable toward the cathode-ray tube, where it is reflected without change in polarity from an essentially open circuit. When the reflected wave returns to the divider, it sees a matched load, $R_m + R_2 = Z_0$, and no further reflection occurs. The cable is now fully charged and the total current $I$ flows through $R_2$. While the cable is becoming charged, the current flow is divided and the voltage $v_2$ across $R_2$ is

$$v_2 = \frac{I(R_m + Z_0)R_2}{R_2 + R_m + Z_0}.$$  

After the cable becomes fully charged, the voltage across $R_2$ is $v'_2 = R_2I$. During the entire pulse, the voltage at the cathode-ray tube, although delayed by the one-way transit time, has the constant value

$$v'_c = 2v_c = \frac{2IR_2Z_0}{R_2 + R_m + Z_0} = v'_2;$$

or exact matching, $R_m + R_2 = Z_0$.

Either of these methods for matching the cable impedance is satisfactory for any length of cable. It should be noted that, for low divider ratios where the value of $R_1$ is not large compared with $R_2$, the matching problem becomes more complicated and the values of $R_1$, the internal impedance of the pulse-generator circuit, and the load impedance must also be considered in order to determine the correct value of $R_m$. In most applications $R_1 \geq 10R_2$, and these considerations are of secondary importance.

When the cable is improperly matched and the transit time of the cable is short compared with the pulse duration, the pulse signal viewed on the CRT screen may appear as the waveforms sketched in Fig. A-7.
depending upon the relative values of $Z_0$, $R_2$, and the matching resistor. If the cable is long, successive reflections occur after the pulse.

As a numerical example, consider a length of cable that has a two-way transit time of 0.01 μsec and a surge impedance of 100 ohms. Let $R_2 = 50$ ohms and assume a constant current of 1 amp flowing through $R_1$. Omit both matching resistors. At the initial instant, 

$$v_2 = \frac{100 \cdot 50 \cdot 1}{50 + 100} = 33.3 \text{ volts}.$$ 

This wave traverses the cable toward the cathode-ray tube and 0.005 μsec later arrives at the deflecting plates, where it is reflected without change in polarity. Hence, the initial value of $v_2$ is 66.6 volts. When the reflected wave returns to the divider, it sees a mismatched receiver and a second wave,

$$v'_2 = \frac{R_2 - Z_0}{R_2 + Z_0} = \frac{-50}{150} (33.3) = -11.1 \text{ volts},$$

is reflected into the cable. When the $v'_2$ wave arrives at the cathode-ray tube, 0.01 μsec after the arrival of the initial wavefront, another reflection occurs, and the deflecting voltage drops to

$$v'_1 = 66.6 - 22.2 = 44.4 \text{ volts}.$$ 

After another interval of 0.01 μsec, a wave $v''_2$, reflected from the divider, arrives at the CRT; $v''_2 = +3.7$ volts and

$$v''_1 = 2(33.3 - 11.1 + 3.7) = 51.8 \text{ volts}.$$ 

After one more reflection, the voltage at the cathode-ray tube is so near to the steady-state value of 50 volts that no more reflections are distinguishable. Since these reflections recur at intervals of 0.01 μsec, they appear as high-frequency fuzz on the leading portion of the pulse unless a very fast sweep is used on the synchroscope. On a 0.1-μsec pulse viewed with a fast sweep, they appear more nearly like the idealized waveform sketched in Fig. A-7. In practice, the pulses often rise so slowly that when the mismatch is not great most of the reflections are dissipated during the rise. If $R_2$ is much smaller or if the cable is longer, however, the time required to dissipate these reflections may be an appreciable fraction of the pulse duration, and it is difficult to measure the true amplitude of the pulse. In this example, if a series matching resistor $R_m = 50$ ohms is used, the deflecting voltage during the entire pulse is 50 volts, but when a shunt matching resistor $R_0 = 100$ ohms is used, the deflecting voltage at all times is

$$v_s = \frac{50 \cdot 100 \cdot 1}{50 + 100} = 33.3 \text{ volts}.$$
When it is necessary to use a value of $R_2$ larger than $Z_0$, it is not possible to match the cable by ordinary means because the use of a shunt matching resistor $R_0$ reduces the voltage at the CRT, and thus nullifies the advantage gained by increasing $R_2$.

**Capacitance Divider.**—The most widely used pulse-voltage divider consists of a pair of condensers in series, the one of smaller capacitance $C_1$ having a high voltage rating, and being preferably of the vacuum type for the best quality and the least corona trouble. The photograph in Fig. A.8 shows the type of shielded construction used at the Radiation Laboratory with an Eimac VC12-32 vacuum condenser, rated at 32 kv, r-f voltage. Such a capacitance divider can usually be made to satisfy the requirement for high input impedance, where the pulse-generator load is of the order of magnitude of 1000 ohms or less, by using a high-voltage capacitance of the order of magnitude of 15 μf or less. Since a capacitance divider is inherently a pure reactance, however, it tends to form a resonant circuit with the inductance of the connecting leads, and may introduce undesirable high-frequency oscillations on the leading portion of the voltage pulse. These oscillations place a serious limitation on the measurement of extremely short pulses (of durations less than 0.1 μsec) and on the observation of the starting behavior of an oscillator load such as a magnetron.

With a capacitance divider, shunt termination of the cable cannot be used because it has the effect of producing an unbalanced $RC$-divider, differentiating the pulse and giving a signal similar to that sketched in Fig. A.9. For the same reason, a capacitance divider can be used only with an unterminated cable whose transit time is very short compared with the pulse duration. If the cable is just a little too long, the differentiating effect may not be so pronounced, but the droop during the pulse may cause appreciable error in measurements of pulse amplitude, as shown in Fig. A.10.

While the cable is becoming charged, the loading effect on $C_2$ is the same as if a resistor $Z_0$ were connected directly across $C_2$, and the voltage $v_2$ falls with a time constant equal to $Z_0(C_1 + C_2)$. For a 100-ohm cable
and typical values of $C_1 = 12 \, \mu\text{f}$ and $C_2 = 1200 \, \mu\text{f}$, this time constant is about 0.12 \, \mu\text{sec}. With a 12-ft length of cable having a two-way transit time of the order of magnitude of 0.03 \, \mu\text{sec}, $v_2$ falls to about 0.7 of its initial value while the cable is becoming charged. Furthermore, with mismatch at both ends of the cable, an open circuit at the cathode-ray tube, and pure reactance at the divider, a series of undesirable reflections appear on the pulse.

![Fig. A-9.—Differentiated rectangular pulse as seen on the CRT screen of a synchroscope when a capacitance divider is used with a cable terminated in $R_0 = Z_0$.](image)

![Fig. A-10.—Drooping pulse resulting from the use of a cable with a transit time comparable to the pulse duration.](image)

It is also evident that a divider containing reactance cannot be matched perfectly to a cable for all frequencies. Some form of compensating circuit might be used, but for most practical purposes fairly good results have been obtained with capacitance dividers by inserting a resistor, $R_m \approx Z_0$, in series with the cable input, as shown in Fig. A-11. This resistor serves a three-fold purpose. It introduces a voltage drop in the initial wave entering the cable, so that $v_c = v_2/2$. Hence, when $v_c$ is reflected from the open-circuited end of the cable and returns to the divider, the cable is charged to a potential nearly equal to the voltage on $C_2$ at that instant. Secondly, the current flowing out of $C_2$ to charge the cable is reduced by a factor of two, and this reduction correspondingly lessens the droop in $v_2$. Finally, the resistor $R_m$ effectively matches the cable impedance for the initial wavefront reflection from the cathode-ray tube.

This statement is approximately true only because the reactance of $C_2$ is negligible compared with $Z_0$ for the higher frequencies in the Fourier spectrum of the pulse, that is, for those frequencies whose periods are comparable to the transit time of short lengths of cable. For a divider ratio of 100/1 or higher, the value of $C_2$ is about 1000 \, \mu\text{f}, corresponding to a reactance of less than 1.5 ohms at 100 \, \text{Mc/sec}. For lower frequencies where the reactance is higher the mismatch is greater, but $R_m$ helps to dissipate the reflections quickly. For frequencies of a few megacycles per second, which contribute significantly to the main portion
of the pulse, the effect of \( R_m \) in the circuit is negligible, and the short lengths of cable must be considered essentially as a lumped capacitance, which is included with the CRT input capacitance \( C \), as part of \( C_2 \) in calibrating the divider. A capacitance divider should therefore be calibrated with the particular cable and cathode-ray tube with which it is to be used for measurements.

When very long pulses are observed with a low-ratio divider, the value of the low-voltage capacitance required may be so small that the charge leaking off during the pulse through the 1-megohm resistor to ground in the synchroscope causes an apparent droop in the voltage pulse that appears on the CRT screen. The magnitude of this droop can be estimated by again considering the relation between the pulse duration and the time constant of an equivalent unbalanced \( RC \)-divider. In this case, \( R_1 = \infty \) and \( R_2 = 1 \) megohm. If \( C_1 = 12 \mu \text{F} \) and \( C_2 = 240 \mu \text{F} \), the time constant is 240 \( \mu \text{sec} \) for a divider ratio of 20/1. For a 10-\( \mu \text{sec} \) pulse duration, this time constant would cause a droop of the order of magnitude of 5 per cent. In some cases, this droop can be minimized by increasing the resistance in the synchroscope to 10 megohms, but this increase is not always feasible. Also, if both the low-voltage and the high-voltage capacitance are increased, the condition for negligible circuit loading may not be met adequately.

To avoid the last-mentioned limitation of capacitance dividers for measurements on long pulses and other low frequency waveforms where the bleeding-off time constant is not sufficiently great to prevent distortion, the "balanced" parallel \( RC \)-divider may be used. It is demonstrated at the beginning of this section that, when \( R_1C_1 = R_2C_2 \), this divider theoretically has a uniform frequency response over an infinite band. In practice, the distributed capacitance of a high-voltage wire-wound resistor is appreciable but difficult to evaluate, and, in order to obtain a satisfactory balance, it is often necessary to use lower values of resistance, or higher values of capacitance, than the circuit-loading requirement permits.

**Series \( RC \)-divider.**—Figure A-12 shows a fourth type of \( RC \)-divider for pulse-voltage measurements that has the same limitations as a pure capacitance divider for long pulse durations and with respect to the impedance-matching of the cable. For short pulse durations and for the study of the leading edge, however, this series \( RC \)-divider has a considerable advantage over the capacitance divider because it is not a pure reactance and therefore does not introduce oscillations into the load circuit of the pulse generator. An analysis of the circuit shows that the
condition under which the divider ratio is independent of frequency is again \( R_1C_1 = R_2C_2 \).

**Current-pulse-viewing Resistors.**—Pulse currents in magnetron oscillators and in pulse-generator switch tubes that range from less than ten amperes to several hundred amperes have been observed to rise to full value in less than 0.01 \( \mu \)sec. Precise measurements of such rapidly rising high currents are especially difficult to accomplish. The first requirement is that the viewing resistor itself must have negligible inductance. Even a carbon resistor 1 in. long has enough self-inductance to produce an \( L \frac{dI}{dt} \) voltage comparable to its \( IR \) drop, and thus, in some applications, causes a spurious spike to appear on the pulse. Early experiments at the Radiation Laboratory indicated that a considerable improvement in the quality of the response could be obtained with a coaxial resistor, which was simply a coaxial cylinder filled with lampblack and clay. However, these hastily made units were unstable with changes in temperature and voltage. The problem was presented to engineers of the Bell Telephone Laboratories, who then designed a unit consisting of a pair of ceramic cylinders, carbon coated on the inside surface, and mounted in a convenient metallic assembly with corrugated spring contacts and cable connectors on either end.

Another mounting for these carbon-on-ceramic cylinders is provided by a telephone plug on one end and a cable connector on the other (see Fig. A·13). When so mounted, these resistors are found to have an inductance of less than 0.01 \( \mu \)h, and usually show a change of resistance with temperature and voltage of less than 2 per cent when the average-power rating of 15 watts is not exceeded and when the maximum pulse

![Fig. A·13.—Coaxial current-viewing resistor.](image1)

![Fig. A·14.—Schematic diagram showing the directions of current flow in BTL coaxial noninductive resistors.](image2)
The pulse current enters through the phone plug and divides equally; one half flows along the inner surface of the first cylinder toward the midpoint of the metal housing, and the other half flows in the center conductor toward the remote end of the unit and returns along the inner surface of the second cylinder toward the midpoint of the metal housing. The ground return is made through the outer metal cylinder from the midpoint of its length to the phone-jack, which is mounted directly on the chassis of the pulse generator. Thus the two cylinders are effectively connected in parallel, and the current flow is such that a high degree of flux cancellation is accomplished (see Fig. A.14). These units are available in resistance values from less than 0.5 ohm to more than 100 ohms. The series of pulse current photographs in Fig. A.15 shows the relative qualities of several types of noninductive resistors for oscilloscopic presentation of current pulses. When ordinary resistors were used, the connecting leads were made as short as possible in order to minimize the inductance. Figure A.15a through f show a 0.5-μsec pulse generated by a hard-tube pulser on a resistance load. The voltage pulse viewed with a capacitance divider is included for comparison. For this relatively slow-rising current pulse the small (½-in.) ordinary carbon-ceramic resistor appears almost as noninductive as the BTL coaxial unit. The three noninductive wirewound samples were selected at random from three different manufacturers and are not necessarily the best obtainable. The pulse photographs in Fig. A.15h through l show the same resistors used to view a magnetron current pulse that rises and falls more rapidly. The difference in quality between the BTL coaxial unit and the ordinary carbon-ceramic resistor becomes apparent in this comparison.

The problem of cable-matching with a current-viewing resistor is essentially the same as with a resistance divider. When the internal impedance of the pulser is low and the value of resistance used for viewing the current is comparable to the dynamic impedance of the load, the best results can be obtained only with shunt termination of the cable at the synchroscope. If series matching is used in this case, the sudden increase in the voltage across the viewing resistor that occurs when the initial wavefront returns from the open end of the cable at the synchroscope may effect an appreciable change in load current. A detailed analysis of this case cannot be based on the assumption that \( R_1 \gg R_2 \), but must include an equivalent circuit for the load and the pulser.

V-I Plots.—For some applications it is convenient to disconnect the d-c centering potential and the time-base sweep circuit of the synchroscope, and to present another signal on the second pair of CRT plates. In this way a systematic plot of the resultant signal on the screen is
(a) Resistance load voltage pulse. (Capacitance divider).
(b) BTL coaxial resistor.
(c) ½-in. carbon-on-ceramic resistor.
Resistance load current pulses.

(d) Wirewound resistor No. 1. (e) Wirewound resistor No. 2. (f) Wirewound resistor No. 3.
Resistance load current pulses.

(g) Magnetron voltage pulse. (h) BTL coaxial resistor. (i) ¼-in. carbon-on-ceramic resistor.
Magnetron current pulses.

(j) Wirewound resistor No. 1. (k) Wirewound resistor No. 2. (l) Wirewound resistor No. 3
Magnetron current pulses.

Fig. A-15.—Comparison of inductive effects in various current-viewing resistors.
obtained. This type of indication is useful for obtaining the pulse voltage-current characteristics of nonlinear-impedance devices such as surge-limiting diodes, pulse-generator switch tubes, and magnetrons. Figure A-16 shows schematically the relative point-by-point correlation of an idealized voltage-current plot of a pulsed magnetron with the corresponding voltage and current pulses as they would appear on a linear time base. The current flowing between the times $t_0$ and $t_2$ is due to charging the capacitance associated with the magnetron input circuit during the rise of voltage, the current maximum at $t_1$ corresponding to the maximum value of $dv/dt$. The magnetron conduction current rises between $t_2$ and $t_3$ during the buildup of the oscillations, and remains nearly constant from $t_3$ to $t_4$ while the magnetron oscillates steadily. The current between $t_4$ and $t_5$ corresponds to the initial part of the voltage fall that occurs while the oscillations in the magnetron are dying out. With a line-type pulser, the initial rate of fall of voltage ($t_4 - t_5$) is slow, and the voltage-current relations are the same as those that would be obtained from a steady-state point-by-point plot of the voltage and current. However, with a hard-tube pulser that has low internal impedance, the initial rate of fall of voltage may be high enough to produce an appreciable capacitive current of opposite sign, and the slope of the $V-I$ plot during the fall, corresponding to the time interval from $t_4$ to $t_5$. The time interval $t_5$ to $t_6$ corresponds to the steady-state oscillations.

![Diagram showing the correlation of an idealized voltage-current plot of a pulsed magnetron with the corresponding voltage and current pulses.](image-url)
$t_1$ to $t_6$, may not be a true indication of the dynamic impedance of the magnetron. The magnitude of the discharging capacitive current from $t_6$ to $t_8$ is considerably less than the charging capacitive current because the rate of fall of the voltage is much slower than its rate of rise.

Photographs of typical $V-I$ traces of a pulsed magnetron are included in Chap. 7 and in Vol. 6, Chap. 16. By conducting two signals from the same voltage divider through different cables to the two sets of deflection plates of the cathode-ray tube, the two identical signals can be plotted against one another, and the two samples of cable can be adjusted in length until the difference between their delay times is the same as the transit time of the electron beam between the two sets of deflecting plates in the cathode-ray tube. When this condition is obtained, the resultant trace is a straight line oriented at an angle determined by relative deflection sensitivities of the two sets of CRT deflecting plates. Other useful information regarding magnetron starting can be obtained by plotting the current or the voltage against $dv/dt$.

**Voltage Differentiator.**—Precise measurements of the rate of rise and rate of fall of high-voltage pulses can be accomplished with the aid of the differentiating $RC$-circuit, shown schematically in Fig. A.17, and a synchroscope. This circuit converts measurements of the rate of change of voltage into measurements of a voltage amplitude. The differentiating circuit is connected across the load and the voltage $v_R$ is transmitted to CRT deflecting plates through a convenient length of cable. The values of $R$ and $C$ are selected so that—

1. The voltage $v_R \ll v_C$ for the highest rates of change to be measured, that is, for the highest significant frequencies in the Fourier spectrum of the applied pulse.
2. The loading effect on the pulse-generator circuit is small.
3. The reactance of distributed capacitance across $R$ and of the CRT input capacitance is high compared with $R$ for all significant frequencies in the derivative.

When these conditions are fulfilled,

$$v_R = R\frac{dv_C}{dt} \approx RC \frac{dv_I}{dt},$$

(a), (b). Voltage pulses and corresponding time derivatives superimposed on the screen of a cathode-ray tube by the use of a mechanical commutator.

(c) Voltage pulse.  
(d) Time derivative of (c) observed with short leads and matched cable.

(e) Time derivative of (c) observed with short leads and mismatched cable.  
(f) Time derivative of (c) observed with long leads and mismatched cable.

Fig. A-18.—Voltage pulses and time derivatives.
so
\[ \frac{dv_1}{dt} \approx \frac{v_R}{RC} \]  

(1)

where \( v_R \) is in volts, \( R \) in ohms, \( C \) in farads, and \( \frac{dv_1}{dt} \) in volts/sec.

Photographs of the oscilloscope traces for negative voltage pulses and the corresponding derivatives are shown in Fig. A-18. These pulses were generated by a hard-tube pulser with a 1000-ohm resistance load. Figures A-18a and b show the voltage pulse and the derivative observed simultaneously with a synchroscope by means of a mechanical commutator. With reasonable precautions, measurements of the rate-of-rise of voltage by the differentiating method are capable of much higher precision and accuracy than measurements of \( \frac{\Delta v_1}{\Delta t} \), where \( \Delta v_1 \) is the voltage change in a corresponding increment of time \( \Delta t \). The differentiating circuit also provides a method of distinguishing between real and spurious oscillations (or cable reflections) in a pulse-viewing system comprised of an RC-divider, a cable, and a synchroscope.

Certain precautions are necessary in the construction and the use of a differentiating RC-circuit. The inductance of \( R \) and the connecting leads must be as low as possible to insure a true RC-response to the impressed voltage. The BTL coaxial current-viewing resistors, having inductance \( \leq 0.01 \mu \text{H} \), are satisfactory. The effect of long connecting leads is observable in the photograph of Fig. A-18f.

The cable impedance should be matched with a shunt resistor, \( R_o \), at the synchroscope in preference to a series resistor at the cable input.
In this case \( R \) [Eq. (1)] should be replaced by \( R' = \frac{R_0 R}{R + R_0} \). If the cable impedance is matched with a series resistor \( R_m \) at the cable input, an appreciable distortion that results from the time constant \( R_m C_s \) for the charging of the synchroscope input capacitance may be introduced. Figures A.18e and f show the effect of improper cable-matching.

To eliminate high-frequency pickup by the low-voltage section, a shielded type of construction should be used. A differentiator using an Eimac VC12-32 vacuum condenser and a BTL coaxial noninductive resistor is shown in Fig. A.19. For qualitative observations in which some inaccuracy can be tolerated for the sake of convenience, several ordinary carbon resistors ranging in value from 25 ohms to 100 ohms may be incorporated with a convenient switching arrangement as in the model made by Sylvania.

The input capacitance \( C_s \) of the synchroscope is effectively lumped across \( R_1 \), and must be below the limits specified in the following analysis (see Fig. A.17). This capacitance tends to bypass the higher frequencies of the derivative \( v_R \), and therefore \( C_s \) should be made as small as possible. The effect of \( C_s \) on \( v_R \) is indicated by an examination of the response to the leading portion of a trapezoidal voltage pulse applied to \( R_1 \). It is assumed that the voltage impressed on the differentiating circuit is of the form

\[
v_l(t)_{0 \leq t \leq t_r} = \frac{V_l}{t_r} t,
\]

\[
v_l(t)_{t \geq t_r} = V_l,
\]

where \( t_r \) is the time of rise of the voltage pulse.

For the time interval \( 0 \leq t \leq t_r \),

\[
v_R = \frac{CRV_l}{t_r} \left[ 1 - e^{-\frac{t}{RC_n}} \right]
\]
where \( C_{11} = C + C_s \), and for \( t \geq t_r \)

\[
v_R = \frac{CRV_t}{t_r} \left[ 1 - e^{-\frac{t - t_r}{RC_{11}}} \right] e^{-\frac{(t-t_r)}{RC_{11}}}.
\]

Figure A.20 shows a graph of the applied trapezoidal voltage wave front, its actual time derivative, and the response \( v_R \) of a differentiating circuit with typical parameters. Also plotted are a trapezoidal wave front with a spike, its corresponding derivative, and \( v_R \).

These hypothetical pulses and derivatives are plotted to demonstrate the type of distortion that is caused by \( C_s \) shunting \( R \). The time constant \( RC_{11} \) should be held to a minimum for the best response of the differentiating circuit to sudden changes in the impressed voltage.

From Eq. (2) a simple quantitative expression can be derived for determining the maximum permissible value of \( C_{11} \) for any desired fidelity of response to a linearly rising voltage. For example, in order for \( \frac{U_R}{RC} \) to be within 1 per cent of \( \frac{dv_t}{dt} \),

\[
e^{-\frac{t}{RC_{11}}} \leq 0.01.
\]

This relation requires that

\[
t \geq RC_{11} \ln 100
\]

and

\[
t \geq 4.6RC_{11}.
\]

Figure A.21 is a graph of \( t \) versus \( C_{11} \) for various values of \( R \). This graph shows the time that is required after closing the switch for \( v_R \) to approach within one per cent of the true derivative, for any combination of \( R \) and \( C_{11} \). If greater tolerance in the accuracy of \( v_R \) is permitted, for example, \( K \) per cent, the values of \( t \) are given by the product of

\[
\left[ 1 - \frac{(\ln K)}{4.6} \right]
\]

and the corresponding values of \( t \) for \( K = 1 \) per cent in Fig. A.21.

The photographs of Fig. A.22 show 0.1-\( \mu \)sec voltage pulses and the derivatives obtained with a resistance load and a magnetron load on a hard-tube pulser. The response of the differentiator to the spikes and to the small oscillations on the voltage pulses is observable in these photographs.
From the photographs of Fig. A.18a and b, where the differentiator response and the traces of the applied voltage pulse are superimposed, it might be inferred that the output voltage from the differentiator rises more rapidly than does the input voltage. This illusion appears because a voltage divider was used to obtain the voltage-pulse trace; in this case the divider ratio was about 150/1. Actually, the rate of change of the voltage, $v_R$, is less than that of the applied voltage, as is evident from the differentiation of Eq. (2). Since $C_2$ is never zero, the value of $dv_R/dt$ is less than $V_i/t_\tau$ by the factor $C_2/(C + C_2)$.

The calibration of an $RC$-differentiator may be accomplished by one of the following three methods:

1. By the direct measurement of $R$ and $C$. For many applications the value of $C$ is about 15 $\mu$F or less. Accurate measurements of such small capacitances are possible with a high-precision bridge, for example, the General Radio Twin-T, but elaborate precautions
must be observed and corrections must be made for lead inductance and stray capacitance to ground resulting from the large physical size of the high-voltage condenser.

2. By the measurement of $\Delta v_1$ and $\Delta t$ on a linearly rising portion of a pulse, using an accurately calibrated high-speed sweep. The values of $\Delta v_1$, $\Delta t$, and the corresponding $v_2$ may be substituted into Eq. (1), to give

$$RC = \frac{v_2\Delta t}{\Delta v_1}.$$  

Some modifications may be necessary in the pulse-generator circuit in order to obtain a linearly rising pulse that is suitable for calibration purposes.

3. By the removal of the resistor $R$ and the substitution of a capacitance $C_z$. The unit can then be calibrated as a capacitance divider against a standard resistance divider under pulse conditions. The divider ratio thus determined is equal to

$$\frac{C + C_z + C_s + C_c}{C}$$

where $C_z$ can be chosen large so that $C_s$ and $C_c$, the CRT input capacitance and cable capacitance respectively, constitute less than 10 per cent of the numerator. Then $C_z$ can be removed and measured easily on a bridge, and the values of $C_s$ and $C_c$ either measured or estimated. The value of $C$ can then be calculated with a probable error no greater than the algebraic sum of the errors in measurement of the divider ratio and of $C_z + C_s + C_c$.

This method of calibration is the most reliable.

Figure A.18b shows a linearly rising pulse on which an excellent calibration check was obtained. The capacitance $C$ of the differentiator was measured on a General Radio 821-A Twin-T precision bridge, with necessary corrections for leads, capacitance to ground, etc. The average of several readings was $13.3 \pm 0.2 \mu\text{f}$. A Wheatstone-bridge measurement of $R'$ gave $19.97$ ohms as the parallel value of $R$ and $R_0$. The vertical-deflection sensitivity on the CRT screen was $5.50 \pm 0.05$ volts per small division. The voltage pulse was obtained from a capacitance divider with a ratio of $163/1$, determined by comparison with a standard noninductive-resistance divider under pulse conditions. The estimated maximum error of this calibration was $\pm 1$ per cent. The CRT sweep calibration indicated by a 10-Mc/sec sine wave (crystal-controlled oscillator) was

$$0.0208 \pm 0.004 \mu\text{sec}$$
per small division. To determine \( \Delta v_t / \Delta t \), an enlarged photograph was made of the oscilloscope trace, and a straightedge was laid along the linear portion of the leading edge of the voltage pulse. The slope of this line in divisions (the average of several readings) was 3.6. Hence,

\[
\frac{\Delta v_t}{\Delta t} = 3.6 \left[ \frac{5.5 \times 163}{0.0208 \times 10^{-6}} \right] = 155 \text{ kv}/\mu\text{sec}.
\]

The maximum amplitude of \( v_R \) was observed to be 7.4 divisions. By substituting into Eq. (1) there is obtained

\[
\frac{dv_t}{dt} = \frac{7.4 \times 5.5}{20 \times 13.3 \times 10^{-12}} = 153 \text{ kv}/\mu\text{sec}.
\]

A.3. Practical Considerations in Making Pulse Measurements.

**Pulse Shape.**—The number of pulse shapes actually encountered in practical circuit work is legion and the irregularities in the shape of the pulses to be measured complicate the interpretation and specification of measurements of both amplitude and duration. A good oscilloscopic viewing system provides flexibility for instantaneous or average amplitude measurements and qualitative information regarding the shape of a pulse. The relatively slow rise and fall and the rounded corners of most pulses observed in practice are reproduced faithfully with pulse-viewing systems in which the design features of an ideal viewing system may only partially be fulfilled. The problem of verifying the relation

\[ I_{av} = \tau_f I_t, \]

expressing conservation of charge, may be taken as an example of the importance of pulse shape in the interpretation of the quantities involved. In this relation \( I_{av} \) is the average d-c current read by a meter in series with a rectifying load, \( I_t \) is the pulse current amplitude, \( \tau \) is the pulse duration, and \( f \) is the number of pulses per second. In a circuit where the current pulse is of an irregular shape similar to that sketched in Fig. A.23 the fundamental question is how to measure \( I_t \) and \( \tau \) in order most truly to represent an equivalent rectangular pulse. In this particular case such an equivalent pulse is any rectangular pulse whose area is equal to that of the irregularly shaped pulse. Although this definition of the equivalent pulse permits several values of \( I_t \) and \( \tau \), a commonly accepted procedure is to measure the amplitude of the average height of the pulse, corresponding to an imaginary line drawn through the top, and to take the pulse duration at one half of this amplitude. This procedure satisfies
the law of conservation of charge, but when the peak instantaneous or pulse power, the total energy per pulse, and the r-f spectrum must all be considered in determining an equivalent rectangular pulse, the problem becomes much more complicated (see Appendix B).

The irregularities in pulse shapes that are encountered make it apparent that the usefulness of metering circuits for determining pulse voltage or pulse current is limited to special applications where the shape is known and the nature of the metering-circuit response to the particular pulse shape being measured is known. Measurements by metering circuits that are sensitive to pulse shape can properly be interpreted only with the aid of auxiliary oscillographic measurements, as discussed in Sec. A-3.

**Shielding.**—The importance of the shielding of all components of a viewing system cannot be overemphasized. Voltage dividers should be constructed with the high-voltage section shielded from the low-voltage section wherever feasible. In a capacitance divider or a differentiator employing an Eimac vacuum condenser, it is preferable to connect the outer sleeve rather than the inner cylinder of the condenser to the high-voltage terminal, in order that the corona path from this terminal will be direct to ground and the inner cylinder will be shielded at low potential. Often the r-f radiation produced by a sudden surge of current in one part of a pulser circuit, such as when a magnetron starts to conduct, causes pickup on the deflecting plates of the cathode-ray tube, which may appear as high-frequency fuzz on the signal trace. It is sometimes very difficult to distinguish between spurious oscillations or reflections in the viewing system, r-f pickup from a source of interference, and oscillations that really are present in the circuit being measured. In a synchroscope it is extremely important to shield the sweep circuit and all connections to one set of deflecting plates from the other set of deflecting plates; otherwise, coupling between the circuits can cause "crosstalk" to appear on the signal. This crosstalk may appear as a steady backward motion of the sweep during the rise of the pulse, or it may appear as a to-and-fro oscillation of the sweep as the pulse rises or falls. Sometimes, even with the best shielding, it is necessary to add resistance suppressors directly at the deflecting plates. The distributed capacitance is usually adequate for filtering if 1000-ohm noninductive resistors are inserted in series with the plates.

**Amplifiers.**—In high-level work it is nearly always possible to obtain sufficient voltage amplitude for presentation of the signal directly on a CRT screen, and amplifiers are unnecessary. This is fortunate, because it is much easier to design and construct dividers with wide-band-transfer characteristics than to construct video amplifiers with adequate bandwidth.
Cable Properties and Delay Lines.—It is sometimes desirable to insert a fixed delay time in the signal presentation, for example, when the CRT sweep is initiated or triggered by the same pulse that is to be viewed as a signal, that is, when self-synchronous operation is required. When using a nonsynchronous pulser switch, such as a rotary spark gap, the signal cannot be synchronized on the cathode-ray tube except by this method. Unless the signal can be delayed by a few tenths of a microsecond after the sweep is triggered and the intensifier pulse initiated, however, the leading edge of the pulse is lost to view. The photographs in Fig. A·24a and b show a typical pulse on a resistance load as it would appear in ordinary synchronous operation with two different lengths of cable. The traces shown in Fig. A·24c and d are for self-synchronous operation. It may be observed that the cable attenuation is not constant with frequency and that there is some distortion of the pulse. This distortion is particularly noticeable in the rounding of the leading top corner of the pulse and the slowing down of the rate of rise. There is also a slight decrease in the amplitude of the main part of the pulse that can be corrected by measuring the attenuation factor for a particular sample of cable, which is determined by the pulse amplitude at a point near the center of the top of the pulse. Usually, the attenuation factor for a 0.1-μsec pulse, when compared with the corresponding factor for longer pulses, shows greater losses for the shorter pulses. Lumped-parameter delay networks that produce less rounding of the leading edge of a given pulse, and that show less attenuation than a length of cable giving a corresponding delay time, have been designed and built, but the lumped-
parameter networks usually introduce ripples and other irregularities because of the mismatch between sections. Unless the condensers are all carefully selected, the coils wound to very close tolerances, and the network constructed with a relatively large number of sections, it is usually preferable to have the greater, but smoother, distortion and attenuation produced by a cable, since there are fewer irregularities.

A.4. Voltage and Current Measurements in the Charging Circuit of a Line-type Pulser. Forward Charging Voltage.—In general, two types of measurements are made on the charging-voltage waves in a line-type pulse-generator circuit. With a relatively slow CRT sweep and a high-impedance balanced parallel RC-divider, one or more complete cycles of the charging voltage may be observed for waveform and amplitude measurements. With an expanded sweep the voltage across the switch immediately after the pulse discharge is observed to determine the magnitude of post-pulse inverse voltage across the switch or the pulse-forming network, and the nature of its removal from the network during the early portion of the recharging period. These latter data are especially significant in the study of the circuit behavior of a line-type pulser using d-c resonant charging and a unidirectional switch when the load impedance changes during a pulse or from pulse to pulse.

In measurements of charging voltage or inverse voltage, the time resolution required is nearly always large compared with the transit time of the short cables used with the dividers. The impedance-matching problem, therefore, becomes one of producing a balanced RC-divider when the cable is treated as a lumped capacitance in the circuit. Consider, for example, a d-c resonant-charging circuit in which the maximum forward voltage on the pulse-forming network is 8 kv and the average d-c charging current is about 40 ma. These values correspond to a pulse recurrence frequency of 500 pps with a 1-μsec 50-ohm network. To keep the average current through the divider less than 1 per cent of the charging current, its total d-c impedance must be at least 10 megohms. For a maximum signal of 80 volts at the CRT deflecting plates, the divider ratio should be about 100/1; therefore, the resistance of the low-voltage section of the divider must be about 100,000 ohms. Let \( R_2 = 10^4 \) ohms and assume that \( C_c + C_z \approx 75 \, \mu\text{f} \). The time constant \( R_2C_z \) (Fig. A.3) is then equal to 7.5 μsec. In order to form a balanced parallel RC-divider, the distributed capacitance across the high-voltage resistor, \( R_1 = 10 \) megohms, must be about 0.75 \( \mu\text{f} \). Since it is difficult to evaluate the distributed capacitance, it is better, in practice, to add a lumped capacitance of about 12 to 25 \( \mu\text{f} \), such as a high-voltage vacuum condenser, in parallel with \( R_1 \) and then to increase \( C_z \) correspondingly.

During the charging period the loading effect on the pulser circuit produced by this added capacitance (the sum of \( C_1 \) and \( C_z \) in series) is
usually negligible, but during the pulse this capacitance discharges through the pulser switch and, if $C_1$ is comparable to the storage capacitance of the pulse-forming network, the pulse current through the switch at the beginning of the pulse is appreciably increased.

By using a string of carbon resistors in the "stove-pipe" shielded arrangement shown in Fig. A.25, it is possible, without adding any additional capacitance and by using less than three feet of cable, to keep the effective time constant $R_{11}C_{11}$ less than 5 $\mu$sec. In this way an oscillographic presentation of the d-c resonant-charging voltage wave that is satisfactory for the observation of the character of the general waveform and for the measurement of the maximum forward-voltage amplitude is obtained, but the voltage across the switch for a period of about 25 $\mu$sec after the pulse is not accurately reproduced.

Immediate Post-pulse Voltage.—To make precise measurements of the post-pulse voltage across the pulser switch (or pulse-forming network) on an expanded time base, the following two devices are used: a diode in series with a resistance divider, and an unbalanced $RC$-divider.

For measurements of inverse post-pulse voltage only, a diode is connected in series with a resistance divider as shown in Fig. A.26. The diode prevents the current from flowing through the shunt path during the major portion of the charging interval while forward voltage exists across the pulser switch. The total resistance can therefore be much less than is required for a balanced $RC$-divider with no diode. However, the resistance must be high enough to prevent excessive post-pulse inverse currents from flowing through the pulse-transformer primary winding. Such inverse currents may influence flux reset in the pulse-transformer core or cause the inverse voltage on the pulse-forming network to discharge too rapidly. In a thyratron pulser employing a 50-ohm pulse-forming network and a pulse transformer with a butt-joint core, a total resistance of 20,000 ohms or higher is usually satisfactory. Inverse voltage in a typical thyratron-pulser circuit may vary from a few hundred volts during normal operation to nearly the same magnitude as the peak forward voltage during abnormal load conditions, such as magnetron
sparking. Hence, the desired divider ratios may vary from about 10/1 to 100/1 or more. As an example, assume a divider ratio of 11/1. With $R_1 = 20,000$ ohms (including effective diode resistance), $R_2$ should be about 2000 ohms. If the total capacitance of the cable and CRT input is $75 \mu\text{F}$, the effective time constant, neglecting distributed capacitance $C_1$ across $R_1$, is

$$R_2C_2 \approx 0.15 \mu\text{sec}.$$  

This value is tolerable for most measurements of post-pulse voltage. For precise measurements of post-pulse voltage of either polarity, an unbalanced $RC$-divider circuit, shown in Fig. A.27, is used with a synchroscope. These measurements, however, are only reliable for a few microseconds after the pulse. The time constant $R_2(C_1 + C_2)$ is made long compared with the post-pulse interval of immediate interest, but short compared with the entire interpulse charging interval. Hence, the waveform of the forward charging voltage is distorted considerably, and, at the instant before the switch breaks down, the voltage appearing across $R_2$ (and at the cathode-ray tube) is zero. The divider responds as a capacitance divider that is reliable for a time short compared with the time constant $R_2(C_1 + C_2)$. The reference potential for determining whether the post-pulse voltage is positive or negative is not the actual zero voltage on the CRT deflecting plates, but rather it is the flat portion of the signal occurring during the pulse. This voltage is not a true zero reference because it is in error by the 100- to 200-volt drop that exists across the pulser switch during the pulse when it is in steady-state conduction.

**MEASURING TECHNIQUES**

A.6. Pulse Voltmeters.—Several types of pulse-voltmeter circuits have been designed in various laboratories both in this country and abroad. Included among the pulse-voltage indicators that have been
reported\(^1\) are balanced bridge circuits or feedback triode amplifiers used in conjunction with high-voltage-input diodes or with resistance or capacitance dividers, and at least one circuit based on an inverted-vacuum-tube principle. The discussion here, however, is confined to a relatively simple pulse-voltmeter circuit that has proved reliable and widely adaptable in pulse-generator work at the Radiation Laboratory and elsewhere, and that can be calibrated directly on d-c voltage. The type of pulse voltmeter described here is adaptable for measurements of approximately rectangular high-voltage pulses having amplitudes ranging up to 30 kv, durations greater than 0.1 \(\mu\text{sec}\), and recurrence frequencies greater than about 100 pps.

The basic circuit of the pulse voltmeter used at the Radiation Laboratory is shown in Fig. A.28. The voltage of peak amplitude \(V_1\) to be measured is impressed between point \(P\) and ground. When the voltage at \(P\) is greater than the voltage \(V_C\) at \(P'\), the capacitance \(C\) charges up through the diode and \(V_C\) rises. However, \(C\) discharges continuously through \(R_2\), so \(V_C\) falls during the interval when the voltage at \(P\) is less than \(V_1\). With uniform regularly repeating pulses, \(V_C\) approaches an equilibrium state in which the rise produced by the charging through the diode is equal to the fall caused by the discharging through \(R_2\). When the parameters are suitably chosen, the average potential \(V_\alpha\) of \(C\) can be made very close to \(V_1\), with the result that \(V_1\) is given approximately by the product of \(R_2\) and the current indicated by the microammeter.

The following analysis of the circuit leads to an expression for the intrinsic error of the pulse-voltmeter indication in terms of the circuit parameters and the duty ratio of the voltage pulses to be measured. With the aid of this error equation, meters can be designed to give the least error for a particular operating condition. For example, when the

\(^1\)The following references are typical but not all-inclusive:
duty ratio is 0.0002 or higher, parameters can be chosen such that the intrinsic error of the meter indication is less than two per cent. Practical design and operation problems are discussed, and a technique for viewing pulse-voltmeter operation is described.

The term "intrinsic error" is used throughout this discussion to mean the inherently negative error resulting from the impossibility of charging the condenser completely to the voltage of the applied pulses. This error is thus inherent in the circuit design, and is thus distinguished from practical errors produced by the change of components and the like. For example, errors of 2 to 10 per cent have been observed that were due to changes in the high resistance caused by heating from the nearby filament of the diode, and/or to inverse leakage current through the diode during the interval between pulses. A pulse voltmeter of this type, like most metering circuits, is sensitive to waveform, and measurements of irregularly shaped pulses can be interpreted properly only if the pulse voltmeter is used in conjunction with auxiliary filtering circuits and with adequate means for viewing both the applied voltage pulses and the pulse-voltmeter operation.

Analysis of Intrinsic Error.—An analysis of the pulse-voltmeter circuit can be made from the equivalent circuit shown in Fig. A-29. In this circuit the diode is represented as a perfect rectifier in series with a resistance

\[ R_1 = \frac{V_p}{I_p}, \]

where \( V_p \) is the plate drop corresponding to the plate current \( I_p \). The capacitance \( C_d \), introduced to represent the diode capacitance, is first assumed negligible, and its effect on the pulse-voltmeter response is treated separately. It is further assumed that the voltage waveform impressed on the pulse voltmeter consists of regularly spaced rectangular pulses as shown in Fig. A-30, with \( T_r \gg \tau \). Also, the effect of the discharge of the capacitance \( C \) through \( R_2 \) is neglected in writing the equation for \( V_c \) during the pulse.

The waveform of the current through the diode during the pulse is closely approximated by a portion of an exponential charging curve as
indicated in Fig. A-31. When the time constant \( R_1C \) is large compared with the pulse duration, the current at the beginning and at the end of the pulse does not differ greatly from the average pulse current \( I_p \), and \( R_1 \) is very nearly constant. For long pulses where \( V_c \) approaches very near to \( V_i \) at the end of the pulse, the diode current and \( R_1 \) both vary appreciably during the pulse, but a precise knowledge of the magnitude of intrinsic error is of no value because, in this case, the error is less than the other errors inherent in practical design.

The general shape of the waveform \( V_c \) at \( P' \) is that shown by the dotted line in Fig. A-32, and the equations describing the charging of \( C \) through \( R_1 \) during each pulse and the discharging of \( C \) through \( R_2 \) during each interpulse interval are

\[
(V_i - V_2) = (V_i - V_j)e^{-\Delta},
\]

where

\[
\Delta = \frac{T}{R_1C}
\]

and

\[
V_1 = V_2e^{-T},
\]

where

\[
T = \frac{T_2}{R_2C}.
\]

The notation is that of Fig. A-32. Solving Eqs. (3) and (4), \( V_1 \) and \( V_2 \) are given by

\[
V_1 = \frac{V_i(1 - e^{-\Delta})}{e^T - e^{-\Delta}}
\]

and

\[
V_2 = \frac{V_i(1 - e^{-\Delta})}{(1 - e^{-\Delta}-T)}
\]
These equations may be written

\[ V_1 = V_1 e^{-\frac{T}{2}} \frac{\sinh \frac{\Delta}{2}}{\sinh \frac{T + \Delta}{2}}, \quad (7) \]

and

\[ V_2 = V_2 e^{\frac{T}{2}} \frac{\sinh \frac{\Delta}{2}}{\sinh \frac{T + \Delta}{2}}. \quad (8) \]

Thus, if \( T \) is small \((R_2C \gg T_r)\), both \( V_1 \) and \( V_2 \) are nearly equal to \( V_1 \), and the average value of \( V_c \) is very close to \( \frac{1}{2}(V_1 + V_2) \).

The fractional intrinsic error, \( \epsilon_1 \), in the meter reading is then given to a good approximation by

\[ \epsilon_1 = \frac{1}{V_1} (V_1 - I_m R_2) = \frac{1}{V_1} \left[ V_1 - \frac{1}{2}(V_2 + V_1) \right]. \quad (9) \]

If Eqs. (7) and (8) are substituted into this expression, the following equation for \( \epsilon_1 \) in terms of the circuit parameters and the duty ratio is obtained:

\[ \epsilon_1 = 1 - \frac{\sinh \frac{\Delta}{2} \cosh \frac{T}{2}}{\sinh \frac{T + \Delta}{2}}, \quad (10) \]

which may be simplified to

\[ \epsilon_1 = \left(1 + \frac{\tanh \frac{\Delta}{2}}{\tan \frac{T}{2}}\right)^{-1} = \left(1 + \frac{\tanh \frac{\tau}{2R_1C}}{\tan \frac{\tau}{2R_2C}}\right)^{-1}. \quad (11) \]

When plotted as a function of \( C \), \( \epsilon_1 \) varies in the manner indicated in Fig. A.33. The minimum value of \( \epsilon_1 \) is

\[ \epsilon_{\infty} = \lim_{C \to \infty} \epsilon_1 = \left(1 + \frac{\Delta}{T}\right)^{-1} = \left(1 + \frac{\tau R_2}{T_r R_1}\right)^{-1}. \quad (12) \]

Evidently, best results at any given duty ratio can be obtained with the maximum values of \( C \) and of \( R_2/R_1 \). It is usually possible to choose \( R_2 \) greater than \( R_1 T_r/\tau \). Examination of the expression for \( \epsilon_1 \) reveals that \( \epsilon_1 \) is then less than or approximately equal to 1.1 \( \epsilon_{\infty} \) if \( C \) is greater than \( \tau/R_1 \). Therefore, a simpler expression can be used for practical design
and correction calculations, namely,

$$\epsilon_s \approx \left(1 + \frac{\tau R_2}{T R_1}\right)^{-1} \approx \frac{T R_1}{\tau R_2},$$

(13)

where

$$C > \frac{\tau}{R_1} \quad \text{and} \quad \tau R_2 \gg T R_1.$$

The difference between the value given by the right-hand member of Eq. (13) and the value given by Eq. (11) is less than or approximately equal to 0.1 ($\epsilon_s - \epsilon_2$).

It has been assumed in the above analysis that the capacitance of the diode has a negligible effect on pulse-voltmeter operation, which is equivalent to assuming that $C_d/C$ is small compared with the fractional error in the meter reading. In some cases this is not true. As a result of capacitance-divider action between $C$ and $C_d$, there are sudden approximately equal and opposite changes in $V_C$ at the beginning and at the end of the period of diode conduction. The true waveform of $V_C$ is therefore not that shown by the dotted line in Fig. A.32, but that shown by the solid line. The magnitude of the voltage change produced by the capacitance-divider effect is $C_d V_t/C$, and for low duty ratios the fractional error in the voltmeter reading is increased to

$$\epsilon = \frac{T R_1}{\tau R_2} + \frac{C_d}{C},$$

(14)

where

$$C > \frac{\tau}{R_1} \quad \text{and} \quad R_2 \tau \gg T R_1.$$

If the voltage wave impressed on the pulse voltmeter has a backswing that is appreciable in magnitude and duration, the error contribution of the capacitance-divider effect is increased slightly.

The procedure for evaluating $\epsilon$ for a particular pulse-voltmeter reading, $V_a$, is shown by the following calculation of the error in a typical pulse voltmeter using a GL-8020 diode. If $V_a = 10^4$ volts, $R_2 = 500$ megohms, $C_d = 6 \mu\text{uf}$ (including estimated circuit capacitance), $T_r = 2 \times 10^{-3}$ sec, $\tau = 0.5 \times 10^{-8}$ sec, and $C = 1000 \mu\text{uf}$, the pulse current through the diode is

$$I_r \approx \frac{V_a T_r}{R_2 \tau} \approx 0.080 \text{ amp.}$$
The diode resistance $R_1$ corresponding to this current is found from the diode-plate characteristic (Fig. A.34) to be 2120 ohms. Since the conditions $C > \tau/R_1$ and $R_{T\tau} \gg T/R_1$ are satisfied, $\epsilon$ is given by Eq. (14).

$$\epsilon = \frac{(2)(10^{-3})(2120)}{(5)(10^3)(0.5)(10^{-6})} + \frac{6(10^{-12})}{10^{-9}} = 0.023 = 2.3 \text{ per cent.}$$

The calculated and measured errors in typical pulse-voltmeter measurements are plotted in Fig. A.35 for various operating conditions. The measured error was obtained by subtracting the pulse-voltmeter readings from those obtained with a syncroscope and a capacitance divider. The capacitance divider was calibrated (with an estimated maximum error of ±1 per cent) against a standard resistance divider. The pulse-voltmeter was calibrated by a d-c voltage measured with a precision 0- to 1.0-ma meter and a standard 25-megohm multiplier. The high-voltage source was connected to the point $P'$ of the pulse voltmeter in order to avoid any errors caused by the power-supply ripple and the rectifying action of the diode.

**Design and Operation.**—Practical design considerations dictate that $R_2$ be made as large as possible, consistent with the current meters available. For measuring voltages up to 12,500 volts, it is convenient to use a 0- to 25-µa meter with $R_2 = 500$ megohms. For pulses from 0.1 µsec to 2.0 µsecs and duty ratios as low as 0.0002, the intrinsic error is less than 2 per cent for all values of $C$ greater than 1000 µµf, provided that the values of $R_1$ and $C_d$ for the diode are comparable to those for the GL-8020. To extend the range up to 25,000 volts, a 0- to 50-µa meter may be used, or $R_2$ may be made equal to 1000 megohms.
Because of its high inverse-voltage rating (40 kv), the GL-8020 diode is preferred to other diodes that may have a lower tube drop. The WE-719A gave excellent results below 8 kv, but larger errors occurred at 10 kv or higher because of inverse leakage currents. This tube also has a larger value of $C_d$ than the GL-8020.

Useful qualitative information concerning pulse-voltmeter operation can be obtained from a simple scheme for viewing the incremental voltage on $C$ during the pulse. The single capacitance $C$ is replaced by two capacitances in series, $C_1$ and $C_2$ (see Fig. A-36), the latter being shunted by a resistance $R_3$ of such value that the time constant $R_3C_2$ is short compared with $T_r$, but very long compared with $\tau$.

![Fig. A-36.—Pulse-voltmeter with circuit for viewing the voltage on the capacitance $C$.](image)

The synchroscope is connected across $C_2$, and the voltage divider thus created presents a signal voltage

$$v_s = \frac{C_1}{C_1 + C_2} (v_c - v_1),$$

which is a reasonably accurate representation of the incremental voltage waveform on $C_1$ when the diode is conducting. During the rise and fall of the applied voltage pulse, when the diode is not conducting, the signal is influenced by the capacitance $C_d$ of the diode which, together with $C_1$ and $C_2$, acts as another voltage divider. In practice, the applied pulse is usually more nearly trapezoidal than rectangular in form, and typical signals appear as shown in the photographs in Fig. A-37. The curvature of the signal is a qualitative indication of the degree to which $V_2$ approaches $V_1$ during the pulse, and the amplitude is an indication of the loss of voltage on $C_1$ during the interval between pulses. The incremental voltage signal becomes nearly flat on top if $V_2$ approaches very near to $V_1$.

For example, in Fig. A-37 trace $a$ is the 0.25-μsec pulse (measured at the top) that was impressed on the pulse voltmeter. Traces $b$, $c$, and $d$ indicate the effect of successively increasing recurrence frequencies, showing correspondingly decreasing errors. Traces $b$, $f$, and $j$ show a comparison of the incremental voltages for a recurrence frequency of 500 pps with pulse durations increasing from 0.25 to 1.0 μsec. As the pulse duration increases, the signal becomes successively flatter, which shows a decreasing error in the meter indication.

An undesirable spike or, in some cases, high-frequency oscillations may be present on the leading edge of the voltage pulse that is to be measured. Such transients tend to cause the pulse-voltmeter reading to be too high, unless some form of filtering is employed. A simple
remedy is to insert an extra resistance in series with the lead between the diode and the source of pulse voltage. The RC-filter comprised of this "despiking" resistor and the total capacitance to ground (capacitance $C$, of the high-voltage-lead and the diode-plate connector added to the series value of $C_d$, $C_1$, and $C_2$) is very effective. However, great care must be taken to insert only the minimum additional resistance required for filtering, because any increase in $R_1$ raises the intrinsic error of the pulse voltmeter. It is helpful to employ the previously mentioned viewing scheme to insure that $R_1$ is not increased too much by the addition of the series despiking resistor. To ascertain whether or not the filtered pulse is "clean," a capacitance divider may be connected across the pulse voltmeter, as indicated in Fig. A.38, and the signal viewed on the screen.

Fig. A.37.—Negative voltage pulses impressed on a pulse voltmeter and the corresponding incremental voltages at various pulse durations and recurrence frequencies. The incremental voltage is shown by the trace between points (A) and (B).
of a cathode-ray tube. Figure A.39 shows a representative pulse before and after filtering.

It must be noted that this divider actually becomes a part of the filter and, if it is removed after serving its viewing purpose, it should be replaced by an equivalent capacitance. In some cases, it may prove more expedient to add a small amount of capacitance to ground in order to increase the filtering rather than to add more resistance. This practice also requires caution against loading the circuit whose voltage is being measured. When the diode is reversed for reading negative pulses, the capacitance of the filament transformer becomes a part of the filter.

**A.6. The Average-current Meter.**—The obvious simple expedient for measuring average current in a pulse circuit is to connect a conventional current meter of suitable range in parallel with a large capacitance. The magnitude of the capacitance required is determined by the internal impedance of the pulse generator, the pulse duration, the voltage-current characteristic of the load through which the pulse current flows, and certain physical properties of the meter. To guard against disturbance of the pulse-generator circuit by an average-current-metering circuit that is connected in series with a nonlinear load, either the static or the dynamic impedance of the load (whichever is smaller) must be considered. In practice, it is sometimes advisable to insert additional resistance and/or inductance in series with the meter as a further protection against surges of current that may injure it. A resistor is usually connected in shunt with the meter to ground the load in case of meter burnout.
As a typical problem, consider the circuit shown in Fig. A.40. The diode, the battery $V_s$, and the resistor $r_1$ form the conventional equivalent circuit for a magnetron input. The value $V_s$ is the voltage intercept of a line tangent to the load voltage-current characteristic at the operating point (see Fig. A.41). The dynamic impedance $r_l = \Delta V_l/\Delta I_l$ is assumed to be constant over a small operating range. Let $R_l = V_l/I_l$ be the static impedance of the magnetron, and assume that the applied voltage pulse $V_l$ of duration $\tau$ is supplied by a pulse generator of internal impedance $R_\sigma$. From Fig. A.41 it is evident that $r_l < R_l$, and hence it is necessary to determine a value of $C$ that will make the impedance of the current-metering circuit small compared with $r_l + R_\sigma$ for the duration of the pulse.

Most hard-tube pulsers used in radar applications have relatively low internal impedances ($R_\sigma \approx r_l$), and line-type pulsers have internal impedances of the same order of magnitude as the magnetron static impedance $R_l$. For small changes in load impedance, therefore, hard-tube and line-type pulsers can be considered essentially as constant-voltage sources and constant-power sources, respectively. Few, if any, pulse generators have so high an internal impedance that they are effectively constant-current sources. Hence, with a load that has a low dynamic impedance, it is convenient to choose the ratio $\Delta I_l/I_l$, the fractional change (droop) in current caused by the increase in voltage on $C$ during the pulse, as the criterion for the maximum tolerable disturbance of circuit behavior. When the dynamic impedance of the load is high, perhaps even greater than the static impedance, and the internal impedance of the pulse generator is also high, the fractional change in load voltage may be a more sensitive measure of circuit disturbance caused by the metering unit.

Let $L = 0$, and assume that the charge flowing through the meter during the pulse is small compared with the charge stored in the capacitance. Then the voltage increment on $C$ is given approximately by

$$\Delta V_c = \frac{I_\tau}{C},$$  \hspace{1cm} (15)$$

where $I_\tau$ is the average magnitude of pulse current.

Actually, the voltage rise on $C$ is appreciably less than the value indicated in Eq. (15), unless the time constant $\tau_mC$ is very large compared with the pulse duration $\tau$. However, Eq. (15) leads to a safe value for all cases, regardless of the value of $\tau_m$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{FigA41}
\caption{Magnetron voltage-current characteristic under pulse conditions.}
\end{figure}
If a constant pulser voltage $V_1$ is assumed, the decrease in load current caused by the voltage increment $\Delta v_c$ is

$$\Delta I_t = \frac{\Delta v_c}{r_t + R_g},$$  \hspace{1cm} (16)

and, combining Eqs. (15) and (16),

$$C = \frac{r}{r_t + R_g} \frac{I_t}{\Delta I_t}$$  \hspace{1cm} (17)

If the metering circuit is permitted to cause a 1 per cent change (droop) in the current, the minimum value of $C$ is given by

$$C \approx \frac{100r}{r_t + R_g}.$$  \hspace{1cm} (18)

As an example, let $r = 10^{-6}$ sec, $r_t = 100$ ohms, and $R_g = 150$ ohms. Then $C$ must be at least 0.4 $\mu f$ in order to insure that the ratio $\Delta I_t/I_t$ is less than 0.01. The value of $R_g$ is not critical, but should be very large compared with $r_m$, unless the meter and shunt are calibrated together on direct current.

Although a value of $C$ determined by Eq. (16) satisfies the criterion for the disturbance of the circuit behavior, it is also necessary to consider whether a capacitance of this value is sufficient to protect the meter adequately. The peak surge current through the meter during normal operation of pulser and load is

$$I_m \approx I_t (1 - e^{-\frac{r}{r_m C}}),$$  \hspace{1cm} (19)

whereas the average value of direct current indicated by the meter is

$$I_{av} = I_t f_r,$$  \hspace{1cm} (20)

where $f_r$ is the pulse recurrence frequency. The ratio $sI_m/I_{av}$ is a measure of the overload imposed on the meter, where $s$ is the fraction of the full-scale deflection indicated by the meter when it reads $I_{av}$, and is given by

$$S = \frac{s I_m}{I_{av}} = s \frac{1 - e^{-\frac{r}{r_m C}}}{f_r}.$$  \hspace{1cm} (21)

For example, if $r_m = 10$ ohms, $C = 0.4$ $\mu f$, $r = 1.0$ $\mu$sec, $f_r = 1000$ pps, and the meter indicates a half-scale deflection, the calculated value of $S$ is about 110. Although manufacturers' ratings generally do not include specifications of this surge ratio, experience has shown that it is advisable to keep the ratio considerably lower than 100. The magnitude of $S$ may be lowered either by choosing a capacitance that is several times larger than the minimum value given by Eq. (18), or by adding a resistance in series with the meter to increase the effective value of $r_m$. Several
current meters in common use with scales up to 15 ma, 25 ma, or 50 ma gave measured values of \( r_m \) ranging from 25 ohms to 2 ohms. The "thermal inertia" of the winding and the mechanical inertia of the movement of most conventional milliammeters are appreciable, and surge ratios up to about 50 seem to be reasonably safe at short pulse durations of the order of magnitude of a microsecond or less. However, for long pulses or delicate meters, a surge ratio of 50 may be too high.

The quality of paper or electrolytic condensers used for high capacitances may be somewhat questionable. Consequently, to insure good high-frequency response to pulses with steep wavefronts, a second small capacitance of high quality, usually mica or silver ceramic, is sometimes connected in parallel with the larger condenser.

The use of an inductance in series with the meter should not be necessary during normal operation of a pulse generator with a stable load. In certain cases, however, instability of the load, for example, magnetron sparking, may result in abnormally large unpredictable surges of current. With a hard-tube pulser, the current during a magnetron spark is limited only by the emission of the pulser switch tube; occasionally the switch tube sparks also, allowing the current to become many times the normal value. In such cases an inductance is inserted in the metering circuit as shown in Fig. A.40 to provide added protection for the meter. To be effective, the time constant \( L/r_m \) should be large compared with the pulse duration. The values of \( r_m \) and \( R_s \) also should be chosen properly in order to prevent post-pulse oscillations in the meter circuit. To satisfy these conditions it may not be possible to make \( R_s \gg r_m \). Hence, the entire unit should be calibrated on direct current.

A magnetron or an equivalent rectifying load does not conduct appreciably in either direction when the voltage across it is less than a threshold value \( V_s \) (see Fig. A.41). Therefore, since the voltage \( v_C \) on \( C \) is always small compared with \( V_s \), the metering circuit may be isolated for an analysis to determine the conditions which must be fulfilled to prevent post-pulse oscillations.

The part of the circuit comprising \( C, r_m, L, \) and \( R_s \) of Fig. A.40 may be analyzed in the same manner as that used for the circuit of Fig. 2.22. In the latter case the Laplace-transform equation for the voltage across the shunt condenser was shown to be given by Eq. (2.39) and from this equation the condition for oscillation is determined. In the present case it is of interest to determine the value of \( R_s \) associated with the meter in Fig. A.40 which will make the circuit critically damped. This value of \( R_s \) must satisfy Condition 2 of Eq. (2.43), namely,

\[
b = a^2
\]  

(2.43)

where \( a \) and \( b \) are given by Eqs. (2.38) and (2.39) and in the notation of
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Fig. A-40 these become,

\[ 2a = \frac{r_m}{L} + \frac{1}{R_sC}, \tag{22} \]

and

\[ b = \frac{1}{LC} + \frac{r_m}{R_sLC}. \tag{23} \]

From Eqs. (22), (23), and Condition (2.43) there is obtained,

\[ R_s = \frac{L}{C} \left( \frac{1}{r_m \pm 2 \sqrt{L/C}} \right). \tag{24} \]

There are now two cases of interest depending on the value of \( r_m \) relative to \( 2 \sqrt{L/C} \).

Case 1 . . . \( r_m < 2 \sqrt{L/C} \)

Under this condition oscillations in the loop containing \( C, r_m, \) and \( L \) are possible for \( R_s = \infty \), a familiar circumstance. Equation (24) gives one positive value and one negative value for \( R_s \). The negative value has no significance in this problem for obvious reasons, and the positive value determines the only condition for critical damping. Any value of \( R_s \) less than this positive value will insure overdamping in this case.

Case 2 . . . \( r_m > 2 \sqrt{L/C} \)

When this condition is satisfied the circuit is aperiodic with \( R_s = \infty \). However, Eq. (24) reveals the interesting fact that \( R_s \) has two positive values when \( r_m > 2 \sqrt{L/C} \), and hence that the circuit is critically damped for two values of \( R_s \). Oscillation is possible for any \( R_s \) between the two critical values. When the time constants \( L/r_m = R_sC \), the circuit oscillates with its minimum period \( T = 2\pi \sqrt{LC} \).

In designing a meter protective circuit where the values of \( C, r_m, \) and \( L \) have been chosen in accordance with Case 2, it is advisable to make \( R_s \) larger than the greater value determined by Eq. (24). In fact, \( R_s \) can be chosen large enough to obviate the necessity of calibrating the circuit as a whole.

To illustrate the above considerations two numerical examples are given:

1. Let \( L = 1 \) mh, \( C = 2 \) \( \mu \)f, and \( r_m = 15 \) ohms. Substituting these values into Eq. (24), the values of \( R_s \) are found to be,

\[ R_s = \frac{500}{(15 \pm 10 \sqrt{5})} \]

\[ = 13.4 \text{ or } -67.8 \text{ ohms}. \]

This example comes under Case 1 and the circuit is aperiodic for any value of \( R_s \) less than 13.4 ohms. The negative value is disregarded.
2. Using the same values of $L$ and $C$, let $r_m = 25$ ohms. Then the two values of $R_*$ are

$$R_* = \frac{500}{(25 \pm 10 \sqrt{5})}$$

$$= 10.6 \text{ or } 189 \text{ ohms.}$$

This example is representative of Case 2. Any value of $R_*$ greater than 189 ohms or less than 10.6 ohms will insure adequate damping, but the practical matter of calibration suggests a preferred value of $R_* \gg 25$ ohms. Note that $L/r_m = 40 \mu\text{sec}$, which indicates that the meter-current surge ratio is now reduced to less than 3 per cent of the ratio that exists when $L$ is negligible in the circuit.

The principles outlined in this section have been written for a meter circuit connected directly in series with a pulse-generator load that acts as a rectifier. In some applications, it may be more convenient to connect the metering unit in some other position, for example, in series with a pulse transformer. When this is done, there is one further precaution that should be observed. There must be a proper rectifying element in series with the meter to eliminate the errors caused by interpulse currents that recharge either the stray capacitance or the pulse-generator storage condenser, and that have a net flow in the direction opposite to the pulse current. Another alternative is to connect the average-current meter into the pulse-generator circuit in such a way that only the charging current is measured. When the meter is thus isolated from the pulse current, the problem of meter protection is simplified, but the meter reading may not be a reliable indication of the actual load current because of shunt losses produced by the stray capacitance in the pulse-generator discharging circuit.

A.7. Auxiliary Measuring Techniques.—R-f Envelope Viewer and Spectrum Analyzer.—There are two methods that are most commonly used for examining the r-f pulse-voltage envelope. One method is to connect an r-f probe through a voltage divider to a square-law detector, and to feed the rectified voltage through a suitable video amplifier to the plates of the cathode-ray tube in a synchroscope.

The other method is to feed a relatively large portion of the r-f power into a lighthouse cavity detector\(^1\) and to present the output rectified voltage directly on the plates of the cathode-ray tube of a synchroscope. This method is superior for precision laboratory measurements because no video amplifier is required, and because the response can be made reasonably good for frequencies up to about 50 Mc/sec as the bandwidth is determined chiefly by the resonant $Q$ of the cavity and the distributed capacitance.

The type of spectrum analyzer developed at the Radiation Laboratory consists essentially of a narrow-band receiver with a square-law detector, an audio-frequency sawtooth-voltage source that frequency modulates the local oscillator and supplies the CRT sweep, and an oscilloscope. The local oscillator is of the cavity reflector type (usually a Klystron, a McNally tube, or a Shepherd tube) and has an approximately linear frequency response as a function of reflector voltage. The r-f power is supplied from a directional coupler or probe in the waveguide output of a magnetron (or other oscillator) through a suitable voltage divider. As the local-oscillator frequency varies, the CRT spot moves across the screen, and the power received during successive pulses causes the spot to trace a line-amplitude spectrum. Actually, this spectrum is very nearly the absolute value of the power spectrum. For pulses of duration shorter than 2 $\mu$sec, an r-f bandwidth of 10 kc/sec in the receiver of the spectrum analyzer is satisfactory. To obtain the best results with 5-$\mu$sec pulses, a considerably narrower band is required.  

A spectrum analyzer is used to determine whether or not pulses that droop, or are otherwise irregular in shape, cause serious frequency modulation of a pulsed oscillator. It is also used to measure the effective pulse duration, since the r-f bandwidth measured between pairs of minima on the spectrum is inversely proportional to the pulse duration of the current and the r-f envelope (see Appendix B). This application is especially important when very short pulse durations of less than 0.1 $\mu$sec are used, where it is difficult to produce good pulse shapes and to obtain reliable measurements of pulse duration with a linear time base, but where the width of the significant part of the r-f spectrum is greater than 10 Mc/sec.

**Impulse Counting.** —When abnormal load behavior, such as magnetron sparking, causes random pulse currents of abnormally high amplitude in a pulse-generator circuit, it is sometimes desirable to count the recurrences of all pulses having amplitudes exceeding a predetermined value. Conventional scaling circuits with minor circuit modifications and special

---

1 For a detailed description of such a spectrum analyzer and operating instructions, see the instruction manual, "Spectrum Analyzer (Type 103) for Pulsed Oscillators at 3,000 Mc/sec," RL Report No. M-115, Nov. 18, 1942.

Criteria for evaluating pulse spectra for magnetrons are discussed in the following reports:

shielding have been adapted for recording pulses of durations up to 5 \( \mu \text{sec} \) at recurrence frequencies of less than 1000 pps.

![Schematic diagram of a spark counter showing the input and the first stage](image)

**Fig. A.42.**—Schematic diagram of a spark counter showing the input and the first stage

![Records of average magnetron current showing sparking as a function of time](image)

**Fig. A.43.**—Records of average magnetron current showing sparking as a function of time.

For counting magnetron sparks, it was found advisable to provide a bias threshold adjustment on the input stage. A "pulse-stretching" circuit was introduced at the output of the first diode to insure uniform sensitivity of the counter for pulse durations from about 0.1 \( \mu \text{sec} \) to 5 \( \mu \text{sec} \). It was also necessary to insert a pulse-amplitude limiter at the input of the
first scaling stage in order to prevent the second stage from being tripped directly by pulses of high amplitude at the first stage. The input circuits and one stage of a typical scaling circuit are shown in Fig. A-42. The output of the last stage is usually connected to an electromechanical counter.

For indicating bursts of sparking recorded over longer periods of time a recording millimeter is useful. Two sample records are shown on Fig. A-43. On the upper strip the tape was run at high speed, and the approximate numbers of individual sparks per indicated burst are printed near the current peaks on the record. The tape was moving from right to left and the current amplitude increased downward. On the lower record, the tape was running much more slowly, as indicated, and the rate of sparking became excessive as the magnetron approached the end of life. The bursts of sparking usually cause increases in current (downward), but there is evidence of magnetron mode-changing with occasional decreases in current (upward peaks), especially during the last hour of life. The marks along the lower border of the tape were produced by connecting a second recording pen to the output of the electromechanical counter on a scale-of-16 pulse counter to indicate every 1600 sparks of the magnetron.
APPENDIX B

PULSE DURATION AND AMPLITUDE

By W. H. Bostick and J. V. Lebacqz

Among the most important parameters in the rating of pulse generators are pulse amplitude and pulse duration. In Chap. 1 it is stated that a pulse is the departure of some electrical quantity—voltage, current or power—from zero or from some equilibrium value. In general, the pulse is repeated at regular intervals, and for all practical considerations, the pulse duration is very short compared with the interpulse interval. There are a few exceptions, such as the “coded” pulses, in which a series of short pulses have a short time interval between them, but the code is repeated at relatively long time intervals.

![Pulse shapes](image)

The concepts of pulse duration and pulse amplitude are very straightforward in the case of an ideal step-function pulse (Fig. B.1a); there can be no ambiguity in the definition of either, since the variable changes instantaneously from zero to a constant value that is the pulse amplitude and, after a time \( \tau \) (the pulse duration) returns instantaneously to a value of zero. In practice, unfortunately, an ideal step-function pulse cannot be realized, and the value of pulse duration becomes indeterminate without an adequate definition. Since most pulser loads have been designed to produce a pulse that approximates as closely as possible a step-function or rectangular pulse shape, it is only natural that, in the consideration of practical pulses, most of the definitions of pulse duration and pulse amplitude are in terms of an equivalent rectangular pulse.

There have been many attempts at definitions, and the problem is complicated by the fact that pulser loads can be either pure resistances or oscillators whose characteristics approximate those of a biased diode.
For instance, the pulse duration on a magnetron load has been variously defined as the duration of the voltage pulse at 90 per cent of the average maximum voltage amplitude, or as the duration of the current pulse at 50 per cent of the average maximum current amplitude. These definitions may be satisfactory in some cases, but the "average maximum current amplitude" of a current pulse that is in the general form of a half sine wave, for example, is meaningless.

The purpose of this appendix is to discuss several methods for determining average pulse amplitude and pulse duration that are based on equivalence of some quantities of the actual pulse and those of an assumed rectangular pulse. From the point of view of pulser output alone, the most important quantities are charge and energy; hence, an equivalent rectangular pulse constructed on the basis of equal charge—or average current—and equal energy per pulse can be used to define the pulse amplitude and duration.

In radar applications, however, one criterion of satisfactory operation of the transmitter is generally the width of the r-f spectrum. Since, for a rectangular pulse, there is a definite relationship between the pulse duration and the spectrum width at one-half power, the duration of a rectangular pulse equivalent to any actual pulse shape can be determined by r-f spectrum considerations. The second section of this appendix considers the possibility of the use of spectrum equivalence in determining pulse duration.

The equivalent rectangular pulses determined for a given pulse shape by different types of equivalence are not the same; the more nearly the actual pulse shape approximates a rectangular pulse, the more nearly equal are the values of pulse duration and amplitude obtained by the different methods of equivalence. If the difference in the results obtained by the different methods is appreciable, the choice of the definition is determined by considering the particular purpose for which the definition is being used.

B.1. Equivalent Rectangular Pulse by Conservation of Charge and Energy.—The general case of a load that can be represented by a biased diode is represented in Fig. B-2. If a current \( i(t) \) flows in the load, the instantaneous power absorbed by the load is given by

\[
P_{i}(t) = [V_s + r_i i_i(t)] i_i(t).
\]

If only one pulse is assumed to be applied to this load, the equivalent rectangular pulse of current \( I_t \), power \( P_t \), and duration \( \tau \), is defined by an equation, for the conservation of energy,

\[
P_{tr} = \int_{-\infty}^{\infty} p_{i}(t) \, dt
\]

\[1\]
and an equation for conservation of charge,

\[ I_{1\tau} = \int_{-\infty}^{\infty} i_i(t) \, dt, \quad (3) \]

and by the load relation in Eq. (1), which is assumed to be valid for any value of current. The equivalent pulse voltage is then

\[ V_i = \frac{P_i}{I_i} \]

If the instantaneous power can be written

\[ p_i(t) = P f(t) \]

and is zero at any time except when \( 0 < t < \tau_a \), Eq. (2) becomes

\[ \tau = \int_0^{\tau_a} f(t) \, dt. \quad (4) \]

Of course, \( P_i \) and \( I_i \) are not yet known, but they can be obtained by solving Eqs. (1), (2), and (3). Also, as it is assumed that Eq. (1) is valid for any value of current,

\[ P_i = (V_* + r_i I_i) I_i, \]

or

\[ I_i^2 + \frac{V_*}{r_i} I_i - \frac{P_i}{r_i} = 0, \]

or

\[ I_i = -\frac{V_*}{2r_i} \pm \sqrt{\left(\frac{V_*}{2r_i}\right)^2 + \frac{P_i}{r_i}}, \]

Similarly,

\[ i_i(t) = -\frac{V_*}{2r_i} \pm \sqrt{\left(\frac{V_*}{2r_i}\right)^2 + \frac{P_i}{r_i} f(t)}. \]

If these values are introduced in Eq. (3),

\[ \left(\frac{V_*}{2r_i} \pm \sqrt{\left(\frac{V_*}{2r_i}\right)^2 + \frac{P_i}{r_i}}\right) \tau = \int_0^{\tau_a} \left(\frac{V_*}{2r_i} \pm \sqrt{\left(\frac{V_*}{2r_i}\right)^2 + \frac{P_i}{r_i} f(t)}\right) \, dt, \quad (5) \]
or

\[
(1 \pm \sqrt{1 + \frac{4P_i \tau}{V_i^2}}) \tau = \int_0^{\tau_a} \left(1 \pm \sqrt{1 + \frac{4P_i \tau}{V_i^2}} f(t)\right) dt.
\] (6)

Equations (6) and (4) each separately determine the pulse duration \( \tau \) as a function of the assumed equivalent pulse power \( P_i \); hence, after the integrations have been performed, values for \( \tau \) and \( P_i \) can be obtained algebraically by solving Eqs. (4) and (6) simultaneously. For a pure-resistance load \( V_s = 0 \), and Eq. (5) becomes

\[
\tau = \int_0^{\tau_a} \sqrt{f(t)} \ dt.
\] (7)

The above method of uniquely determining \( \tau \) and \( P_i \) breaks down if the load resistance \( \tau_i \) becomes zero, for then Eqs. (2) and (3) are identical, and any pulse duration can satisfy the conditions of equivalence of energy and charge. This lack of uniqueness when \( \tau_i = 0 \) is a disadvantage of the foregoing method because most magnetrons have a small value of \( \tau_i \), and the resulting power pulse is not very different from the current pulse. As a result, great care must be taken to obtain satisfactory accuracy in the determination of \( \tau \).

Three examples of the use of the above method are now given: the pulse duration and amplitude of a triangular and of a sinusoidal power pulse are given first, and a practical application to the determination of equivalent rectangular pulses of actual magnetron load pulse shapes follows.

**Triangular Power Pulse on a Pure-resistance Load.**—The instantaneous power during the first half of the pulse of Fig. B.3 is given by

\[
p_i(t) = \frac{2P_m}{\tau_a} t;
\]

hence,

\[
f(t) = \frac{2P_m}{P_i \tau_a} t.
\]

If \( f(t) \) is introduced in Eq. (4),

\[
\tau = \frac{4P_m}{P_i \tau_a} \int_0^{\tau_a/2} t \ dt = \frac{P_m}{2P_i} \tau_a,
\]

and Eq. (7) gives

\[
\tau = 2 \sqrt{\frac{2P_m}{P_i \tau_a}} \int_0^{\tau_a/2} \sqrt{t} \ dt = 2 \sqrt{\frac{2P_m}{P_i \tau_a}} \frac{\tau_a}{2} = \frac{2}{3} \sqrt{\frac{P_m}{P_i}} \tau_a.
\]

If the two expressions for pulse duration are equated,
\[ \frac{P_m}{2P_l} = 2 \sqrt[3]{\frac{P_m}{P_l}} \]

or

\[ P_l = \frac{9}{8} P_m \] and

\[ \tau = \frac{8}{9} \tau_a. \]

**Sinusoidal Power Pulse on a Pure-resistance Load.**—The expression for instantaneous power for the pulse of Fig. B-4 is

\[ p(t) = P_m \sin \frac{\pi t}{\tau_a} \]

Hence

\[ f(t) = \frac{P_m}{P_l} \sin \frac{\pi t}{\tau_a} \]

![Fig. B-3.—Triangular power pulse.](image1)

![Fig. B-4.—Sine-wave power pulse.](image2)

The relations between the duration and amplitude of the equivalent rectangular pulse on a resistance load can again be obtained from Eqs. (4) and (7)

\[ \tau = \frac{P_m}{P_l} \int_0^{\tau_a} \sin \frac{\pi t}{\tau_a} \, dt = \frac{P_m}{P_l} \frac{2\tau_a}{\pi}, \]

\[ \tau = \sqrt{\frac{P_m}{P_l}} \int_0^{\tau_a} \sqrt{\sin \frac{\pi t}{\tau_a}} \, dt = 1.194 \frac{2\tau_a}{\pi} \sqrt{\frac{P_m}{P_l}}. \]

By equating these expressions for pulse duration, the relationship

\[ P_l = \frac{P_m}{(1.194)^2} = 0.7P_m \]

is obtained. Then

\[ \tau = (1.194)^2 \frac{2}{\pi} \tau_a = \frac{10}{11} \tau_a. \]

**Pulses on Magnetron and Resistance Loads.**—The above method permits the determination of the equivalent rectangular pulse for any pulse produced by an actual pulse-forming network. As typical examples, consider the voltage and current pulse shape, and the power pulse shape
Fig. B-5.—Voltage, current, and computed power pulses in an HK7 magnetron, (a) with a 1-section pulse-forming network, (b) with a 2-section pulse-forming network, (c) with a 3-section pulse-forming network, (d) with a 4-section pulse-forming network, (e) with a 5-section pulse-forming network.

Fig. B-6.—Current and computed power pulses on resistance load, (a) with a 1-section pulse-forming network, (b) with a 2-section pulse-forming network, (c) with a 3-section pulse-forming network, (d) with a 4-section pulse-forming network, and (e) with a 5-section pulse-forming network.
obtained by calculation of the product of instantaneous observed pulse voltage and instantaneous observed pulse current shown in Fig. B-5 for one-, two-, three-, four-, and five-section networks operating into a magnetron load. The values of $\tau$, $I_t$ and $P_t$ have been calculated for each case as follows, the only assumption being that the current is a single-valued function of voltage. First, the integrations indicated in Eqs. (2) and (3) are performed graphically. Then the ratio

$$\frac{P_t}{I_t} = V_t$$

is calculated. The value of $I_t$ corresponding to this value of $V_t$ may be obtained by finding a point on the voltage pulse at which the instantaneous voltage is equal to this value, and determining the value of instantaneous current at that instant from the corresponding current pulse. With the values of $V_t$ and $I_t$ known, the values of $\tau$ and $P_t$ may be calculated readily. The equivalent rectangles thus determined are indicated in the Fig. B-5. All equivalent rectangles are so placed on the diagrams that a vertical line bisecting the rectangles will also bisect the area of the actual pulse shape.

Similar calculations have been carried through for the pulses produced on a pure-resistance load by the same networks. Instantaneous current and power pulse shapes, the latter obtained by squaring the instantaneous current, and the resulting equivalent rectangles, are shown in Fig. B-6.

B-2. Equivalent Rectangular Pulse by Minimum Departure Areas.—

The method of minimum departure area is an attempt to predetermine an equivalent rectangular pulse that has the same energy as the actual pulse and produces a spectrum distribution equal to that of the actual pulse over the most significant part of the spectrum, that is, down to at least the half-power point.

For simple pulse shapes, it can be shown that the spectrum distribution satisfies the above requirement if the rectangular pulse chosen is that for which the sum of the "departure areas" (see Fig. B-1b) is a minimum. The assumption is then made that, for any pulse shape obtained in practice, the rectangular pulse giving equality of energy and leading to the minimum total departure area also gives a frequency spectrum equal to that of the actual pulse over the most significant portion of the spectrum.

If one half of a symmetrical triangular power pulse (Fig. B-7) of maximum amplitude $a$ and duration $2b$ at the base, and the equivalent rectangular pulse of amplitude $h$ and duration $2c$ are considered, the condition of equal energy provides the relation

\[ \frac{a^2}{2} \times b = \frac{h^2}{2} \times c \]
\[ \frac{ab}{2} = ch. \]

The sum of the departure areas is given by

\[ A = \frac{1}{2} \left[ \frac{b}{a} (a - h)^2 + \frac{a}{b} (b - c)^2 + \frac{ac - ab + bh}{ab} \right]. \]  \hspace{1cm} (9)

If the value \( c = \frac{(ab)}{2h} \) is introduced in Eq. (9) and the terms are rearranged,

\[ A = \frac{ab}{2} \left( \frac{a}{h} \right)^2 \left[ 2 \left( \frac{h}{a} \right)^4 - 4 \left( \frac{h}{a} \right)^3 + 4 \left( \frac{h}{a} \right)^2 - 2 \frac{h}{a} + \frac{1}{2} \right]. \]

By differentiating with respect to \( h \) and equating to zero, the values of \( h \) for which the area is a minimum are obtained. Thus

\[ \frac{dA}{dh} = \frac{b}{2} \left( \frac{a}{h} \right)^2 \left[ 4 \left( \frac{h}{a} \right)^4 - 4 \left( \frac{h}{a} \right)^3 + 2 \frac{h}{a} - 1 \right] = 0, \]

and

\[ 4 \left( \frac{h}{a} \right)^4 - 4 \left( \frac{h}{a} \right)^3 + 2 \left( \frac{h}{a} \right) - 1 = 0, \]

which can be rewritten

\[ \left[ 2 \left( \frac{h}{a} \right)^2 - 2 \left( \frac{h}{a} \right) + 1 \right] \left[ 2 \left( \frac{h}{a} \right)^2 - 1 \right] = 0, \]

and the solutions are

\[ \frac{h}{a} = \pm \frac{1}{\sqrt{2}}, \]

and

\[ \frac{h}{a} = 1 \pm \frac{\sqrt{-1}}{2}. \]

Obviously, only the real positive root is of interest in the discussion, or

\[ \frac{h}{a} = 0.707. \]

Figure B-8 shows the calculated frequency spectrum for a symmetrical triangular pulse, and the theoretical spectra for several rectangular pulses of equal total energy, but of different ratios of amplitude to duration. It can readily be seen that the spectrum for the triangular pulse is superimposed on that of the rectangular pulse that has an amplitude 0.707 times that of the triangle from the maximum down to about 30 per cent of maximum power.

Similarly, it can be shown that the rectangular pulse for which the sum of the departure areas from a sinusoidal pulse is a minimum has an amplitude equal to 0.86 of the peak of the sine wave. Referring to Fig. B-9, it is seen that again the equivalent rectangular pulse having an
amplitude equal to 0.86 of the sine wave and the sinusoidal pulse have spectra that coincide down to about 25 per cent of the maximum.

Since the equivalent rectangles corresponding to a minimum total departure area for the hypothetical pulse shapes just discussed lead to a spectrum distribution that is the same as that of the actual pulse over the most significant part of the spectrum, it seems reasonable to assume that the same will be true for any pulse shape encountered in practice because most actual pulses are more nearly rectangular or trapezoidal than those just considered.
The rectangular pulse equivalent in energy to any power pulse shape and giving the minimum departure area may be determined graphically by successive approximations. First, the area of the rectangle is determined by integration of the actual power pulse (conservation of energy), and several likely equivalent pulses are drawn, until one is found for which the sum of the departure areas is a minimum. The process is tedious, but has been carried through for the five actual pulses already considered, and the resulting rectangular pulses are given in Fig. B.10. It must be noted that the computations were based on current rather than on power pulse shapes, that is, on the assumption of conservation of charge, rather than conservation of energy. This procedure is convenient because the current is easily measurable, and it can be justified on the basis that, for a magnetron, the variation of voltage is very small during
the time of current flow; hence, the pulses of instantaneous current and power are very nearly proportional.

The ratio of the difference between the area of the pulse and the minimum sum of the departure areas to the area of the pulse may be defined as the form factor of the pulse. For a rectangular pulse, its value is, of course, one. For the triangular pulse discussed previously, it is 0.656. The value of the form factor can thus be used to indicate how closely a given pulse approximates a true rectangular pulse.

B.3. A Comparison of the Methods.—Appendix B has thus presented two fundamental methods of defining pulse duration and pulse amplitude. In the first method, the definition is based on the principle of conservation of energy and charge. Although unassailable from a theoretical standpoint, this method may not always give the best practical results. Two of its disadvantages have already been mentioned: the possibility of inaccuracy resulting from the near proportionality of the time functions for current and power on a magnetron load, and the fact that the pulse so determined does not lead to an r-f spectrum that is a good approximation of that of the actual pulse. In the rating of magnetron, the maximum pulse current of the oscillator is usually specified, and the above method of determining pulse amplitude and duration usually yields a rectangular current-pulse amplitude that is smaller than the instantaneous current of the actual pulse for a large fraction of the pulse duration. If the three-section network of Fig. B.5c is considered, for instance, it is seen that the equivalent rectangular current-pulse amplitude obtained is at least 10 per cent smaller than the actual current for about 60 per cent of the pulse duration. Since the maximum operating point of magnetrons is generally a function of both pulse current and pulse duration, there remains the question of whether or not the equivalent rectangular pulse is a sufficiently good approximation of the actual current pulse to be used in conjunction with the specification of the maximum operation point.

The method of the minimum departure areas, on the other hand, does not suffer from any of these drawbacks. For a magnetron load, it can be used with the assumption of either conservation of charge or conservation of energy, the two being very nearly equivalent for all practical purposes. The principal disadvantage is the time consumed in determining the pulse duration of any arbitrary pulse. The minimum departure area method should, nevertheless, be considered the most reliable and most accurate method of determining pulse duration. It may prove expedient, however, to use short-cut methods in many practical determinations of pulse duration and pulse amplitude. One such short-cut method has been used with good results that agree reasonably well with those obtained by the method of minimum departure areas. In this
short-cut method, the current-pulse amplitude $I_t$ is defined arbitrarily as the maximum value of an average curve drawn through the oscillations of the actual current pulse (see Fig. B-10). By the principle of conservation of charge, the pulse duration is found immediately as

$$\tau = \frac{\int_0^\infty i(t) \, dt}{I_t}.$$  

This method is essentially equivalent to that mentioned earlier in the Appendix in which the duration of the current pulse is measured at 50 per cent of the average maximum amplitude. The new definition, however, specifies the amplitude more accurately and gives a value of pulse duration that is more independent of the actual current-pulse shape; it can readily be seen that the measurement at 50 per cent of the maximum amplitude corresponds exactly to conservation of charge in the case of a trapezoidal pulse shape, but not necessarily for any other pulse shape.

Table B.1.—Pulse Durations

<table>
<thead>
<tr>
<th>Method of computation</th>
<th>Rated pulse duration</th>
<th>Conservation of charge and energy</th>
<th>Conservation of energy, minimum departure areas</th>
<th>Conservation of charge, average maximum current</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pulse shapes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triangular power pulse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resistance load $\tau/\tau_a$</td>
<td>Resistance load $\tau/\tau_s$</td>
<td>Resistance load $\tau/\tau_s$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8$</td>
<td>$0.707$</td>
<td>$0.656$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$9$</td>
<td>$0.74$</td>
<td></td>
</tr>
<tr>
<td>Sine-wave power pulse</td>
<td></td>
<td>$10$</td>
<td>$0.656$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$11$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of network sections</td>
<td>$\tau_N = 2C_nZ_n$</td>
<td>$\mu\text{sec}$</td>
<td>$\mu\text{sec}$</td>
<td>$\mu\text{sec}$</td>
</tr>
<tr>
<td>1</td>
<td>2.1</td>
<td>3.17</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>3.02</td>
<td>2.45</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.15</td>
<td>3.02</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.11</td>
<td>3.00</td>
<td>2.38</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.03</td>
<td>2.60</td>
<td>2.20</td>
<td></td>
</tr>
</tbody>
</table>

Table B.1 gives the results obtained for pulse duration by the three methods outlined above—conservation of charge and energy; conservation of energy (or charge, if the current pulse is essentially proportional to the power pulse) and minimum departure area; average maximum current and conservation of charge; and the rated pulse duration,

$$\tau_N = 2C_nZ_n,$$
of the pulse-forming networks. It may be noted that, on magnetron load, the pulse durations determined by the last two methods do not differ by more than 10 per cent, and that the pulse durations obtained by the short-cut method are the nearest to the rated values of the networks. One great advantage of the short-cut method is its simplicity compared with either of the other two. Although it leads to values of pulse duration that are slightly small, it does, on the other hand, give values for pulse currents that are too large in the same proportion. Since a small increase in current may be more detrimental to the oscillator than a similar increase in pulse duration, it is probably better, from a practical standpoint, to rate the pulser output on the basis of the third definition: less damage is likely to result to the magnetron from exceeding rated current, and, except for very nonrectangular pulses, the short-cut method provides a satisfactory definition of pulse amplitude and duration.
List of Symbols

In the table that follows are listed the more important and extensively used symbols appearing in this book. Many symbols used in particular developments have not been included in the list when their use is restricted to relatively few pages of the text.

**ENGLISH LETTER SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Defined or First Used Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Cross-sectional area of PT core</td>
<td>510</td>
</tr>
<tr>
<td>$a$</td>
<td>Thickness of layer of PT winding</td>
<td>513</td>
</tr>
<tr>
<td>$B$</td>
<td>Average magnetic induction</td>
<td>617</td>
</tr>
<tr>
<td>$\Delta B$</td>
<td>Increment of average flux density above remanent value of $B$</td>
<td>537</td>
</tr>
<tr>
<td>$B_c$</td>
<td>Flux density in charging reactor</td>
<td>368</td>
</tr>
<tr>
<td>$B_m$</td>
<td>Some value of flux density less than $B_{sat}$</td>
<td>604</td>
</tr>
<tr>
<td>$B_r$</td>
<td>Remanent flux density</td>
<td>600</td>
</tr>
<tr>
<td>$B_{re}$</td>
<td>Remanent flux density in PT core with gap</td>
<td>602</td>
</tr>
<tr>
<td>$B_{sat}$</td>
<td>Saturation flux density</td>
<td>600</td>
</tr>
<tr>
<td>$C_c$</td>
<td>Distributed capacitance of PT primary winding</td>
<td>79, 508</td>
</tr>
<tr>
<td>$C_D$</td>
<td>Same as $C_c$ for PT secondary winding</td>
<td>79, 508</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Capacitance of despiking network</td>
<td>437</td>
</tr>
<tr>
<td>$C_{ep}$</td>
<td>Plate-to-grid capacitance of a vacuum tube</td>
<td>576</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Shunt capacitance due to a load</td>
<td>79</td>
</tr>
<tr>
<td>$C_N$</td>
<td>Energy storage capacitance of a PFN</td>
<td>127, 176</td>
</tr>
<tr>
<td>$C_o$</td>
<td>Capacitance between primary and secondary of PT</td>
<td>507</td>
</tr>
<tr>
<td>$C_r$</td>
<td>Capacitance of $r$th section of a PFN</td>
<td>187</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Capacitance of a PFN (Guillemin theory)</td>
<td>192</td>
</tr>
<tr>
<td>$C_w$</td>
<td>Energy storage capacitance</td>
<td>228</td>
</tr>
<tr>
<td>$C_{str}$</td>
<td>Stray capacitance of a PFN</td>
<td>228</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Capacitance of section $r$ of a PFN (Guillemin theory)</td>
<td>192</td>
</tr>
<tr>
<td>$d$</td>
<td>Lamination thickness</td>
<td>637</td>
</tr>
<tr>
<td>$E_b$</td>
<td>A-c power supply voltage</td>
<td>382</td>
</tr>
<tr>
<td>$E_{bb}$</td>
<td>D-c power supply voltage</td>
<td>22</td>
</tr>
<tr>
<td>$E_c$</td>
<td>Grid bias voltage</td>
<td>25</td>
</tr>
<tr>
<td>$E_{ce}$</td>
<td>Grid cut-off voltage</td>
<td>576</td>
</tr>
<tr>
<td>$E_{gr}$</td>
<td>Control-grid voltage (vacuum tube)</td>
<td>91</td>
</tr>
<tr>
<td>$E_{sr}$</td>
<td>Screen-grid voltage (vacuum tube)</td>
<td>91</td>
</tr>
<tr>
<td>$e_g$</td>
<td>Applied grid voltage</td>
<td>576</td>
</tr>
<tr>
<td>$e_p$</td>
<td>$[e_g - E_{ce}]$</td>
<td>576</td>
</tr>
</tbody>
</table>
# LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Defined or First Used Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e_t)</td>
<td>Voltage across load</td>
<td>563</td>
</tr>
<tr>
<td>(E)</td>
<td>Electric field</td>
<td>618</td>
</tr>
<tr>
<td>(f)</td>
<td>(B_r/B_{sat})</td>
<td>603</td>
</tr>
<tr>
<td>(f)</td>
<td>(\tau/\tau_{opt})</td>
<td>535</td>
</tr>
<tr>
<td>(f_c)</td>
<td>Cut-off frequency for low-pass filter</td>
<td>184</td>
</tr>
<tr>
<td>(f_r)</td>
<td>Pulse recurrence frequency</td>
<td>23</td>
</tr>
<tr>
<td>(f_o)</td>
<td>Resonant frequency of charging circuit of a line-type pulser</td>
<td>360</td>
</tr>
<tr>
<td>(f_1)</td>
<td>Factor depending on voltage distribution between primary and secondary of a PT</td>
<td>522</td>
</tr>
<tr>
<td>(f_2)</td>
<td>Factor relating (L_t) to PT winding arrangement</td>
<td>541</td>
</tr>
<tr>
<td>(f_1, f_4)</td>
<td>Proportionality factors</td>
<td>541</td>
</tr>
<tr>
<td>(G_l)</td>
<td>Load conductance</td>
<td>208</td>
</tr>
<tr>
<td>(g_d)</td>
<td>Shunt-diode conductance</td>
<td>44</td>
</tr>
<tr>
<td>(g_i)</td>
<td>Load conductance</td>
<td>28</td>
</tr>
<tr>
<td>(g_p)</td>
<td>Switch-tube conductance</td>
<td>28</td>
</tr>
<tr>
<td>(g_s)</td>
<td>Shunt conductance</td>
<td>34</td>
</tr>
<tr>
<td>(H)</td>
<td>Magnetizing force in PT</td>
<td>513</td>
</tr>
<tr>
<td>(H_c)</td>
<td>Coercive force</td>
<td>601</td>
</tr>
<tr>
<td>(H_e)</td>
<td>Magnetizing force in charging reactor</td>
<td>368</td>
</tr>
<tr>
<td>(H_s)</td>
<td>Eddy-current magnetic field</td>
<td>623</td>
</tr>
<tr>
<td>(H_r)</td>
<td>Reverse magnetic field</td>
<td>601</td>
</tr>
<tr>
<td>(I_{av})</td>
<td>Average current</td>
<td>3</td>
</tr>
<tr>
<td>(I_p)</td>
<td>Pulse current in charging element</td>
<td>109</td>
</tr>
<tr>
<td>(I_t)</td>
<td>Pulse current in load</td>
<td>22</td>
</tr>
<tr>
<td>(I_m)</td>
<td>Magnetizing current</td>
<td>536</td>
</tr>
<tr>
<td>(I_{max})</td>
<td>Maximum current during a pulse</td>
<td>51</td>
</tr>
<tr>
<td>(I_P)</td>
<td>Current in PT primary</td>
<td>71</td>
</tr>
<tr>
<td>(I_p)</td>
<td>Plate current in switch tube</td>
<td>22</td>
</tr>
<tr>
<td>(I_p)</td>
<td>Current in PT primary</td>
<td>513</td>
</tr>
<tr>
<td>(I_{pulse})</td>
<td>Pulse current</td>
<td>3</td>
</tr>
<tr>
<td>(I_{rms})</td>
<td>Effective current</td>
<td>61</td>
</tr>
<tr>
<td>(I_s)</td>
<td>Current in PT secondary</td>
<td>71</td>
</tr>
<tr>
<td>(I_i)</td>
<td>Current source replacing voltage source (V_t)</td>
<td>34</td>
</tr>
<tr>
<td>(I_i)</td>
<td>Pulse current in shunt impedance</td>
<td>109</td>
</tr>
<tr>
<td>(I_s)</td>
<td>Current in PT secondary</td>
<td>513</td>
</tr>
<tr>
<td>(I_w)</td>
<td>Current source replacing charged storage condenser</td>
<td>27</td>
</tr>
<tr>
<td>(i_e)</td>
<td>Instantaneous current in charging element</td>
<td>60</td>
</tr>
<tr>
<td>(i_e)</td>
<td>Eddy current</td>
<td>633</td>
</tr>
<tr>
<td>(i_L)</td>
<td>Instantaneous current in inductance</td>
<td>23</td>
</tr>
<tr>
<td>(i_i)</td>
<td>Instantaneous load current</td>
<td>23</td>
</tr>
<tr>
<td>(i_m)</td>
<td>Magnetizing current</td>
<td>625</td>
</tr>
<tr>
<td>(i_p)</td>
<td>Instantaneous plate current in switch tube</td>
<td>60</td>
</tr>
<tr>
<td>(i_r)</td>
<td>Current in rth section of PFN</td>
<td>180</td>
</tr>
<tr>
<td>(i_s)</td>
<td>Instantaneous current in shunt path</td>
<td>40</td>
</tr>
<tr>
<td>(i_o)</td>
<td>Initial current</td>
<td>62</td>
</tr>
<tr>
<td>(i_s)</td>
<td>Current in mesh (s) of PFN (Guillemin theory)</td>
<td>192</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Defined or First Used</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>$J$</td>
<td>Displacement current</td>
<td>652</td>
</tr>
<tr>
<td>$k$</td>
<td>Coupling coefficient</td>
<td>506</td>
</tr>
<tr>
<td>$L$</td>
<td>Average peripheral spacing of moving electrodes of rotary spark gap.</td>
<td>284</td>
</tr>
<tr>
<td>$L_C$</td>
<td>“Charging inductance” in series with distributed capacitance in PT.</td>
<td>79, 508</td>
</tr>
<tr>
<td>$L_e$</td>
<td>Inductance of isolating element.</td>
<td>62</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Charging inductance in line-type pulser.</td>
<td>357</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Same as $L_c$ for the other PT winding.</td>
<td>79, 508</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Effective shunt inductance in PT.</td>
<td>79, 508</td>
</tr>
<tr>
<td>$L_L$</td>
<td>Leakage inductance in PT.</td>
<td>79, 512</td>
</tr>
<tr>
<td>$I_N$</td>
<td>Inductance of a PFN</td>
<td>127</td>
</tr>
<tr>
<td>$I_p$</td>
<td>Primary inductance of PT</td>
<td>510</td>
</tr>
<tr>
<td>$I_r$</td>
<td>Inductance of rth section of PFN.</td>
<td>187</td>
</tr>
<tr>
<td>$I_x$</td>
<td>Value of inductance for resonant charging.</td>
<td>360</td>
</tr>
<tr>
<td>$I_s$</td>
<td>Shunt Inductance</td>
<td>39</td>
</tr>
<tr>
<td>$I_w$</td>
<td>Energy storage inductance</td>
<td>22</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Total distributed inductance of lossless transmission line.</td>
<td>209</td>
</tr>
<tr>
<td>$L_v$</td>
<td>Inductance of section $v$ of PFN (Guillemin theory)</td>
<td>192</td>
</tr>
<tr>
<td>$l$</td>
<td>Mean magnetic path length</td>
<td>510</td>
</tr>
<tr>
<td>$l_g$</td>
<td>Length of gap in PT core</td>
<td>602</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of PT winding</td>
<td>513</td>
</tr>
<tr>
<td>$M$</td>
<td>Mutual inductance</td>
<td>505</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of turns of PT coil</td>
<td>510</td>
</tr>
<tr>
<td>$N_e$</td>
<td>Number of turns on charging reactor</td>
<td>364</td>
</tr>
<tr>
<td>$N_f$</td>
<td>Number of fixed electrodes of rotary gap.</td>
<td>282</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Number of turns on PT primary</td>
<td>513</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Number of moving electrodes of rotary gap.</td>
<td>282</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Number of turns on PT secondary</td>
<td>513</td>
</tr>
<tr>
<td>$n$</td>
<td>Voltage transformation ratio of a transformer</td>
<td>71</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of meshes in a PFN</td>
<td>180</td>
</tr>
<tr>
<td>$P_{av}$</td>
<td>Average power</td>
<td>3</td>
</tr>
<tr>
<td>$P_L$</td>
<td>Overhead power loss in line-type pulser.</td>
<td>249</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Pulse power in a load</td>
<td>70</td>
</tr>
<tr>
<td>$P_m$</td>
<td>Maximum power during a pulse</td>
<td>714</td>
</tr>
<tr>
<td>$P_N$</td>
<td>Power input to PFN</td>
<td>92</td>
</tr>
<tr>
<td>$P_p$</td>
<td>Pulse power dissipated in switch tube</td>
<td>72</td>
</tr>
<tr>
<td>$P_R$</td>
<td>Power dissipated in isolating resistance</td>
<td>61</td>
</tr>
<tr>
<td>PFN</td>
<td>Pulse forming network</td>
<td>8</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse recurrence frequency</td>
<td>3</td>
</tr>
<tr>
<td>PT</td>
<td>Pulse transformer</td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td>Laplace transform parameter</td>
<td>28</td>
</tr>
<tr>
<td>$Q$</td>
<td>Quality factor of a circuit</td>
<td>12, 360</td>
</tr>
<tr>
<td>$Q_N$</td>
<td>Charge on a PFN</td>
<td>176</td>
</tr>
<tr>
<td>$q_N$</td>
<td>Instantaneous charge on a PFN</td>
<td>356</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Defined or First Used</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>R_c</td>
<td>Resistance of isolating element in charging circuit of a pulser</td>
<td></td>
</tr>
<tr>
<td>R_d</td>
<td>Resistance of despiking network</td>
<td></td>
</tr>
<tr>
<td>R_s</td>
<td>Shunt resistance in PT</td>
<td></td>
</tr>
<tr>
<td>R_o</td>
<td>Internal resistance of voltage source</td>
<td></td>
</tr>
<tr>
<td>R_e</td>
<td>Isolating resistance in grid circuit of a vacuum tube</td>
<td></td>
</tr>
<tr>
<td>R_l</td>
<td>Load resistance</td>
<td></td>
</tr>
<tr>
<td>R_p</td>
<td>Switch resistance plus series losses in PFN and PT</td>
<td></td>
</tr>
<tr>
<td>R_m</td>
<td>Resistance in parallel with pulser output</td>
<td></td>
</tr>
<tr>
<td>R_w</td>
<td>Resistance of PT winding</td>
<td></td>
</tr>
<tr>
<td>R_d</td>
<td>Grid-to-cathode resistance of vacuum tube</td>
<td></td>
</tr>
<tr>
<td>r_t</td>
<td>Dynamic resistance of a load (magnetron or biased diode)</td>
<td></td>
</tr>
<tr>
<td>r_p</td>
<td>Internal resistance of switch tube</td>
<td></td>
</tr>
<tr>
<td>S_d</td>
<td>Hypothetical switch in series with shunt diode</td>
<td></td>
</tr>
<tr>
<td>S_t</td>
<td>Hypothetical switch in series with diode load</td>
<td></td>
</tr>
<tr>
<td>S_m</td>
<td>Hypothetical switch in series with magnetron</td>
<td></td>
</tr>
<tr>
<td>S_r</td>
<td>Switch tube</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>Symbol for a tube</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>$\mu r \frac{d^2}{12}$ using mks units or $\frac{10^{-\mu r} \mu d^2}{3\rho}$ using cgs units</td>
<td></td>
</tr>
<tr>
<td>T_d</td>
<td>Deionizing time</td>
<td></td>
</tr>
<tr>
<td>T_r</td>
<td>Pulse recurrence interval ($1/f_r$)</td>
<td></td>
</tr>
<tr>
<td>t_r</td>
<td>Rise time of a pulse</td>
<td></td>
</tr>
<tr>
<td>u</td>
<td>Average circumference of layer of PT winding</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Voltage across output of hard-tube pulser</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Time function of voltage across a capacitance</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Source or generator voltage</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Pulse grid voltage</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>PFN voltage at end of a pulse due to impedance mismatch = V_{N-1}</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Pulse voltage across a load</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Voltage of nth reflected pulse at the load</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Observed value of $V_{\text{max}}$</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Maximum voltage across a series gap switch for which prefire is negligible</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Minimum voltage across a series gap switch for which misfire is negligible</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Initial voltage on a PFN</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>PFN voltage at end of nth charging period</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>PFN voltage at end of nth reflection</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>PT primary voltage</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Voltage drop across switch tube</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>Laplace transform of $V(t)$</td>
<td></td>
</tr>
<tr>
<td>V_{oo}(t)</td>
<td>PT secondary voltage</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Defined or First Used Page</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>( V_S )</td>
<td>Theoretical maximum value of ( V_{\text{max}} )</td>
<td>297</td>
</tr>
<tr>
<td>( V_i )</td>
<td>Voltage at which conduction starts in an ideal diode; starting voltage of a magnetron</td>
<td>32</td>
</tr>
<tr>
<td>( V_{\text{start}} )</td>
<td>Minimum power supply voltage at which firing occurs for series gaps</td>
<td>298</td>
</tr>
<tr>
<td>( V_w )</td>
<td>Voltage source equivalent to charged energy storage condenser</td>
<td>27</td>
</tr>
<tr>
<td>( V_v )</td>
<td>Equilibrium value of storage condenser voltage</td>
<td>53</td>
</tr>
<tr>
<td>( V'_w )</td>
<td>Energy storage condenser voltage at the start of a particular pulse</td>
<td>53</td>
</tr>
<tr>
<td>( V_v )</td>
<td>Initial voltage on lossless transmission line</td>
<td>177</td>
</tr>
<tr>
<td>( V_r )</td>
<td>Equilibrium value of storage condenser voltage at the end of a pulse</td>
<td>53</td>
</tr>
<tr>
<td>( V'_r )</td>
<td>Energy storage condenser voltage at the end of a particular pulse</td>
<td>53</td>
</tr>
<tr>
<td>( v_i )</td>
<td>Instantaneous voltage across a load</td>
<td>237</td>
</tr>
<tr>
<td>( v_p )</td>
<td>Instantaneous-voltage drop across switch tube</td>
<td>60</td>
</tr>
<tr>
<td>( W )</td>
<td>Energy in magnetic field</td>
<td>513</td>
</tr>
<tr>
<td>( W )</td>
<td>Energy in a charged capacitance</td>
<td>519</td>
</tr>
<tr>
<td>( W_e )</td>
<td>Energy dissipated in PT core due to eddy currents</td>
<td>627</td>
</tr>
<tr>
<td>( W_l )</td>
<td>Energy dissipated in a load</td>
<td>226</td>
</tr>
<tr>
<td>( W_m )</td>
<td>Energy returned to the circuit from PT core</td>
<td>628</td>
</tr>
<tr>
<td>( W_N )</td>
<td>Energy stored in PFN</td>
<td>250</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Width of core lamination</td>
<td>637</td>
</tr>
<tr>
<td>( Y )</td>
<td>Admittance ( = 1/Z )</td>
<td>185</td>
</tr>
<tr>
<td>( Y_N )</td>
<td>Admittance of a PFN</td>
<td>208</td>
</tr>
<tr>
<td>( Z_l )</td>
<td>Load impedance</td>
<td>84</td>
</tr>
<tr>
<td>( Z_N )</td>
<td>Impedance of a PFN</td>
<td>129, 176</td>
</tr>
<tr>
<td>( Z_p )</td>
<td>Internal impedance of a pulser</td>
<td>85</td>
</tr>
<tr>
<td>( Z_r )</td>
<td>Impedance in parallel with pulser load</td>
<td>33</td>
</tr>
<tr>
<td>( Z_T )</td>
<td>Characteristic impedance of PT winding</td>
<td>523</td>
</tr>
<tr>
<td>( Z_s )</td>
<td>Characteristic impedance of a transmission line</td>
<td>84</td>
</tr>
</tbody>
</table>

**GREEK LETTER SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Defined or First Used Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>Shunt loss coefficient ( = 1 + \frac{Z_N + R_p}{R_e} )</td>
<td>238</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>PT parameter</td>
<td>533</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Series loss coefficient ( = 1 + \frac{R_p}{Z_N} )</td>
<td>238</td>
</tr>
<tr>
<td>( \beta )</td>
<td>PT parameter</td>
<td>533</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Ratio of total load distributed capacitance to PFN capacitance</td>
<td>252</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( e^{-\frac{r}{Z_0}} )</td>
<td>419</td>
</tr>
<tr>
<td>( \Gamma_p )</td>
<td>( 1/L_p )</td>
<td>591</td>
</tr>
<tr>
<td>( \Gamma_L )</td>
<td>( 1/L_L )</td>
<td>591</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Distance between layers of PT winding</td>
<td>513</td>
</tr>
<tr>
<td>( \Delta_p )</td>
<td>Skin depth</td>
<td>548</td>
</tr>
<tr>
<td>( \delta )</td>
<td>One way transmission time for lossless transmission line</td>
<td>177, 524</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Loss tangent ( = \tan \delta )</td>
<td>653</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Defined or First Used</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>$e$</td>
<td>Dielectric constant</td>
<td>519</td>
</tr>
<tr>
<td>$e$</td>
<td>Small positive voltage</td>
<td>576</td>
</tr>
<tr>
<td>$e_0$</td>
<td>Dielectric constant of free space</td>
<td>618</td>
</tr>
<tr>
<td>$e_1$</td>
<td>Dielectric constant of core material in mks units</td>
<td>618</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Efficiency of a PT</td>
<td>71</td>
</tr>
<tr>
<td>$\eta_b$</td>
<td>Efficiency of power supply</td>
<td>249</td>
</tr>
<tr>
<td>$\eta_c$</td>
<td>Efficiency of charging circuit</td>
<td>249</td>
</tr>
<tr>
<td>$\eta_d$</td>
<td>Efficiency of discharging circuit</td>
<td>249</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>Efficiency of pulser circuit</td>
<td>249</td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>Efficiency of a PT</td>
<td>236</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>Overall efficiency of a pulser</td>
<td>249</td>
</tr>
<tr>
<td>$k$</td>
<td>Reflection coefficient</td>
<td>85, 419</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Amplification factor</td>
<td>91, 576</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Permeability</td>
<td>523</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Effective pulse permeability</td>
<td>510</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>D-c incremental permeability</td>
<td>601</td>
</tr>
<tr>
<td>$\mu_{ig}$</td>
<td>D-c incremental permeability for core with gap</td>
<td>601</td>
</tr>
<tr>
<td>$\mu_{max}$</td>
<td>Maximum permeability</td>
<td>603</td>
</tr>
<tr>
<td>$\mu_o$</td>
<td>Average permeability</td>
<td>601</td>
</tr>
<tr>
<td>$\mu_{ag}$</td>
<td>Average permeability for core with gap</td>
<td>601</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>Permeability in mks units</td>
<td>618</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Resistivity</td>
<td>511</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>PT circuit parameter</td>
<td>564</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>Conductivity of core material in mks units</td>
<td>618</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Pulse duration</td>
<td>3</td>
</tr>
<tr>
<td>$\tau_o$</td>
<td>Duration of power pulse</td>
<td>714</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>Pulse duration at the load</td>
<td>250</td>
</tr>
<tr>
<td>$\tau_{max}$</td>
<td>Maximum pulse duration obtainable with a regenerative pulse generator</td>
<td>587</td>
</tr>
<tr>
<td>$\tau_N$</td>
<td>Pulse duration produced by a PFN on a matched resistance load</td>
<td>250</td>
</tr>
<tr>
<td>$\tau_o$</td>
<td>Time required to saturate a core lamination</td>
<td>634</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Circuit parameter</td>
<td>42</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency of a-c voltage</td>
<td>177</td>
</tr>
<tr>
<td>$\omega^2$</td>
<td>$\omega^2 = \omega_0^2 - \alpha^2.$</td>
<td>357</td>
</tr>
<tr>
<td>$\omega_a$</td>
<td>Applied a-c angular frequency</td>
<td>367</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$\omega_0^2 = \frac{1}{L_0 C_N}$</td>
<td>357</td>
</tr>
</tbody>
</table>
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Characteristic current-voltage of a nonlinear load, 110
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Characteristics, grid-current–plate-voltage, 101–108
idealized current-voltage, of a tetrode, 110
plate-current–grid-voltage, 99-101
plate-current–plate voltage, 101-108
Charging, of storage condenser, 51-69
(See also A-c charging; D-c charging; Full-cycle charging; Half-cycle charging; Inductance charging; Linear charging; Recharging; Resonant charging
Charging-circuit efficiency in a-c resonant charging, 392
Charging-circuit losses, 429
Charging circuits, of line-type pulser, 355-416
miscellaneous, 414-416
Charging cycle, 358
Charging diode, 138, 361
(See also Hold-off diode)
Charging efficiency, 392, 421
Charging element, inductance, 355
resistance, 355
Charging inductance, 361, 455, 467, 483
of a pulse transformer, 526-530
Charging period, 384
Charging reactor, 356
coil design for, 372
core design for, 372
linearity of, 366
sample design for, 376
saturation of core, 364, 370
Charging transformer losses, 413
Charging transformers, a-c, (see A-c charging transformers)
Charging voltage, forward, measurement of, 690-692
Circuit (see type of circuit)
Circuit complexity, 16
Circuit utilization factor in a-c resonant charging, 392
Coding, pulse-, 131, 486
Coil design for d-c charging reactor, 372
Coil material for pulse transformers, 648-660
Cole, P. A., 662n., 706n.
Condenser, as energy reservoir, 21-23
discharging of, 25-51
storage, charging of, 51-69
effect of inductance of isolating element on, 67
voltage on, 77
Condenser voltage equilibrium, 53, 55
Connectors, for pulse transformers, 654
Conservation of charge, definition of equivalent rectangular pulse, 711-716
Conservation of energy, definition of equivalent rectangular pulse, 711-716
Core, accurate equivalent circuit for, 631
with butt joints, 601, 644
without butt joints, 600
magnetization of, 633
Core design for d-c charging reactor, 372
Core material for pulse transformers, 599-648
d-c data for, 614-615
d-c properties of, 599-601
pulse data for, 614-615
standard tests on, 611
thickness of, 599
Core performance, techniques for measuring, 639-648
Core saturation, 603n.
Core size, 538, 545
Coupling coefficient, 506
Craggs, J. D., 274n., 332
Crout, P. D., 528
Current, average (see Average current) effective (see Effective current)
Current-fed network (see Network)
Current modes in pulse transformer, 528
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Current pulse, 175, 176, 666
  amplitude for, 69
Current pulse droop, 80, 88, 169, 568, 702
  (See also Pulse droop)
Current pulse rectangular in copper, 655–658
Current-pulse shapes, 186
Current-pulse-viewing resistors, 676
Current spike (see Spike, current)
Current-viewing resistors, 666
Current-voltage characteristics of a biased diode, 32, 231
CV85 trigatron, 332
CV125 trigatron, 332

D

Darlington circuit, 464
D-c charging, 356–380
  general analysis of, 356–363
D-c charging current from nonlinear charging reactor, 365
D-c charging reactors, design of, 372–380
  linearity requirements for, 364–366
  practical, 364–372
D-c charging voltage from nonlinear charging reactor, 365
D-c hysteresis loop, 605
  of a core, 600
  (See also B-H loop)
D-c incremental permeability, 601, 632, 634
D-c permeability, 510
D-c resonant charging, 360, 418
Deionization, 279
Deionization time, 336, 353
Delay line, 133, 158
Delay lines and cable properties, 689
Delay time, 351
Despiking circuit, 453
Despiking RC-network, 436
Diaplex, 215
Dielectric, dissipation factor of, 216
Dielectric constant and power factor, 652
Dielectric strength, 651
Dielectrics, 215
Diffusion equations, 656
  development of, 617–619
  solution of, 619–626
Dillinger, J. R., 312n., 320n., 324n., 327n., 335n.

Diode, biased (see Biased diode)
Discharging of storage condenser, 25–51
Discharging circuit, effect of, on pulse shape, 255–261
  efficiency of, 449
  general properties of, 225–233
  of line-type pulser, 225–272
Discharging efficiency, 466, 483
Discharging (pulse) interval, 54
Dissipation factor of dielectric, 216
Distributed capacitance, 516–522, 537
  effective, of pulse-transformer coils, 521
  for a transformer, 507
Divider (see specific type of divider)
Donovan, A. C., 367n.
Double-switch single-network circuit, 488–492
Drewell, P., 336n.

Driver, 119
  blocking-oscillator, 124–132
  bootstrap, 120–124, 138
  multivibrator, 132–139
  pulse-forming-network, 132–139
  regenerative, 124–134, 150
Driver circuits, 119–139, 157, 168
Dry type of insulation, 648–651
  solventless varnish for, 649
Dunham, C. R., 619n., 635n.
Duolaterally wound coil, 554
Dupont, 650
Duration (see Pulse duration)
Duty, 4
  cycle, 4
  ratio, 4
Dynamic resistance, 231
  of load, 3, 33, 78, 110

E

Eddy current, 620, 624, 636
  energy dissipated by, 626
Eddy current loss, 629
Effective current, 361
  in a-c resonant charging circuit, 390
  in transformer winding, 547
Effective current density in transformer winding, 548
Effective values of the transformer currents, 396
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Efficiency, 13, 534
  of hard-type pulser, 16
  of line-type pulser, 13, 16
  pulser, 244, 249–255, 462
    of line-type pulser, 249
    over-all, 249
    of rectifier circuit, 249
    total, 249
829 tetrode, 105, 123, 126, 132
884 tube, 123
8020 shunt diode, 154
Electrode material, for fixed gap, choice
  of, 317
    for rotary gaps, 280
Electrodes, fixed, 276
    moving, 276
    for rotary gaps, number of, 282
Energy, dissipated, in the core, calculation, 627
  approximate, 630
  by eddy currents, 626
  in pulse-transformer windings, 660
  stored in magnetic field, 627
Energy density, average, in coil, 541
  in core, 541
Energy loss, 626–633
Energy reservoir, comparison of a condenser and an inductance as, 23–25
  (See also Condenser; Inductance)
Energy transfer, maximum, 533
Equivalent circuit, for pulse-transformer core, 626–633
  (See also component for which equivalent circuit is given)
Erosion of electrodes of fixed gap, 319–321
Evans Signal Laboratory, 342n.

F

Fe–I gap, 328
5C22 thyatron, 138, 341, 455
5D21 tetrode, 100, 104, 132, 472
527 triode, 106
Fixed gap, aluminum-cathode, 298
  designs of, 321–323
  cathode and anode erosion of, 319–321
  cylindrical electrode, 295
  cylindrical-electrode aluminum-cathode, 318–327
  enclosed, 294–335
  iron-sponge mercury-cathode, 327–332
    designs of, 328
    mercury-cathode, 295, 303
    (See also Series gap)
    static- and dynamic-breakdown voltages of a single, 296
    three-electrode, 332–335
    hydrogen-filled, 335
    types (see listing under O)
Fixed gap design, general considerations for, 316–318
Fixed gap dissipation, 324–326, 331
Fixed spark gap (see Fixed gap)
Fletcher, R. C., 680n.
Fluharty, R. G., 274n., 326n.
Flux density, 538
  distribution of, 623
  incremental, 537
Fluxplot, for typical pulse-transforming winding, 659
Fosterite, 557, 649, 650
Foster's reactance theorem, 193
Foster's theorem, Cauer's extension of, 194
4C35 thyatron, 138, 341, 479
Fourier-series, 187
Frank, R., 656n.
Frequency response, of pulse transformer, 591–598
  of transformer, oscilloscope presentation of, 595
Full-cycle charging, 394–397, 449
Fundingsland, O. T., 443n.

G

Ganz, A. G., 623n., 628n., 633n.
Gap in the core, 601
  (See also Fixed gap; Rotary gap; Series gap)
Gap length of the core, optimum, 602–604
Gap restriking, 279
Gap spacing, 320
Gaps, number of, vs. voltage range, 300–302
Gardner, M. F., 27n.
Gas, for fixed gap, choice of, 316
  for rotary gaps, 280
Gas cleanup, 336
Gas pressure, 320
Gaseous-discharge switch, 10, 14, 175
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Geometry of fixed gap, determination of, 318
Germezhausen, K. J., 312n., 335n.
Gibbs phenomenon, 187
Gillette, P. R., 522n.
Glassoe, G. N., 662n., 707n.
Glick, H. L., 327n.
Goucher, F. S., 274n., 295n., 316n., 318n., 327n., 331n.
Grid, power dissipation in, 97
Grid circuit of hydrogen thyratron, 349–354
Grid current, 97
Grid drive, positive, 91
Grid-driving power, 157
Grid swing, 92, 119
Guillemin, E. A., 189n., 193n.
Guillemin networks, 200–203
  current-fed, 211–213
    type A, 212
    type B, 212
    type C, 212
    type F, 212
  voltage-fed, type A, 201
    type B, 201
    type C, 201
    type D, 201
    type E, 201
Guillemin’s theory, 180–207

H

Half-cycle charging, 397–400
Half-wave single-phase charging, 476–478
Hanna, C. R., 377n.
Hard-tube pulser, 5, 6–8, 19–172
  application of pulse-shaping networks to, 165–172
  comparison of, with line-type pulser, 13–17
  high-power short-pulse, 160–165
  lightweight medium power, 140–152
  1Mw, 152–160
  output circuit of, 21–89
  required switch characteristics of, 90–98
  two arrangements of use of pulse transformer with, 74
Haynes, J. R., 295n., 303n.
Heat dissipation, 151, 459
Hibbard, L. U., 693n.
High-reactance transformers, design of, 407–414
Hipersil pulse-transformer cores, 610
Hold-off diode, 163, 381, 414–416, 456
(See also Charging diode)
Hull, A. W., 274n.
Hydrogen thyratron, 335–354
  anode circuit of, 344
  control-grid characteristic in, 338
  grid circuit of, 349–354
  life of, 341
  operating characteristics of, 336–344
  operation of, 339
  series and parallel, 342
  tube characteristics of, 339
Hysteresis loop on an oscilloscope, 639–641
(See also H–H loop)
Hysteresis loss, 627

I

$I_p-V_p$ curve, 111–118
Ionization, residual, 297
Ionization time, 345
Impedance, a-c, 177
  characteristic, 176
    of pulse-forming network, 9, 129
    instantaneous, 437
    internal, of pulser, 4
    mismatch, 417
    of a network, measurement of, 221
Impedance characteristic, of a cable, 670
  of a pulse transformer, 522–526
Impedance-matching, 4, 9, 13, 16, 227
  cable, 671, 677
  to load, 70–76
  and transmission cable, 669–673
Impedance mismatch with long cable, reflection effects of, 84–89
Impedance transformation ratio, of transformer, 10
Inductance, as the energy reservoir, 23
Inductance charging, from an a-c source, 380–386
(See also A-c charging)
  from d-c power supply, 356–380
  efficiency of, 363
Inductance measurements, 366–372
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Inductive kicker, 305–307
Ingram, S. B., 295n.
Input capacitance of load, 536
Insulating materials, measurements on, 653
Insulation for pulse transformers, 648–655
Interlaminar insulation, 638
Interlaminar resistance, 636–638
Interpulse interval, 16, 54, 119
Iron-sponge mercury-cathode gap (see Fixed gap)
Isolating element, 6, 12, 52
average power dissipated in, 59
effect of inductance of, on charging of
storage condenser, 67
high resistance as, 52–61
inductance, 61–69, 145
inductive resistor as, 61–69
principal advantages of inductance as,
68
resistance, 153

J

Jitter, time (see Time jitter)
Joos, G., 501n.

K

Keyers, 1
Kicker, inductive, 305–307
Kraft paper, 551
Krulikoski, S. J., 344n., 347n.

L

Laplace-transform method, 27, 175
Leading edge of pulse (see Pulse)
Leakage core, 400
separate, 409
Leakage inductance, 506, 511–516
calculation of, 512
measurement of, 515
of transformer, 400
Leakage-reactance-core gap, 411
Lebacqz, J. V., 274n., 468n.
Linear charging, 12, 381
Linearity requirements for a-c charging
transformers, 401
Line-simulating network, 124, 180
(See also Network)

Line-type pulse generator with a magnetron load, 573
Line-type pulser, 5, 8–12, 173–496
characteristics of, 233–244
charging circuit of, 355–416
measurement in, 690
comparison of, with hard-tube pulser,
13–17
discharging circuit of, 225–272
efficiency of, 13, 16, 249
equivalent circuit, 236–238
performance of, 417–447
switches for, 234, 273–354
Line-type pulser characteristics, 233–244
Line-voltage variation, 117
Load, coupling to, 70–76
direct-connected, 73
duration of pulse at, 226
dynamic resistance of, 3, 33, 78, 110
energy dissipated in, 226
linear, 3
nonlinear, 3
open circuit in (see Open circuit)
pulse power in, 226
resistance, 177
short circuit in (see Short circuit)
static resistance of, 3, 110
transformer-coupled, 73
Load characteristics, effect of on pulser
regulation, 108–118
Load current, change in, during a pulse,
58
reducing the change in, 166
Load current variation, 117
Load dynamic resistance, 78
Load effect on pulser operation, 418–423
Load impedance, effects of change in,
417
Load line, 238–244
Load voltage, 469
Loss, series, 237, 238
shunt, 238

M

MacFayden, K. A., 635n.
McIntosh, R. O., 693n.
Magnetic-path length, mean, 599
Magnetic shunt, 400
Magnetizing current, 522
Magnetron, current voltage characteristic of, 32, 702
mode-changing of, 206, 417, 438-441
mode-skipping, 439
normal operation of, 435-438
pushing figure of, 118
sparking of, 425, 441-447, 707
Magnetron current, average, 146, 155, 253
Magnetron-input characteristics, 435
Magnetron load, 527
pulsar performance with, 435-447, 707
Marx circuit, 494
Maxwell's equations, 618
Measurement (see quantity measured)
Measuring techniques, 661-709
Mechanical-design considerations for rotary gaps, 283-289
Megaw, E. C. S., 693n.
Metering techniques in pulse measurements, 692-709
Mica, 215
Minimum departure areas, equivalent rectangular pulse by, 716-720
Mode changing of magnetrons, 206, 417, 438-441
Mode skipping, 438
Mode-skipping magnetron, V-I characteristics of, 439
Modulators, 1
Moody, F. N., 500m.
Motor, 285
Multiple-switch circuit for voltage multiplication, 494-496
Multiple-switch multiple-network circuit, 485-488
Multivibrator, biased, 132
Multivibrator driver, 132-139

Network, mutual inductance, 199
pulse-forming, 8, 175, 224, 225, 234, 356
cable as, 164
characteristic impedance of, 9, 129
current-fed, 25
type A, 201, 212
type B, 201, 212
type C, 201, 212
type D, 201, 205
type E, 205, 213, 219
type F, 201, 212
voltage-fed, 8, 175, 189-207
Network attenuation, 222
Network capacitance, 454
Network-charging circuit, 12
Network coils, 213-215
construction of, 221
Network condensers, 215-221
Network impedance, 176, 181
Network impedance function, 181
Network phase shift, 222
Network storage capacitance, 176
Network voltage, 358, 368, 395, 398, 424, 455
Networks, derived from a transmission line, 179-189
Nickel-steel pulse-transformer cores, 611
Nickel-steel punchings for pulse transformer cores, 611
Nonlinear circuits, 429-431
Nonlinear-inductance circuit, 471-476

Oil-impregnated paper, 215
Oil-impregnated paper insulation, 651
1B22 gap, 321, 322
1B29 gap, 321, 322
1B31 gap, 321, 322
1B34 gap, 322
1B41 gap, 322
operating range for, 324
1B42 gap, 328
1B45 gap, 322
1B49 gap, 322
1-Mw hard-tube pulser, 152-160
Open-circuited lossless transmission line, 176
Open circuits, 431-435
in load, 417
Operating characteristics, of aluminum-cathode gap, 323
of hydrogen thyratron, 336-344
of iron-sponge mercury-cathode gap, 329
Opposing-pin rotary gap, 287
Oscillations on top of the current pulse, 265
Oscilloscope, 662-665
high-speed, 664
use of in pulser measurements, 662-692
Oscilloscope presentation frequency response of transformer, 595
Output circuit of hard-tube pulser, 21-89, 141, 153, 160
basic, 21-25
with biased-diode load, 32-51
with high resistance as isolating element, 52-61
with inductance or inductive resistor as isolating element, 61-69
with a resistance load, 26-31
Output power regulation, 77
Overload relay, 433
Overshoots, 179, 187

P

Parabolic fall of pulse, 191
Parabolic rise of pulse, 191
Parallel-pin rotary gap, 287
Peak current, 470
Peak power, 69
of pulse, 3
Peek, F. W., 294n.
Performance, of high-power airborne pulser, 461-463
of high-power rotary gap pulser, 451
of line-type pulsers, 417-447
Permasil, 557, 649, 650
Permeability, d-c, 510
d-c incremental, 601, 632, 634
effective, of the core, 537
PFN (see Pulse-forming network)
Philco Corporation, 140
Plate-current-grid-voltage characteristics, 99-101
Post-pulse voltage, 691
Power, average, 466, 483
dissipated in shunt elements, 69
Power dissipation, 104
Power factor and dielectric constant, 652
Power input, average, 470
to pulser, 151
Power loss in pulse-transformer windings, 660
Power output, average, 470
of pulsers, 3
Power supply, 14, 455
average current, 149
voltage-doubler, 148
Power-supply voltage, 73, 77
Power transfer, 227, 232, 238-244
maximum, 500-503
Power transfer to the load, 69-89
Pre-fire, 297
PRF, 3, 123
Protection, of circuit elements, 433-435, 457
Protective measures, 151, 160, 431
Proximity effect, 547, 658-660
Pulse, backswing on tail, 569-571
change in load current during, 58
current, 3, 320
(See also Current pulse)
equivalent rectangular, by conservation of energy, 711-716
by minimum departure areas, 716-720
leading edge of, 2, 255-257
(See also Pulse, rise of)
parabolic fall of, 191
parabolic rise of, 191
peak power of, 3
rectangular, 177, 711-720
rise of, 2
on a magnetron load, 565-568
on a resistance load, 563-565
(See also Pulse, leading edge of)
sinusoidal power, 714
sinusoidal spectrum distribution, 718
top of, 2, 257
trailing edge of, 2, 258-261
(See also Pulse tail)
triangular power, 713
triangular spectrum distribution, 718
Pulse amplitude, 710-722
average, 69
definition of, 710
Pulse cable, 255, 231
between pulser and load, effect of, 271
Pulse characteristics, 98
  (See also Characteristics)
of tubes of receiver type, 102
Pulse-coding (see Coding, pulse-)
Pulse current, 3, 320, 447
  change in, 165
Pulse droop, 509, 568, 569, 674
  (See also Current pulse droop)
Pulse duration, 2, 15, 119, 123, 136,
  226, 236, 320, 447, 456, 534, 544, 710–
  722
  change of, 16
  continuously variable, from 0.5 μsec
to 5 μsec, 158
  definition of, 710
  equivalent, 251, 710–722
  maximum, 587, 634
  range of, 127
  from 0.1–0.5 μsec, 160
  from 0.3 μsec to 0.15 μsec, 160
Pulse energy, 134
Pulse-forming network (See Network)
cable as, 164
Pulse-forming-network driver, 132–139
Pulse generator, basic circuit of, 5
  regenerative, 124
Pulse generator output transformer, 500
Pulse hysteresis loop, 641–648
  theoretical construction of, 634–636
  (See also B-H loop)
Pulse magnetization, 613–626, 633–638
Pulse measurements, 667–687
Pulse plate current, 95
Pulse power, 3, 69, 239–244
Pulse-power output, of the driver, 119
  vs. transmission-line voltage, 229
Pulse recurrence frequency (see PRF)
Pulse shape, 2, 13, 16, 179, 188, 190,
  207, 220, 534, 687
  computed and actual, 261–272
  effect of discharging circuit on, 255–261
  optimum, 552
  on a resistance load, 573
  (See also Wave shape)
Pulse shapes obtained from hard-tube
  pulser, effect of shunt capacitance
  and load resistance, 31
  examples of, magnetron (biased-diode)
  load, 38, 46–49
  sloping top or droop, 51, 56–58
Pulse shapes obtained from line-type
  pulser, effect of cable on, 271, 272
  effect of circuit parameters on, 262, 266–
  268, 440
  effect of magnetron sparking on, 442
  magnetron load, 271, 272, 715, 719
  multiple pulses, 491, 493
  with non-linear inductance switch, 472
  with various types of PFN, resistance
  load, five-section, 183, 205, 715
  one section, 203, 715
  six-section, 188, 189
  three-section, 204, 715
  two-section, 204, 715
  type E, 207, 220
Pulse shapes obtained from regenerative
  driver, 126, 128, 130
  very short pulse duration, 165
Pulse shapes obtained from regenerative
  pulse generator, 590
Pulse-shaping circuit, 177, 473
Pulse tail, 2, 183, 189, 569
  oscillations on, 571–573
  (See also Pulse, trailing edge of)
Pulse top, on magnetron load, 569
  on resistance load, 568
Pulse transformer, 9, 225, 235, 497–660
  advantages of, 78
  bushings for, 654
  charging inductance of, 526–530
  coil material for, 648–660
  connectors for, 654
  core materials for, 609
  current modes in, 528
  design, 532–562
  methods for, 536–555
  elementary theory of, 499–531
  equivalent circuit, 508–510
  values of elements, 510
  frequency response of, 591–598
  GE 68G627, 150
  with hard-tube pulse generator, 566
  insulation for, 648–655
  iron-core, 124
  with line-type pulse generator, 567
Pulse transformer, operating data for, 558
power output, 511
design of, 547–554
power-transfer efficiency of, 71
primary inductance, 510
for regenerative pulse generator, 511
design of, 543–547
time delay in, 85, 272
two arrangements for use with hard-tube pulser, 74
typical design specifications for, 561
typical designs, 555–562
for very high resistance load, 554
for very high voltages, 555
winding schemes for, 517, 518
wire for, 655–660
Pulse transformer cores, equivalent circuit for, 626–633
various types of, 606
Pulse transformer coupling to load, 70–76
effects of, 78–89
Pulse-transformer effect on pulse shapes, 563–575
Pulse transformer materials, 599–660
Pulse transformer parameters, effect on circuit behavior, 563–598
effect on regenerative pulse generators, 575–591
Pulse voltage, 3, 537
change in, 165
rate of rise of, 77
Pulse voltmeters, 692–701
intrinsic error of, 694–698
Pulsed bridge circuit, 222
Pulser circuit, direct connection, 70
Pulser-circuit efficiency, 470
Pulser design, switch-tube characteristics affecting, 93–98
Pulser efficiency (see Efficiency, pulser)
Pulser load line, 243
Pulser performance, with magnetron load, 435–447
Pulser power output, effect of stray capacitance on, 76
Pulser regulation (see Regulation, pulser)
Pulser switch (see Switch, pulser)
Pulser, coded, 486
comparison of hard-tube and line-type, 13–17
hard-tube (see Hard-tube pulsers)
high-power airborne, 454–463
Pulser, high-power rotary-gap, 448–454
performance of, 451
light-weight, medium power, for airborne radar systems, 140–152
line-type (see Line-type pulsers)
Model 9, 152–160
multiple-load, 480–483
multiple-network, 463–468
multiple-pulse line type, 484–494
thyatron bridge, operating data for, 480
vest-pocket, 140
Pulses, formation of, 175–179
shaping of, 175–179
Pushing figure of magnetron, 118
Q
Q of charging circuit, 359
R
Radial-pin rotary gap, 287
Rate of rise, 689
of trigger pulse, 350
of voltage, 447
Rational-fraction expansions, 185
Rayleigh's principle, 179–183
RC-differentiator, calibration of, 685
RC divider, parallel, 667
RC-divider, series, 675
Recharging current, average, 154
Recharging path, inductance for, 39–51, 144
resistance for, 33–39, 144, 163
Rectifying rotary gap, 476
Recurrence period, 358
frequency, 123
Redfearn, L. W., 619n., 649n, 655n.
Reflection effects caused by impedance mismatch with long cable, 84–89
Reflections, 178, 670
Regenerative driver, 124–132, 150
Regenerative pulse generator, 575–591
(See also Pulse transformer)
Regulation, 16, 77
pulser, 244–249
effect of switch-tube and load characteristics on, 108–118
transient, 244
against variations in load characteristics, 247–249
against variations in network voltage, 215–247
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Rehkopf, H. L., 446n., 632n., 646n.
Reignition voltage, 346
Relay (see type of relay)
Resistance charging, 487
Resistance divider, 668
Resonant charging, 12, 360, 381, 386–393, 418
Reverse current, 511
   effects of, 331
Reverse magnetic field, 605–607, 644
R-f envelope viewer, 706
Rieke, F. F., 165n.
Rise of pulse (see Pulse)
Rms current in a-c resonant charging
   circuit, 390
   in the transformer, 483
Roberts, D. T., 334n.
   Rotary-gap efficiency, 289
   Rotary-gap geometry, 276–280
   Rotary-gap performance, 289–294
   Rotary gaps, 273, 275–294
      breakdown field of, 291
      breakdown time of, 275
   electrical considerations in design of, 276–283
   mechanical design considerations, 283–289
   motor and housing, 285
   with holes in insulating disk, 287
   opposing-pin, 287
   parallel-pin, 287
   performance of, for d-c resonant charging, 291
   for a-c resonant charging, 291
   radial-pin, 287
   rotor, size of, 283
   types of, 286–289
   Rotary spark gap (see Rotary gap)
   Rudin, R., 698n.
S
   Saturation, of reactor core, 364, 370
   Screen-grid voltage, 108
   Self-synchronous, 663
   Series gap, 274
      division of voltage across, 312–315
      general operating characteristics of, 296–304
      two and three gap operation, 302–303
   (See also Fixed gap)
   Series spark gap (see Series gap)
715 B tetrode, 104, 115, 126, 147
715 B tube, 115
   Shielding, 688
   Short circuit in the load, 248, 417, 423–431, 457
   Shunt capacitance, 26, 30, 161, 251
   Shunt diode, 44, 146, 154, 348, 426–429, 433, 443, 455
   8020, 154
   Shunt inductance, 251
   Shunt losses, 69
   Siegel, S., 454n.
   Signal presentation, 662–667
   Single-switch multiple-network circuit, 492
6AG7 tube, 135
6C21 triode, 100, 105, 132, 157
6D21 tetrode, 100, 106, 163
6SN7 triode, 106
   Skin depth, 659
   Skin effect, 547
   Slater, J. C., 523n.
   Spark gap, 175
   (See also Fixed gap; Rotary gap; Series gap)
   Sparking, of magnetrons, 417, 425, 441–447, 707
   Spectrum analyzer, 706
   Spectrum distribution of pulses, 718
   Spike, current, 188
      current pulse, 436, 567
      on top of the pulse, 102
   Squirted flux, 530
   Static resistance of load, 3, 110
   Steady-state theory, 183–185
   Storage condenser (see Condenser, storage)
   Stray capacitance, 508
   Stromberg-Carlson Company, 140, 141
   Sullivan, H. J., 312n.
   Sweep calibrator, 665
   Sweep speeds, 663
   Switch, average power dissipated in, 92
      bidirectional, 418, 424
      effective resistance of, 23
      gaseous-discharge, 10, 14, 175
      for line-type pulsers, 273–354
      requirements for, 273
      pulser, 5, 356
unidirectional, 342, 418
Switch unidirectional, circuit using, 423
vacuum tube, 6
vacuum tubes as, 90–118
resistance of, 7
voltage drop in, 22
Switch characteristics required for hard-
tube pulsers, 90–98
Switch operation, typical, 298–300
Switch resistance, effect of, 269
Switch tube, 225
average power dissipated in, 22, 92
characteristic curves for triode and
tetrode, 98–108
power dissipation in, 73
Switch-tube characteristics, affecting pulser
design, 93–98
effect of on pulser regulation, 108–118
Switch-tube current, 92
Switch-tube operation, above knee of
$I_pV_p$ curve, 111–114
below knee of $I_pV_p$ curve, 114–115
Switch-tube resistance, 78
Switch tubes, enclosed-gap types, 321,
322, 328, 333
hard-tube types, 95, 96
hydrogen-thyratron types, 340, 341
oxide-coated cathode, 93, 95
sparking in, 93, 95
thoriated tungsten cathode, 93, 95
Synchronous, 663
Synchroscope, 662–665
Synchroscope input impedance, 670

T

Tail-biting circuit, 133
Teflon, 650
Terman, F. E., 91n.
Tetrode, 92
characteristic curves for, 98–108, 110
3D21, 105, 115
3E29, 135, 157
5D21, 100, 104, 132, 472
6D21, 100, 106, 163
715B, 104, 115, 126, 147
829, 105, 123, 126, 132
Thermal relay, 434
Three-gap operation, 302
possible circuits for, 303
Thyratron bridge, 478–480
Thyratrons, 175, 274
hydrogen (see Hydrogen thyratron)
Thyratrons, 3C45, 138, 341
4C35, 138, 341, 479
5C22, 138, 341, 455
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